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Shape fluctuations and radiation from thermally excited electronic states of boron clusters
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The effect of thermal shape fluctuations on the recurrent fluorescence of boron-cluster cations, BN
+ (N =

9–14), has been investigated numerically, with a special emphasis on B13
+. For this cluster, the electronic

structures of the ground state and the four lowest electronically excited states were calculated using time-
dependent density-functional theory and sampled on molecular dynamics trajectories of the cluster calculated at
an experimentally relevant excitation energy. The sampled optical transition matrix elements for B13

+ allowed
us to construct its emission spectrum from the thermally populated electronically excited states. The spectrum
was found to be broad, reaching down to at least 0.85 eV. This contrasts strongly with the static picture,
where the lowest electronic transition happens at 2.3 eV. The low-lying electronic excitations produce a strong
increase in the rates of recurrent fluorescence, calculated to peak at 4.6 × 104 s−1, with a time average of
8 × 103 s−1. The average value is one order of magnitude higher than the static result, approaching the measured
radiation rate. Similar results were found for the other cluster sizes. The results indicate that the effect makes a
significant contribution to the radiative cooling, even given the exploratory nature of the study. Furthermore, the
radiationless crossing between the ground-state and first-electronic-excited-state surfaces of B13

+ was calculated,
found to be very fast compared to experimental timescales, justifying the thermal population assumption.

DOI: 10.1103/PhysRevA.106.062826

I. INTRODUCTION

Thermal radiation, long considered to be restricted to vi-
brational cooling, has also been demonstrated to occur from
electronically excited states via the so-called recurrent fluo-
rescence (RF) or Poincaré radiation. This type of radiation is
attracting increasing attention as more and more molecules
and clusters are recognized as emitters and in part also stim-
ulated by the implications for astrophysics. To date, recurrent
fluorescence has been observed in fullerenes [1,2], where
the effect was first seen, in polycyclic aromatic hydrocarbon
(PAH) molecules [3,4] and clusters of several metallic and
semiconductor elements. For very recent results of direct as-
trophysical relevance, see Ref. [5]. Moreover, RF is known to
be present in anionic, neutral, and cationic species, highlight-
ing its general relevance at the nanoscale [6].

The existence of this type of radiation follows from time
reversal once the presence of radiationless transitions is
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established. Radiationless transitions connect different Born-
Oppenheimer surfaces, allowing for the phenomenon of
internal conversion (IC), in which electronic energy is con-
verted into vibrational motion on the electronic ground state.
Time reversal requires that the reverse process, i.e., inverse
internal conversion (IIC), is also allowed, which means that in
principle any excited electronic state that undergoes IC can be
reached nonradiatively from the electronic ground state [7]. In
RF, photon emission occurs from electronically excited states
that are populated via IIC. As radiationless transitions are very
well established for a number of molecules, the main concern
about the presence of RF has been the question of to what
degree molecular electronically excited states are populated
thermally. The experimental evidence is now strongly in favor
of the existence of RF, and the theoretical results here will add
to this evidence.

Although RF was predicted several decades ago [8–10],
photons emitted by this mechanism from mass-selected clus-
ters and molecules were observed only recently for the
molecules C6

− [11], C4
− [12] and naphthalene cations [13].

The vast majority of other studies of RF have deduced
its presence from its quenching effect on the unimolecular
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decays of the emitting particles (see Ref. [6] for a review of
this method). The involved unimolecular signature decays can
be the loss of atoms or larger fragments or, for anions and
neutrals, thermal electron emission. The observed timescales
for RF vary strongly with the system, from the highest rate
constants found so far of 106 s−1 for cationic gold [14] and
cobalt [15] clusters to close to the typical vibrational radiative
timescales, which are four orders of magnitude longer.

Two of the three cases where RF photons have been de-
tected directly from mass-selected molecular beams (C6

− and
C4

−) employed a narrow detection window centered on the
wavelengths where the particles in their ground-state absorb
light [11,12]. The selective detection of this narrow spectral
region was motivated by the desire to establish the origin of
the photons. In the experiment measuring the spectrum of
photons emitted from naphthalene, a significant broadening
relative to the ground-state absorption spectrum was observed
[13].

Such broadening is not unexpected and can be understood
qualitatively as the consequence of the varying geometric
structures sampled by the thermal excitation, with concomi-
tant sampling of transition energies and oscillator strengths
across the involved potential-energy surfaces. Spectral smear-
ing is thus expected to be intrinsic to the RF phenomenon.

Measurements of the quenching effect of radiation on com-
peting processes usually provide only a single value in the
form of the photon emission rate constant. This value is the
thermally averaged photon emission rate constant at the total
excitation energy, where it equals the unimolecular decay
rate constant, kph ∼ kunimol, because this relation defines the
energy where the emission rate constant is measured (see
Ref. [6] for a detailed explanation).

Electronically excited states characterized spectroscopi-
cally tend to misrepresent emission rate constants because
these data usually pertain to only the very limited part of
the configuration space that corresponds to excitation from
a ground-state geometry. Pump-probe experiments explore a
larger part of phase space, but the sampling is still limited to
short and relatively localized trajectories in phase space. In
contrast, highly excited and free-roaming species will explore
much wider regions of configuration space. The effective
thermally averaged transition energies and oscillator strengths
will therefore, in general, differ from values derived from
low-temperature spectroscopic data. Hence, the thermal ex-
ploration of potential-energy surfaces provides information
about their shape. The investigation of this effect for well-
characterized systems is the main motivation of this work.

The system chosen for this study is boron clusters, for
which the effective (averaged) photon emission rate con-
stants, but no emission spectra, have been measured upon
laser excitation [16]. The experimentally measured radiation
rate constants for these clusters are significant, reaching, for
example, 6 × 104 s−1 for B13

+ and 5 × 105 s−1 for B+
9 . These

high values strongly suggest that the emission mechanism
is RF and indicate that the clusters possess optically active
electronically excited states at low energies. In this work,
most attention is given to B13

+, for which the ground-state
geometry has been determined based on spectroscopic ex-
periments [17]. We expect that the general picture revealed
for this cluster applies equally well to other boron clusters

FIG. 1. Schematic illustration of the possible reduction of the en-
ergy difference between the ground state and the first excited state of
a cluster, caused by temperature-induced geometrical deformations.

which, as noted in passing, by themselves are very interesting
objects, with remarkable planar geometries, possessing fas-
cinating fluxionality properties [17–21]. Moreover, low-lying
quasidegenerate electronic states in boron clusters have also
been shown to play an important role, as shown by electron
wave-packet dynamics [22].

The theoretical work on the question presented here is
exploratory in nature. Several approximations and some as-
sumptions are needed to make any inroads into the problem.
This should be made clear from the outset and will also be
obvious at points in the text where approximations are needed.
The results here are thus of a qualitative nature in spite of
the application of advanced quantum-mechanical methods.
The qualitative nature of the results notwithstanding, they still
point to a very strong effect of thermal excitations on emission
spectra, one which is most likely underestimated.

II. THERMAL SHAPE FLUCTUATIONS AND
ELECTRONIC STRUCTURE

The central idea of this work is illustrated schematically
in Fig. 1. For a cluster in its ground-state geometry with a
large energy difference between the electronic ground state
and the first electronic excited state (left part of Fig. 1),
an optical transition between such states will translate into
a small radiation rate [23]. This is not consistent with the
observed high photon emission rate constants of, for example,
laser-excited boron clusters [16]. However, the geometry of
highly excited clusters will fluctuate over time, as illustrated
schematically on the right side of Fig. 1. This dynamics can
reduce the energy difference between the ground state and the
electronically excited states. This will cause a higher thermal
population of the excited states, which results in faster photon
emission [6].

A calculation of the effect of this reduction of the excitation
gap (electronic transitions modified by structural deformation)
was already done for Al13

− based on a spherical box potential
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of finite depth undergoing a spheroidal distortion [24], albeit
without specifically considering thermal radiation.

III. COMPUTATIONAL DETAILS

To investigate this thermal deformation-induced effect in
boron clusters, we performed molecular dynamics (MD)
simulations with potential energies calculated using density-
functional theory (DFT). The MD simulations are standard
integration of the Newtonian equations of motion. Specifi-
cally, the linear-response time-dependent DFT (LR-TDDFT)
formalism was employed in order to compute the lowest-lying
low-spin excitations in BN

+ (N = 9–14) clusters. For B13
+

four electronic excitations were calculated. Because of the
long computation times required for these calculations, only
two electronic excitations were computed for the other cluster
sizes. The computations were performed using the long-range
corrected version of the Becke, 3-parameter, Lee–Yang–Parr
exchange-correlation functional (CAM-B3LYP) [25] in com-
bination with a split valence polarization basis set (def2-SVP)
the valence double-zeta, polarized def2-SVP basis set [26].
Detailed method verification is described in the Supplemental
Material [27].

The ground-state geometry of B13
+ was experimentally

identified in Ref. [17]. The molecular dynamics simulations
on the first excited low-spin potential-energy surface were per-
formed with a microcanonical (NV E ) ensemble, with initial
coordinates of the lowest-energy structure on the ground-
state potential-energy surface (vertical excited state) and with
initial nuclear velocities selected from a canonical energy
distribution.

The choice of using a temperature for a microcanonical
simulation was made because the decay dynamics of the beam
defines an effective, microcanonical temperature, and this
temperature can be determined. The relation was suggested
by Gspann [28] and developed by Klots [29,30]. It reads (with
kB = 1)

T = D(1/ ln(ωat ) + 1/2Cv). (1)

The parameters in this expression are the evaporative acti-
vation energy D, the frequency factor of the unimolecular
rate constant ωa, the experimental measurement time t , and
the cluster’s heat capacity Cv, given in units of Boltzmann’s
constant. In experiments where the suppression of the uni-
molecular decay is used as the signature of radiative decay,
as is the case here, we can make the identification of the
experimental timescale in Eq. (1) as t = 1/kp. This is the
time at which the thermal photon emission rate constant is
equal to the unimolecular fragmentation rate constant, and the
experimental time is therefore defined by this value. In brief,
at higher excitation energies, instantaneous fragmentation is
the dominant cooling channel, whereas at lower values, frag-
mentation is exponentially suppressed. Hence,

T = D[1/ ln(ωa/kp) + 1/2Cv], (2)

and this is therefore the energy at which the photon emission
rate constant is determined experimentally.

For completeness we should mention that this tempera-
ture is the microcanonical value, but the difference from the
canonical temperature can be ignored here. For more details

on this the reader can consult [23], and Ref. [31] discusses the
meaning of the microcanonical temperature.

The value found for B13
+ is 3900 K. In energy units this

temperature is 0.33 eV. This temperature together with the
speeds selected at random from the Maxwell-Boltzmann dis-
tribution give a total nuclear kinetic energy of 5.61 eV, close to
the canonical average value of 5.48 eV. The simulations were
started from the ground-state geometry and the first excited
state. The energy of that state, 2.27 eV, should be added to the
total energy.

The potential-energy surface of B13
+ and the possible

emission routes were explored using adiabatic molecular dy-
namics simulations of the S1 state. The MD simulations
propagate the system in time by solving the classical equa-
tions of motion for the nuclei while calculating the potential
energy on all surfaces point by point with the DFT calcu-
lations mentioned above. The S1 surface was chosen as a
representative of an emitting surface, but the specific choice
is not critical for the exploration of the phase space. The
simulations were tested with two different time steps, 0.02 and
0.1 fs. The results were very similar, and longer simulations
were therefore conducted with the latter value.

The small S0-S1 energy differences that are calculated (see
Sec. III) imply that nonadiabaticity is important. An accurate
description of such effects is computationally demanding, and
nonadiabatic effects are therefore explored only for B13

+.
Detailed results are available in the Supplemental Material,
while those using the spin-flip density-functional theory com-
putations are shown in Fig. 3 below.

These computations make it possible to estimate the transi-
tion rate through the minimum-energy crossing points toward
the S0 and S1 states. The magnitude of these time constants
indicates that on the much longer microsecond experimental
timescale the excited states can reach thermal populations.
This allows us to sample the phase space using molecular
dynamics simulations and estimate the radiative emission rate
from the thermal populations of the excited states.

Computation of nonadiabatic couplings is described in the
Supplemental Material.

IV. DYNAMICS OF ELECTRONIC EXCITED STATES

The top panel of Fig. 2(a) shows the energies of the four
lowest electronic states, as well as the S0 ground state, along
the molecular dynamics trajectory for B13

+. The bottom panel
presents the energies of the excited electronic states relative to
the energy of S0. Interestingly, the four excited states and the
ground state show a correlated pattern with time. As seen in
Fig. 2(a), the energy difference between the first excited state
and the ground state (red curve) at the initial configuration,
and thus the lowest vertical excitation energy in the ground-
state geometry, is over 2 eV. This energy difference reduces to
below 1 eV at several later moments, showing the possibility
of emission of lower-energy photons. Whether this possibil-
ity is realized depends on whether the states are thermally
populated, which in turn depends on the excited-state energy
relative to the ground-state energy and not on their difference
with respect to the simultaneous energy of S0.

Geometry optimization starting from regions with a small
S0-S1 energy difference confirmed the existence of a structural
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FIG. 2. (a) Top: Energies of the electronic excited states Si (i =
1–4) and the ground state S0 of B13

+ as a function of simulation time.
Bottom: Energy difference between each electronic excited state and
the ground state. (b) Cluster geometries and the isosurfaces (isoval-
ues: 0.05) of the leading natural transition orbital (NTO) pairs for the
S0 ground state at the lowest-energy geometry (initial structure, Iso0,
at t = 0) and at a low-energy structural isomer (Iso1 at an optimized
intermediate structure; see Fig. 3).

isomer with an energy which is only slightly higher than the
lowest-energy isomer, as shown in Fig. 2(b). In both cases,
the excitation from the ground to the first excited state can be
described approximately by a single-electron configuration,
which involves the formal electron transfer from the highest
occupied molecular orbital (HOMO) to the lowest unoccupied
molecular orbital (LUMO). This is accurately reflected by the
fact that the excitation can be well described using a single
natural transition orbital (NTO) pair, where the shape of the
hole and the electron NTOs resemble those of the HOMO and
LUMO, respectively. It is clearly visible that the shapes of the
electron and hole NTOs follow the distortion of the cluster
shapes towards the low-energy structural isomer.

The analysis shown so far involves the adiabatic approxi-
mation; that is, the MD trajectory was propagated on a single
potential-energy surface, with the different surfaces computed
independently. However, it has been shown that the dynam-
ics of boron clusters also involves nonadiabatic effects [22],
including the presence of several conical intersections and
avoided crossings. Crossing regions of the potential-energy
surface play a pivotal role in internal conversion and will,
through time reversal, likewise play a role for IIC. Conical
intersections were therefore investigated in more detail.

V. NONADIABATIC EFFECTS

The relevance of excited states in the description of the
radiative cooling of a cluster or molecule is, to some degree, a
question of timescales. States need to be populated. To assess
whether excited states are populated, the timescale determined
by the coupling between them should be compared with the
microsecond or longer experimental timescale at which the
populations are monitored, i.e., the time at which the radia-
tive cooling is measured. This long timescale puts very mild
conditions on the coupling.

In this section we explore a part of the potential-energy
surface at which the relative populations of the Born-
Oppenheimer states are calculated by calculating nonadiabatic
couplings. As the typical timescale of RF cannot be attained
using conventional molecular dynamics simulations, we ex-
plore the stationary (zero-derivative) points and the crossing
points between the lowest two singlet states in the neighbor-
hood of the lowest-energy geometry. The crossing points on
the computed trajectories (described in the caption of Fig. 3)
clearly show the possibility of nonradiative transitions be-
tween the two lowest singlet states. Crossings between higher
excited states should also be present, but they do not alter the
results found here for the two lowest states fundamentally.

The small energy difference between the S0 and S1 states
of B13

+ will induce large nonadiabatic couplings and also
generate conical intersections. Here, we have optimized the
initial and isomeric geometries of B13

+ and systematically
explored the two adjacent minimum-energy crossing points
(MECPs; Fig. 3). The MECPs are the lowest-energy points
on the line defining the intersection of the two surfaces.
The variations in potential energies are much smaller than
the energy used in the MD simulations. Hence, the crossing
configurations shown are well within energetic reach. The
computations were performed using spin-flip time-dependent
density functional theory (SF-TDDFT), which was motivated
by the fact that unlike the conventional TDDFT, this method
correctly describes the topology of the conical intersections
involving the S0 state [32]. To further assess the accuracy of
our computations, we recomputed the geometries and energies
of the minima and the MECPs using spin-flip equation of
motion coupled-cluster singles and doubles (SF-EOM-CCSD)
and extended complete active space second order perturbation
theory (XMS-CASPT2) methods (see Table S1 in the Supple-
mental Material).

To illustrate the topology of the S0 and S1 potential-energy
surfaces we computed the linear synchronous transit paths
(i.e., linear interpolation in Cartesian coordinates) between
the minima and the MECPs shown in Fig. 3(b). The abscissa
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FIG. 3. (a) Magnitude of the transition dipole moments (TD) and
the nonadiabatic coupling vectors (NAC, logarithmic scale), both in
atomic units (hartrees/a0 for NAC) along the constructed linear syn-
chronous interpolation curve described in the main text. The abscissa
is the rms of the stretched nuclear coordinates. (b) Geometries and
energies along the path between the lowest-energy Iso0 and inter-
mediate Iso1 geometries and the adjacent minimum-energy crossing
points of the two lowest potential surfaces (S0 and S1). Stationary
and minimum-energy crossing points are indicated by dots. The
paths from the isomer Iso0 to MECP0 and from Iso1 to MECP3 are
stretched for visibility. Calculations are performed using spin-flip
Density Functional Theory, employing the Becke half&half func-
tional, containing 50% Hartree-Fock exchange, and the def2-SVP
basiset (SF-BH&HLYP/def2-SVP). The S0-S1 excitation energy at
zero abscissa differs from the previously quoted 0.225 and 0.227 eV
because the value here is not vertical; that is, the S0 and S1 geometries
are different, except in the case of the MECPs.

in both curves is the rms deviation of the atomic positions
compared to Iso0. Note that Fig. 3(b) is not a trace of the MD
simulation and that the data do not enter the statistics derived
from that simulation. Figure 3 shows that there are several
MECPs between the S0 and S1 potential-energy surfaces on
this curve. The energies of those two states at the isomeric
structures are not much higher than the ground-state energy in
the lowest-energy minimum and will thus be easily accessible
under the experimental conditions of radiative-cooling studies
of excited clusters in molecular beams, as discussed above.
This is confirmed by calculations of the rate coefficients for
crossing, which involve thermally activated reactions (see the
Supplemental Material for details).

The magnitude of the transition dipole moment between
the S0 and S1 states determines the rate of photon emission
via the electronic transition between the two states, while
the magnitude of the nonadiabatic coupling indicates the ef-
ficiency of the nonradiative relaxation and the excitation. It
is clearly seen from Fig. 3 that, as expected, the probability
of the nonradiative relaxation or excitation is very high in the
vicinity of the MECPs, as the magnitude of the nonadiabatic
couplings increases by factors of ∼102 to 104 compared to the
original value, while the magnitude of the transition dipole

moment increases by a more modest factor of 2–3. Hence,
although photon emission is more probable near MECPs and
the conical intersections that may be present than elsewhere,
the nonradiative coupling is much more enhanced at these
points. In this connection it is worth noting that nonadiabatic
wave-function dynamics of boron clusters have indicated the
presence of several conical intersections and frequently occur-
ring high nonadiabatic couplings [22]. Transition-state-theory
calculations (see the Supplemental Material for more details)
show that the transition rate at MECP1 is approximately 4 ×
109 s−1 and thus well within the microsecond timescale of the
emission. These results showing a rapid exchange of energy
between the electronic ground state and the first excited state
of B13

+ strongly support the suggestion that photon emission
in boron clusters proceeds via IIC and recurrent fluorescence
in boron-cluster cations.

VI. MICROCANONICAL AVERAGING

The combination of time-dependent energies of the elec-
tronic state S0 (i = 0–4) energies with the oscillator strengths
fi for the transitions allows the construction of the emission
spectrum of B13

+ for the sampled geometries. In the rapid-
equilibration scheme relevant here the statistical weight of
an excited state is given by the level density of the kinetic
energy for that geometry. With E being the total (conserved)
excitation energy relative to the absolute ground state and
Vi(x) being the potential energy of state i (i = 0–4) in the
geometry labeled by x, the un-normalized populations of the
states gi are, with s ≡ 3N − 6, equal to

gi(x) = c[E − Vi(x)]s/2−1, i = 0, 1, . . . . (3)

This expression is simply the density of states for s momenta
with a total energy E − Vi(x) and the sampled geometry in the
simulated microcanonical ensemble. The assumption is the
fundamental postulate of thermodynamics that all quantum
states are populated with equal probability. The constant c is
identical for the different states, as is the number of degrees of
freedom, s, of the nuclear motion. The population of the state
i is therefore

pi = gi(x)∑
j g j (x)

, (4)

where j runs over all relevant states. For values of Vi(x) ex-
ceeding E , obviously, state i is unpopulated. This expression
for the population should be understood in the same way as
the spectrum of geometries sampled in the MD calculation.
Both are classical results, and as such they do not describe
the motion of the system and the associated time-dependent
state populations. Rather, both geometries and populations
represent a more or less complete sampling of the properties
of the system when it is allowed to propagate for an extended
period of time.

With the oscillator strengths and energies of the surfaces
the rates of photon emission can thus be computed as a func-
tion of time along the trajectory. At each point the photon
emission rate constant from state i (i = 1–4) is given by [23]

ki
p = 7.421 × 10−22 Hz f ν2

0 pi. (5)
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FIG. 4. (a) Time-dependent radiation rate constant calculated for
B13

+ at an initial kinetic energy corresponding to a temperature of
3900 K. The red lower curve shows the radiation constant when
only emission from S1 is considered. The blue upper curve gives the
emission rate constant for the first four excited states. Note that these
curves are used for the purpose of sampling representative parts of
phase space and not to follow the system to experimental timescales.
(b) Distribution of kp for B13

+ as derived from the time-dependent
behavior in (a). A log-normal distribution is used to fit an average kp

value.

In this expression, f is the oscillator strength, and hν0 is
the transition energy. For B13

+ the total rate constant is then
calculated as the sum of the four ki

p values [see Fig. 2(a)].
For the other cluster sizes two electronic excited states were
computed.

VII. EMISSION SPECTRA

The result for B13
+ is presented in Fig. 4(a), where the

total radiation rate constant is shown as a function of MD
simulation time. Figure 4(a) also shows the effect of the num-
ber of excited states included in the calculation. The values
vary strongly with time, as expected from the pronounced
dependence of the energy of the excited states seen in Fig. 2.
The rate constant reaches significantly higher values than for
the static picture in the ground-state geometry, as highlighted
by the scale on the right-hand axis, where kp is normalized
with respect to the rate at 0 K.

Another important observation from this result is the quite
high absolute values that are reached along the simulation
(axis on the left), peaking at 4.6 × 104 s−1. This value is very
close to the experimental result in Ref. [16], which is (6.1 ±
2.8) × 104 s−1. In Fig. 4(b), the distribution of kp values is
depicted and fitted by a log-normal distribution. This allows
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FIG. 5. Emission spectrum of B13
+ at the microcanonical tem-

perature of 3900 K. The spectrum is calculated with the difference in
energy of the electronic states to the absolute ground state, yielding
the populations of the excited states and the oscillator strengths of
those transitions. The sum

∑
i Yi is shown as a black line. The static

emission spectrum, calculated with LR-TDDFT on the ground-state
geometry of the cluster, is shown in the inset. It is constructed by as-
suming Gaussian functions around each transition, with an artificial
width of 0.05 eV.

an estimation of the average kp, yielding the value 8 × 103 s−1.
As discussed below, this improved estimate is still most likely
an underestimate of the values that are generated by the RF
mechanism.

Based on the energies and oscillator strengths calculated
for the four electronic states of B13

+, an emission spectrum is
constructed, as presented in Fig. 5. The spectrum is calculated
as the sum over the spectra produced by emission from the
four excited states, with the expression for each of them equal
to

Yi(hν) =
∑′

j ki, j

�hνN
, (6)

where N is the total number of sampled points and the primed
sum over j is over the points where the photon energy is found
in the interval between hν and hν + �hν. The total spectrum
is then

Y (hν) =
∑

i

Yi(hν). (7)

It shows bands of significant widths for each of the excited
states, spanning between 0.85 and 3 eV. Note that the lower
energy of 0.85 eV is the value observed in the relatively short
simulations. The true lower limit is most likely much lower,
approaching close to zero (see Fig. 3).

This high-temperature spectrum is very different from the
static picture calculated with LR-TDDFT at the ground-state
geometry (shown in the inset). That spectrum is composed
of a small set of discrete transitions, with the first occur-
ring at 2.27 eV. It is worth reiterating that the spectrum
in Fig. 5 represents the configurations encountered in the
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FIG. 6. Radiation rate constants of BN
+ clusters calculated with

the MD+TDDFT analysis (blue circles). Solid and open circles
correspond to the mean and maximum values, respectively. For
comparison, the experimental data from Ref. [16] are reproduced
(black squares), together with a calculation using TDDFT on the
ground-state geometries (red triangles).

MD simulation. The true lower-energy cutoff will be lower,
as demonstrated by the level crossings seen in Fig. 3. The
time-average, energy-integrated total oscillator strength at the
elevated temperature shown in Fig. 5 is lower than the static
values, but not significantly so.

The analysis performed for B13
+ was also conducted for

the boron clusters with sizes N = 9–12, 14. The results for
these clusters are included in the summary of all the radiative
rate constants shown in Fig. 6. This figure compares the MD
time-average rates obtained from the computations in this
work with the experimental data of Ref. [16]. Additionally, the
maximal values are presented as well as the rates calculated
using LR-TDDFT on the (static) ground-state geometries.
These were obtained from Ref. [18] and were reoptimized at
the CAM-B3LYP/def2-SVP level.

Although not all the size-dependent trends of the experi-
mental data are reproduced by the MD+TDDFT simulations,
the improvement relative to the static geometries is significant.
The improvements for sizes 9, 10, 11, and 13, in particular, are
considerable. For B13

+, all four states contribute with a similar
magnitude to the total emission rate constant. We therefore
expect that the restriction to a limited number of excited states
is responsible for part of the remaining discrepancy between
experiment and theory, in addition to the role of nonadiabatic
effects, which were not included in this calculation but are
known to be relevant, as discussed in Sec. V. These are,
briefly, the uncertainty of the frequencies (described briefly
in the Supplemental Material) and the accuracy of the com-
putation (SF-DFT and the more accurate XMS-CASPT2). In
addition, the branching ratio onto the two curves at the MECP
is associated with large uncertainties. Yet another missing
component is the neglect of transitions between excited states
in the calculations. Such transitions are not simple to estimate,
but it is clear that their presence will increase the emission rate
constant. The effect on the spectra is less certain, but most
likely, they will add intensity on the red side.

We cannot rule out that a longer MD run will also con-
tribute higher-intensity parts of the phase space, given the
approximate log-normal shape of the kp distribution. This
distribution suggests a long tail toward high values.

VIII. SUMMARY AND PERSPECTIVES

In this work, the role of temperature in the radiative cooling
of boron clusters was investigated by means of molecular
dynamics simulations in combination with time-dependent
density-functional theory and high-level ab initio computa-
tions. With a focus on the computational analysis of the B13

+
cluster, it was shown that at the effective temperature of
3900 K, estimated from experimental parameters, geometry
fluctuations cause significant changes in the electronic struc-
ture of the cluster. At several points in the explored geometry,
the energy of the low-lying electronic excited states is reduced
by a significant amount, with a concomitant exponential in-
crease in the recurrent fluorescence radiation rate. Moreover,
the possibility that energy is transferred nonradiatively via IC
and IIC was explicitly demonstrated by large nonadiabatic
coupling vectors when the electronic ground and first elec-
tronic excited states cross.

The thermal effects have two important consequences. One
is that the rates estimated in this work reduce the discrepancy
between theory and experiment significantly, giving a strong
indication of the importance of the effect and the modification
of the RF values relative to ground-state properties.

The second consequence is the occurrence of a significant
broadening and redshift of the emission spectrum relative
to that of the ground state. The redshift seen in the ther-
malized spectrum must also be expected to be a general
occurrence. The lowest-energy geometries tend to be those
that maximize the HOMO-LUMO gap for molecules and
clusters, and thermal excitation tends to reduce this gap and
generally reduce the excited-state energies. The tendency is
amplified in the emission spectra by the fact that low-energy
states tend to be more populated by simple phase-space ar-
guments. Hence, this effect will also favor a redshift of the
spectrum.

There is, therefore, every reason to believe that the thermal
effects on the emission rate constants and on the spectral
shapes described here will both be present in other systems
that dissipate energy by recurrent fluorescence. It should also
be noted that the deformations explored in Fig. 3 imply that
emitted photons will have energies reaching down to close to
zero due to level crossings. Measured spectra will therefore
show the effect even more strongly than calculated here.

The internal excitation energy was determined as the sum
of kinetic energies sampled from the canonical ensemble with
the added energy of the S1 state in the ground-state geometry.
The choice of using the S1 state and not the electronic ground
state as the initial configuration compensates for the fact that
a fraction of the clusters are in electronically excited states,
both S1 and the higher states, and that this excitation energy
should be added to the nuclear kinetic energy of 5.61 eV.

It also compensates for the fact that the deformed clusters,
which take up most of the phase space, will have nuclear
potential energies above those of the harmonic motion of the
ground state. It is not possible to know the precise value of
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this contribution before the entire phase space is sampled or
the caloric curve is determined experimentally, but an estimate
can be obtained by considering the melting enthalpy. The bulk
melting point is 2349 K, which is below the temperature here,
suggesting that the clusters are liquid or in the equivalent
finite-size-particle phase. The melting enthalpy for bulk is
0.52 eV per atom for bulk. Adding this would more than
double the excitation energy. The thermal estimates calculated
here are therefore of a very conservative nature, which should
be kept in mind when comparing them to the experimental
values.

Measurement of recurrent fluorescence spectra is a field
in its infancy, with only one spectrum reported so far [13].
The measurements of the spectrum of emitted photons by hot
naphthalene molecules in Ref. [13] show a spectrum which is
significantly broadened compared to the ground-state absorp-
tion case. This experimental observation agrees qualitatively
with our calculations in Fig. 5.

Measurements of thermal emission spectra of highly ex-
cited clusters provide a method to explore the potential-energy
surfaces of molecules and clusters, which presently cannot
be done with other methods, such as traditional spectroscopy.
The results calculated here suggest that such measurements

will have significant effects compared to ground-state ge-
ometry spectra and emission rate constants. It should be
emphasized that the limitations in the computational protocols
applied in this work, unavoidable at the present stage of the-
ory, will impose limitations on the accuracy of the numerical
results derived. As argued, we expect that refinements of the
method to calculate the consequences of the phenomenon will
give even higher photon emission rates. The ultimate informa-
tion will be provided by experiments. The results here tell us
that these experiments are worth performing.
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