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Effect of Wigner rotation on estimating the unitary-shift parameter of a relativistic spin-1/2 particle

Shin Funada and Jun Suzuki
Graduate School of Informatics and Engineering, The University of Electro-Communication, 1-5-1 Chofugaoka,

Chofu-shi, Tokyo 182-8585, Japan

(Received 12 May 2022; revised 30 September 2022; accepted 26 October 2022; published 5 December 2022)

We obtain the accuracy limit for estimating the expectation value of the position of a relativistic particle for
an observer moving in one direction at a constant velocity. We use a specific model of a relativistic spin-1/2
particle described by a Gaussian wave function with a spin down in the rest frame. To derive the state vector of
the particle for the moving observer, we use the Wigner rotation that entangles the spin and the momentum of
the particle. Based on this wave function for the moving frame, we obtain the symmetric logarithmic derivative
(SLD) Cramér-Rao bound that sets the estimation accuracy limit for an arbitrary moving observer. It is shown that
estimation accuracy decreases monotonically in the velocity of the observer when the moving observer does not
measure the spin degree of freedom. This implies that the estimation accuracy limit worsens with the observer’s
increasing velocity, but it is finite even in the relativistic limit. We derive the amount of this information loss by
the exact calculation of the SLD Fisher information matrix in an arbitrary moving frame.
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I. INTRODUCTION

Relativistic quantum information theory introduces a new
direction of research in physics. The significance of the effect
of the relativity on the quantum state is that the state vector for
a moving observer changes depending on the motion of the
observer while the physical state in the rest frame remains the
same. As a natural consequence, information that the moving
observer obtains changes depending on the motion of the
moving observer since the state vector changes. There are
studies of quantum information theory with relativity being
taken into account. The studies in the realm of relativistic
quantum information have increased in number. Here we
briefly list some of them. First, the information paradox about
black holes is now formulated in the framework of informa-
tion theory (see recent reviews in [1,2]). Second, quantum
information in a noninertial frame was investigated [3–7].
Third, the effect of relativity on Bell’s inequality was studied.
The degree of the violation of Bell’s inequality was investi-
gated [8–13]. The entropy changes due to the relativistic effect
[14] and their effect on Bell’s inequality were also studied,
initially in [15].

Among these early studies about relativity and quantum
information, Refs. [8–10,16,17] introduced the use of the
Wigner rotation [18,19] into the realm of quantum infor-
mation. As another example, the Wigner rotation is used to
discuss the limitation given by a quantum entropy in the rela-
tivity domain [14]. The entanglement [16,20–27] and Bell’s
inequality [8,10,28] have also been discussed by using the
Wigner rotation. The essence of the Wigner rotation is that
it “rotates” the spin of the relativistic particle by the angle,
which is a function of the momentum of the particle. Thus,
the spin and the momentum couple in a nontrivial way that
the Wigner rotation gives.

Based on the previous investigations in relativistic quantum
information theory, it is natural to pose the following ques-

tion: What is the effect of the Wigner rotation on parameter
estimation of quantum states? To phrase it differently, we ask
how the estimation accuracy changes for a moving observer.
However, studies of the change in estimation accuracy that
a moving observer undergoes are lacking. We demonstrate
how estimation accuracy changes for the moving observer
in the framework of the quantum estimation theory [29,30].
To obtain the limit of estimation accuracy as a function of
the moving observer’s velocity, we utilize the quantum Fisher
information matrix, which enables us to quantify the accuracy
limit. Among those quantum Fisher information matrices, we
consider the symmetric logarithmic derivative (SLD) Fisher
information matrix as an indicator of estimation accuracy.
As the main result, we obtain the analytical expression of
the SLD Fisher information matrix for an arbitrary moving
observer in an integral form (29). This then sets the estimation
accuracy limits between the observers in the rest and moving
frames. To illustrate our result, we plot the relativistic effect on
estimation accuracy in Fig. 4. Estimation accuracy obtained
by the SLD Fisher information matrix is finite even at the
relativistic limit where the velocity V approaches the speed
of light. This suggests that estimation accuracy remains finite
at the relativistic limit.

As for the model, we set up a specific pure-state model
that describes a single spin-1/2 particle. A parametric model
is defined by a two-parameter unitary shift model. We next
consider an observer moving at a constant velocity in one
direction with respect to the rest frame. The moving ob-
server then makes a measurement to estimate the parameters
encoded in the state without accessing the spin degree of
freedom. Thus, our parameter model in the moving frame
is given by the Wigner rotation followed by the partial trace
over the spin. We investigate how estimation accuracy for the
moving observer changes as a function of the velocity. In our
study, the parameters correspond to the expectation value for

2469-9926/2022/106(6)/062404(14) 062404-1 ©2022 American Physical Society

https://orcid.org/0000-0002-5767-0641
https://orcid.org/0000-0003-1975-6003
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.106.062404&domain=pdf&date_stamp=2022-12-05
https://doi.org/10.1103/PhysRevA.106.062404


SHIN FUNADA AND JUN SUZUKI PHYSICAL REVIEW A 106, 062404 (2022)

the position of the particle. We evaluate the limits for the
mean square error upon estimating the expectation value of
the position operator by the SLD Cramér-Rao (CR) bound.
We obtain analytically how much the accuracy decreases as a
function of the velocity of the moving observer.

Before closing the Introduction, let us briefly remark on the
earlier works of estimation theory in the relativistic domain. A
seminal paper [31] triggered the study of parameter estimation
in the relativity domain. The result provided insight into the
quantum estimation theory in the relativistic domain. In their
work the authors derived an uncertainty relation based on the
restriction provided by the Lorentz invariance. They did not
consider the change in estimation accuracy or the uncertainty
relation by the Lorentz transformation. The other instance of
parameter estimation of a relativistic quantum state is known
as relativistic quantum metrology [32–35]. However, these
studies do not address the question proposed in this paper.

The outline of this paper is as follows. In Sec. II our model
is explained. The state in the rest frame is given. The state in
the moving frame is derived by applying the Wigner rotation
to the state in the rest frame. In Sec. III we explain our
parameter estimation, which is given by the wave function
derived by the Wigner rotation. We first evaluate the SLD
CR bound in such a case that the moving observer does not
have information about the degree of freedom of the spin
state. We also comment on the other two possible cases. The
SLD CR bounds are investigated by multiparameter estima-
tion and given in analytical forms. In Sec. IV we discuss
how the Wigner rotation changes the wave function and gives
rise to the loss of information. We also mention the possible
experimental realization. Section V gives a brief summary.
Appendix A summarizes well-known facts about the Wigner
rotation for a massive spin-1/2 particle. Most of the technical
calculations are presented in Appendixes B–F.

II. MODEL

We assume that an observer moves along the z axis with
a constant velocity V . We choose the z direction as the mov-
ing direction because we expect that this direction gives the
most significant change in the rotation of spin as a massive
relativistic spin-1/2 particle on the x-y plane [10]. We use
natural units, i.e., h̄ = 1 and c = 1, unless otherwise stated.
The mass of the particle is m. As a metric tensor gμν , we
choose gμν = (+1,−1,−1,−1).

A. State in the rest frame

The wave function of the particle is set as a Gaussian
function of x and y with a plane wave on the z coordinate. For
simplicity, we set the wave number, or the momentum, in the
z direction as zero. To apply the Wigner rotation as described
in [18,19], we mainly use the momentum representation in the
following discussion.

The state of the particle is in a known pure state called a
reference state. The reference state ρ0 in the rest frame is

ρ0 = |�↓〉 〈�↓| ,

|�↓〉 =
∫

d3 pϕ0(p1)ϕ0(p2)δ(p3) | �p,↓〉 , (1)

where δ(p3) denotes the Dirac delta function to represent the
plane wave in the z direction. The momentum vector �p is a
spatial part of the four-momentum pμ, i.e., �p = (p1, p2, p3).
The state vectors | �p,↓〉 and | �p,↑〉 are the momentum eigen-
states with down and up spins, respectively. The ϕ0(p) is
defined by the Gaussian function as

ϕ0(p) = κ1/2

π1/4
e−κ2 p2/2. (2)

The κ determines the spread of the wave function in the
coordinate representation, i.e., the spread of the wave func-
tion in the coordinate representation becomes broader as κ

increases. In this paper we assume that the spread κ can be
tuned arbitrarily.

A quantum parametric model is defined by a two-parameter
unitary model as

Mrest = {ρθ | θ = (θ1, θ2) ⊂ R2}, (3)

where ρθ is generated by the momentum operators in the x
and y directions p̂1 and p̂2, respectively,

ρθ = U (θ )ρ0U
†(θ ) = U (θ ) |�↓〉 〈�↓|U †(θ ), (4)

with

U (θ ) = e−i p̂1θ1−i p̂2θ2 . (5)

The operator p̂i (i = 1, 2) is the momentum operator of the ith
component, i.e., p̂i | �p, σ 〉 = pi | �p, σ 〉 (σ =↓,↑). Let us define
a state vector |�↓(θ )〉 as

|�↓(θ )〉 = U (θ ) |�↓〉

=
∫

d3 pϕ0(p1)ϕ0(p2)δ(p3)e−ip1θ1−ip2θ2 | �p,↓〉 . (6)

Then Eq. (4) is expressed as

ρθ = |�↓(θ )〉 〈�↓(θ )| . (7)

The physical implication of the parameter θ is that it is the
peak position of the wave function in the coordinate repre-
sentation. Alternatively, we consider position operators x̂ j ,
which are canonical conjugates of the momentum operators
p̂ j ( j = 1, 2).1From Eq. (5) we have

U †(θ )x̂ jU (θ ) = x̂ j + θ j ( j = 1, 2). (8)

The unitary transformation U (θ ) gives a shift by θ j to a
position operator x̂ j . By assumption, we know the reference
state ρ0. However, we do not know θ1 or θ2. We estimate the
parameters θ1 and θ2 encoded in ρθ = U (θ ) |�↓〉 〈�↓|U †(θ ).
By doing so, we have an estimate for the expectation value of
the position operators x̂1 and x̂2 as seen in Eq. (8).

The parametric model (3) in the rest frame is a classical
model in the following sense. First, two parameters are totally
uncorrelated since the state vector (6) is also expressed as the
tensor product form

|�↓(θ )〉 = |ψ1(θ1)〉 |ψ2(θ2)〉 |p3 = 0〉 |↓〉 ,

1It is known that a position operator in relativistic quantum me-
chanics is not uniquely defined (see, for example, Ref. [36] and
references therein).
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with

|ψ j (θ j )〉 =
∫

d pjϕ0(pj )e−ipjθ j |pj〉 ( j = 1, 2).

Second, an optimal measurement to estimate θ j is the position
operator x̂ j . Optimal measurements for θ1 and θ2 commute
and hence we can simultaneously perform the optimal mea-
surement. Third, upon measuring the position operators, the
measurement outcomes obey the independent classical Gaus-
sian distributions with the mean (θ1, θ2) and their variances
(κ2/2, κ2/2). Thus, the optimal unbiased estimator is given
by the sample mean.

B. Quantum Fisher information in the rest frame

The SLD Lj (θ ) of the pure state model (3) is calculated,
for example, by the method given in [37] as

Lj (θ ) = 2∂ j[|�↓(θ )〉 〈�↓(θ )|], (9)

where ∂ j = ∂/∂θ j . The SLD Fisher information matrix
J (θ ) = [Jjk (θ )] is obtained by the formula in [37] as

Jjk = 4[〈∂ j�↓(θ )|∂k�↓(θ )〉
+ 〈�↓(θ )|∂ j�↓(θ )〉 〈�↓(θ )|∂k�↓(θ )〉].

In the following discussion, we drop θ in the SLD Fisher
information matrix because J is independent of θ due to
the unitarity of the model. By a straightforward calculation
involving the standard Gaussian integrals we have

Jjk = 2

κ2
δ jk ( j, k = 1, 2). (10)

The inverse of the SLD Fisher information matrix J−1 =
[J−1

jk ] is also diagonal:

J −1
jk = κ2

2
δ jk . (11)

The SLD CR inequality is expressed as

V � J−1,

where V = [V jk] is the mean-square-error matrix. With
Eq. (11) we have

V11 � κ2

2
, V22 � κ2

2
. (12)

The estimation accuracy limit regarding the expectation value
of the position operator is proportional to κ2, which de-
termines the spread of the wave function in the coordinate
representation. It is easy to see that J −1 approaches the zero
matrix as κ → 0. In the limit of κ → 0, the wave function in
the coordinate representation becomes the Dirac delta func-
tion. This allows us to estimate the parameter θ without any
error.

C. State in a moving frame

We next consider an observer moving along the z axis with
respect to the rest frame. A Lorentz transformation 
 from the
rest frame to this moving frame is


 =

⎛
⎜⎝

cosh χ 0 0 − sinh χ

0 1 0 0
0 0 1 0

− sinh χ 0 0 cosh χ

⎞
⎟⎠, (13)

cosh χ = 1√
1 − V 2

, sinh χ = V√
1 − V 2

, (14)

where V is the velocity of the observer moving along the z
axis. By this Lorentz transformation, the momentum of the
particle is transformed as in classical physics. We define the
spatial part of the four-momentum

−→

p as


p = ((
p)0, (
p)1, (
p)2, (
p)3) = ((
p)0,
−→

p). (15)

Then
−→

p is given by

−→

p =

(
3∑

μ=0


1
μ pμ,

3∑
μ=0


2
μ pμ,

3∑
μ=0


3
μ pμ

)

= (p1, p2,−p0 sinh χ ), (16)

where p0 =
√

m2 + | �p |2 and | �p |2 = (p1)2 + (p2)2. The m is
a rest mass of the particle (see, for example, Ref. [19]).

For a relativistic spin-1/2 particle, the Lorentz transfor-
mation 
 also gives rise to a unitary transformation U (
)
acting on the state vector. This is described by the Wigner
rotation [18,19] (see a short summary in Appendix A). The
term “rotation” is included because the unitary transformation
U (
) is reduced to the spatial rotation of the Pauli spin. In our
model, the state vector in the rest frame is in a spin-down state
|�↓(θ )〉. The state vector |�↓(θ )〉 is transformed to |�
(θ )〉
as

|�
(θ )〉 = U (
) |�↓(θ )〉 =
∑

σ=↓,↑

∣∣�

σ (θ )

〉
. (17)

We remark here that |�

σ (θ )〉 (σ =↓,↑) are not normalized. It

is convenient to express the state vectors |�

σ (θ )〉 (σ =↓,↑)

as ∣∣�

σ (θ )

〉 = ∣∣ψ

σ (θ )

〉 |σ 〉 .

The explicit form of |ψ

σ (θ )〉 is given by

∣∣ψ

σ (θ )

〉 =
∫

d3 p

√
(
p)0

p0
Fθ,σ (p1, p2)δ(p3) |
 �p〉 , (18)

Fθ,↓(p1, p2) = ϕ0(p1)ϕ0(p2)e−ip1θ1−ip2θ2 cos
α(| �p |)

2
, (19)

Fθ,↑(p1, p2)= − ϕ0(p1)ϕ0(p2)e−ip1θ1−ip2θ2 eiφ(p1,p2 ) sin
α(| �p |)

2
,

(20)

| �p | =
√

(p1)2 + (p2)2,

eiφ(p1,p2 ) = p1

| �p | + i
p2

| �p | ,
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cos α(| �p |) =
√

m2 + | �p |2 + m cosh χ√
m2 + | �p |2 cosh χ + m

, (21)

sin α(| �p |) = − | �p | sinh χ√
m2 + | �p |2 cosh χ + m

. (22)

In the expressions above, m denotes the mass of the spin-1/2
particle in the rest frame.

The Lorentz boost gives a nonzero probability density of
spin-up state as shown in Eq. (20). This makes the particle
spin rotate and hence is called the Wigner rotation. Detailed
derivations of Eqs. (17)–(20) are given in Appendix A.

We remark that the states |�
(θ )〉 expressed by Eq. (17)
are entangled with respect to the momentum and the spin
degrees of freedoms. For the observer moving along the z axis,
the spin has a component of spin up, which does not exist at
the rest frame, i.e., the spin rotates as the observer moves.

III. PARAMETER ESTIMATION: MOVING FRAME

We are now in a position to discuss parameter estimation
in the moving frame. Suppose that a moving observer wishes
to estimate the parameter θ encoded in the state (17). The
system under discussion has two different degrees of freedom.
One is continuous describing the wave function and the other
is the spin. It is natural to measure the continuous degree
of freedom to estimate the parameter as the observer does
not know whether they are in a moving frame or not. In this
setting, the moving observer does not have access to the spin
degree of freedom. Then our parametric model is given by
tracing out the spin from the pure state (17).

We also give a short account of other possible cases as a
comparison. The first is when the moving observer measures
both degrees of freedom. This will be discussed in Sec. III A.
The other case is when the spin of the particle is measured
only, which will be given in Sec. IV A.

A. Invariance of quantum Fisher information
after the Lorentz boost

We first consider the situation where the moving observer
measures the whole state (17). The parametric model for this
case is defined as

Mboost = {|�
(θ )〉 〈�
(θ )| | θ = (θ1, θ2) ∈ R2}. (23)

It is clear that this model is unitarily equivalent to the model
in the rest frame, since the difference is only given by the
unitary transformation U (
). To phrase it differently, we can
regard the model after the Lorentz boost in the different rep-
resentation. Therefore, the SLD Fisher information matrix is
exactly the same as in the rest frame (11). While this is true
mathematically, the physical meanings of these two models
are different.

Let us further elaborate on the physics of the two models:
the one in the rest frame (3) and the other in the moving
frame (23). The unitary transformation U (
) which defines
the Wigner rotation is parameter independent; hence, the two
parametric models are equivalent. However, the significance
of the Lorentz transformation is that U (
) depends on the ve-
locity V of the moving observer with respect to the rest frame.
The resulting state vector after the Lorentz boost (17) indeed

depends on V in a nontrivial manner. Furthermore, the wave
function in the moving frame is no longer described by the
simple Gaussian wave function as given in Eqs. (19) and (20).
In particular, the two parameters θ1 and θ2 are not described
by a tensor product of two independent parametric models as
in the rest frame. Nevertheless, we can formally express an
optimal measurement for the model after the Lorentz boost by
the pair of observables

U †(
)x̂ jU (
) ( j = 1, 2),

which obviously commute with each other. We will not give
further analysis on these observables, but it is evident that
experimental implementation of this optimal measurement is
much more complex. It may not be feasible as it will depend
on the velocity V .

B. Parametric model in the moving frame

We now analyze the parametric model when the moving
observer does not measure the spin of the particle. By taking
the partial trace over the spin σ , we have

ρ
(θ ) = trσ |�
(θ )〉 〈�
(θ )|
=

∑
σ=↓,↑

〈σ |�
(θ )〉 〈�
(θ )|σ 〉

=
∑

σ=↓,↑

∣∣ψ

σ (θ )

〉 〈
ψ


σ (θ )
∣∣ .

With this ρ
(θ ), we define the parametric model of interest as

M
 = {ρ
(θ ) | θ = (θ1, θ2) ∈ R2}. (24)

We note that the resulting model (24) is unitary due to the
commutativity of the Lorentz transformation U (
) and the
unitary shift U (θ ).

As noted before, the state vectors |ψ

σ (θ )〉 are unnormal-

ized. By using the normalized state vector |ψ̄

σ (θ )〉 defined

by

∣∣ψ̄

σ (θ )

〉 =
∣∣ψ


σ (θ )
〉

√〈
ψ


σ (θ )
∣∣ψ


σ (θ )
〉 ,

we write ρ
(θ ) as a convex combination of two pure states
|ψ̄


↓(θ )〉 〈ψ̄

↓(θ )| and |ψ̄


↑(θ )〉 〈ψ̄

↑(θ )|, i.e.,

ρ
(θ ) = 1
2 (1 + ξ ) |ψ̄


↓(θ )〉 〈ψ̄

↓(θ )|

+ 1
2 (1 − ξ ) |ψ̄


↑(θ )〉 〈ψ̄

↑(θ )| .

A distinction of this model is that this expression coincides
with the eigenvalue decomposition of the state ρ
(θ ). In other
words, two states |ψ̄


↑(θ )〉 and |ψ̄

↓(θ )〉 are orthogonal (see

Appendix A).
Let us evaluate the inner products 〈ψ


σ (θ )|ψ

σ (θ )〉 to an-

alyze the amplitudes of each spin state. From Eqs. (18)–(20)
the inner products are written as

〈ψ

↓(θ )|ψ


↓(θ )〉 = 1
2 (1 + ξ ), (25)

〈ψ

↑(θ )|ψ


↑(θ )〉 = 1
2 (1 − ξ ), (26)
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FIG. 1. Numerically calculated (1 − ξ )/2 as a function of mκ at
V = 1, 0.95, 0.5, and 0.1. The set of velocities V is chosen differently
to make the distance between the plots more even. The mκ , ξ , and V
are dimensionless in natural units.

where

ξ =
∫ ∞

−∞

∫ ∞

−∞
|ϕ0(p1)ϕ0(p2)|2 cos α(| �p |)d p1d p2

= 2κ2
∫ ∞

0
dt t e−κ2t2

√
m2 + t2

√
1 − V 2 + m√

m2 + t2 + m
√

1 − V 2
. (27)

The ξ is an indicator of the spin rotation by the Lorentz boost
as seen in Eqs. (25) and (26). As a result, it depends only
on the observer’s velocity V . The smaller ξ becomes, the
larger the amplitude of the spin-up state is. Therefore, the spin
rotates.

At any given mκ , the ξ takes its maximum value 1 at V =
0, which means no spin rotation. It takes its minimum value
ξrel in the relativistic limit of V → 1, which corresponds to
V → c in the standard unit. An explicit expression of ξrel is

ξrel = √
πmκem2κ2

erfc(mκ ), (28)

where erfc(x) is the complementary error function defined by

erfc(x) = 2√
π

∫ ∞

x
dt e−t2

.

The derivations of Eqs. (25)–(28) are given in Appendix B.
The probability for the spin-up state reaches its maximum 1/2
at the limit of κ → 0 and at the relativistic limit. Figure 1
shows the probability of the spin-up state 〈ψ


↑(θ )|ψ

↑(θ )〉 =

(1 − ξ )/2 as a function of mκ at V = 0.95, 0.5, and 0.1. The
set of velocities V is chosen differently to make the distance
between the plots more even. Figure 1 shows its maximum
(1 − ξrel )/2 as well.

Let us analyze these state vectors in the coordinate repre-
sentation. We define the wave function of a particle with spin
up in the coordinate representation ψ


↑(x) by

ψ

↑(x) = 〈x|ψ̄


↑(θ )〉 |θ=0.

A derivation of its explicit expression is given in Appendix C.
Figure 2 shows numerically calculated densities |ψ


↑(x)|2
for κ = 0.1 as a function of the position x1 for V = 0.99,

FIG. 2. Numerically calculated probability density |ψ

↑(x)|2 for

κ = 0.1 eV−1 as a function of x1 at V = 0.99, 0.98, 0.9, 0.7, and 0.1.
The distance x1 is converted to SI units (nm).

0.98, 0.7, and 0.1. For simplicity, we set (θ1, θ2) = (0, 0) and
x2, x3 = 0. It is worth noting that the peak of the spin-up
wave function ψ


↑(x) is no longer at x1 = θ1 = 0. To see the
dependence of the observer’s velocity V on the peak position,
we numerically calculate the derivative of |ψ


↑(x)|2. Figure 3
shows the derivative of |ψ


↑(x)|2 as a function of position. In
this figure, we set (θ1, θ2) = (0, 0) as well for simplicity. We
observe that the faster the observer moves, the farther the peak
position moves away from x1 = θ1. These numerically veri-
fied facts indicate that the parametric model (24) is a convex
mixture of two pure state models. One is centered at θ and the
other is centered at θ plus some amount. If one performs the
position measurement, the resulting probability distribution
is thus given by a convex mixture of two distributions with
different peak locations. This finding naturally leads us to
conclude that estimation accuracy gets worse for the moving
observer.

FIG. 3. Numerically calculated derivative of the probability den-
sity |ψ


↑(x)|2 as a function of x1 at V = 0.98, 0.9, 0.7, and 0.1. The
distance x1 is converted to SI units (nm).

062404-5



SHIN FUNADA AND JUN SUZUKI PHYSICAL REVIEW A 106, 062404 (2022)

FIG. 4. Numerically calculated ratio �(V ) as a function of V , the
velocity of the moving observer at mκ = 0.1, 0.5, 1.0, and 3.0.

C. Quantum Fisher information matrix in the moving frame

The SLD Fisher information matrix J
 = [J

jk] for the

model (24) is calculated as

J

jk = 2

κ2
(1 − 2κ2η2)δ jk, (29)

where

η = −
∫ ∞

−∞

∫ ∞

−∞
d p1d p2 (p1)2

| �p | [ϕ0(p1)ϕ0(p2)]2 sin α(| �p |).
(30)

A detailed explanation is given in Appendix D. From Eq. (29)
we have the SLD CR inequality

V11 � κ2

2

1

1 − 2κ2η2
, V22 � κ2

2

1

1 − 2κ2η2
. (31)

As given in Appendix E, the denominator in Eq. (31), 1 −
2κ2η2, is positive and hence the accuracy limits for V11 and
V22 are always finite.

By comparing the SLD CR inequalities for the rest frame
[Eqs. (12) and (31)], we see how much estimation accuracy is
affected by the Lorentz boost. As an indicator, we take up the
ratio of the (1,1) components of (J
)−1 and (J )−1. We define
the ratio �(V ) by

�(V ) = [(J
)−1]11

[(J )−1]11
= 1

1 − 2κ2η2
. (32)

By definition, �(0) = 1 for the rest frame. The ratio �(V )
quantifies the information loss due to the Lorentz boost. If it
is larger, the moving observer can only estimate the parameter
less accurately when compared to the rest frame. Figure 4
shows the ratio �(V ) as a function the moving observer’s ve-
locity V at the different spreads of the wave function κ = 0.1,
0.5, 1.0, and 3.0. The set of the spreads κ is chosen to make
the distance between the plots more even.

From Eqs. (22) and (30), κη is expressed as

κη = V
∫ ∞

0
dt

κ ′3t3e−κ ′2t2

√
1 + t2 + √

1 − V 2
,

where κ ′ = mκ . As shown in Appendix E, κη is a monotoni-
cally decreasing function of κ ′ = mκ for any given velocity V .

This then implies that κη reaches its maximum
√

πV/4 at the
limit of κ → 0. Therefore, for �(V ) we obtain the inequality

�(V ) � lim
κ→0

�(V ) = 1

1 − π
8 V 2

. (33)

D. Quantum Fisher information matrix at the relativistic limit

We will analyze the relativistic limit of our result in detail.
First, from Eq. (33), an upper bound for the relativistic limit
of the ratio �(V ) is given by

�(1) � 1

1 − π
8


 1.647.

This shows that the ratio is always finite.
Next we calculate an explicit expression for the relativistic

limit of the SLD Fisher information matrix J rel = limV →1 J
.
This is given by

J rel
jk = 2

κ2

{
1−2

[
mκ

2
+

√
π

4
em2κ2

(1 − 2m2κ2)erfc(mκ )

]2
}

× δ jk .

It is worth noting that the (J rel )−1 is finite even at the rela-
tivistic limit of V → 1, which corresponds to that of V → c
in the standard unit. To get further insight into the property
of J rel, we consider two different limits in the spread κ of the
wave function. We will analyze the small and large κ limit of
(J rel )−1, as the estimation accuracy limit is quantified by the
inverse of J rel.

When the spread is extremely broader κ � 1, with the
help of the asymptotic expansion of the complementary error
function erfc(x) (see Appendix E), an approximate expression
of [(J rel )−1]11 is written as

[(J rel )−1]11 
 [(J )−1]11 + 1

4m2
.

The difference between [(J rel )−1]11 and [(J )−1]11 is only a
constant given by the particle mass.

When the spread is extremely narrower κ � 1, on the other
hand, by using the Taylor expansion (Appendix E), we have

[(J rel )−1]11 
 [(J )−1]11

1 − π
8


 1.647[(J )−1]11.

As also seen by Eq. (33), the relativistic effect for the SLD
Fisher information matrix is more prominent when the spread
is narrower.

IV. DISCUSSION

A. No information left in the spin

We show that if the moving observer does not measure the
continuous degree of freedom, the observer cannot estimate
the parameter shift in the position by the following reasoning.
In other words, no information is left in the spin of the particle.
Putting it differently, the Wigner rotation does not transfer
the information about the parameter to the spin degree of
freedom.

Suppose that the moving observer only measures the spin
of the particle. We take the partial trace over the momentum �p
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FIG. 5. Numerically calculated ratio �↓(V ) as a function of V ,
the velocity of the moving observer at mκ = 0.1, 0.5, 1.0, and 3.0.
(The scale of the vertical axis is different from that in Fig. 4.) The
mκ and V are dimensionless in natural units.

to obtain the reduced state ρ

spin(θ ) = trp |�
(θ )〉 〈�
(θ )| for

this case. The parametric model is then given by

Mspin = {
ρ


spin(θ ) | θ = (θ1, θ2) ∈ R2
}
. (34)

From Eqs. (19) and (20) we see that the integrand
Fθ,σ (p1, p2)F ∗

θ,σ ′ (p1, p2) (σ, σ ′ =↓,↑) does not depend on the
parameter θ , since the phases cancel each other. Thus, in this
situation, we cannot estimate the parameter of the model (34)
at all, since the reduced state ρ


θ,spin does not depend on the
parameter.

B. Information in the down-spin state

Following the preceding section, it is natural to ask where
the information about the parameter is located. To examine
this, we analyze a hypothetical scenario in which an experi-
menter accesses the spin-down state only. This is possible, for
example, by performing a nondemolition measurement of spin
first and then measuring the continuous degree of freedom.
In this case, we need to evaluate the SLD Fisher information
matrix J


↓ about the pure state model:

{|ψ̄

↓ (θ )〉 〈ψ̄


↓ (θ )| | θ ∈ R2}. (35)

Using Eqs. (D2) and (D3), we obtain

J

↓, jk = 2

κ2
δ jk

1 + 2κ2ν

1 + ξ
, (36)

where ν is defined by

ν = κ2
∫ ∞

0
dt t3

√
m2 + t2

√
1 − V 2 + m√

m2 + t2 + m
√

1 − V 2
e−κ2t2

. (37)

With this expression, we define the ratio of the (1,1) compo-
nents of (J


↓ )−1 and (J )−1 by

�↓(V ) = [(J

↓ )−1]11

[(J )−1]11
= 1 + ξ

1 + 2κ2ν
.

Figure 5 shows the ratio �↓(V ) as a function the moving
observer’s velocity V at the different spreads of the wave func-
tion κ = 0.1, 0.5, 1.0, and 3.0. When compared with Fig. 4,

FIG. 6. Numerically calculated ratio �↓(V ) as a function of mκ

for the velocity of the moving observer at V = 1.0, 0.95, 0.90,
and 0.85.

we see that the information loss is suppressed, as expected.
However, the differences are rather small, i.e., at most a factor
of 2. In contrast to Fig. 4, we notably observe a strange behav-
ior for small κ . Figure 5 indicates that relatively small κ (=0.1
in the figure) tends to suppress the information loss more than
other values κ = 0.5 and 1. To examine this effect, we plot
�↓(V ) as a function of κ for given velocities of the observer
V = 1, 0.95, 0.9, and 0.8 in Fig. 6. We numerically verify
the existence of a peak for each curve. This peak corresponds
to the spread of the initial Gaussian state with the maximum
information loss. Currently, we do not have a clear physical
explanation for this phenomenon.

C. Tradeoff between V and κ

We wish to discuss the role of the spread of the wave
function in our result. In the rest frame, κ should be as small
as possible to have better estimation accuracy. In Fig. 4 the
ratio of estimation accuracies �(V ) is shown to be mono-
tonically decreasing in κ for a fixed velocity V . This means
that the information loss for a moving observer is reduced
by choosing relatively large κ . However, this results in losing
estimation accuracy as the broader spread in general enables
a less accurate estimation. Therefore, we expect the existence
of a tradeoff relation for a moving observer to design the best
spread to gain the best information available.

To get further insight into the tradeoff relation, we will
analyze the information loss expression (32) when compared
with the actual lower bound [(J
)−1]11 calculated by (29).
Numerically, we verify that [(J
)−1]11 is a monotonically
increasing function of κ for any fixed V . Thus, a tradeoff rela-
tion appears when one attempts to minimize both [(J
)−1]11

and �(V ) simultaneously. In Fig. 7 we plot the sum of two
curves [(J
)−1]11 + �(V ) to illustrate this tradeoff relation
for V = 0.1, 0.3, 0.6, 0.8, 0.95, and 1.2 As seen in this figure,

2More generally, we analyze the tradeoff relation with the co-
efficient to simplify the analysis of (J
)−1. We make (J
)−1

dimensionless by the coefficient.
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FIG. 7. Numerically calculated the sum of [(J
)−1]11 + �(V )
to illustrate this tradeoff relation for V = 0.1, 0.3, 0.6, 0.8, 0.95,
and 1.0.

the optimal choice κ∗ for the spread becomes larger for larger
V . As a rough estimate, we find κ∗ 
 V/2.

D. Possible experimental realization

In this section we discuss a possible experimental realiza-
tion of our result. To this end, we consider estimation of one
of two parameters, whereas the other is treated as the nuisance
parameter [38]. In the following, we treat θ1 as the parameter
of interest to be estimated.

In this setting, the ultimate precision limit upon estimating
θ1 is given by the (1,1) component of the inverse of the SLD
Fisher information matrix. Hence, [(J
)−1]11 has an opera-
tional meaning. The optimal measurement to attain this bound
is given by the spectral decomposition of the SLD operator,
since the SLD Fisher information is diagonal in our model
[38]. This optimal measurement, however, depends on the
velocity of the observer in a complex manner, and this is not
easy to perform in a laboratory. We then consider alternative
setting as follows.

Instead of performing the above optimal measurement,
suppose the observer chooses the standard position measure-
ment. We quantify the amount of information extracted for
this position measurement by the quantum covariance matrix
Vcov. We then compare Vcov and the maximal information set
by J
. In Appendix F we give a calculation of Vx and the
result is

Vcov = κ2

2

1√
1 − V 2

[
1 + V 2

2
μ1 + (1 −

√
1 − V 2)μ2

]
I,

where μ1 and μ2 are defined by

μ1 =
∫ ∞

0
dt

t

(1 + t2)(
√

1 + t2 + √
1 − V 2)2

e−κ ′2t2
,

μ2 =
∫ ∞

0
dt

1

t

√
1 + t2 − 1√

1 + t2 + √
1 − V 2

e−κ ′2t2
.

The information loss, which a laboratory can access, is defined
by

�x(V ) = Vcov,11

[(J )−1]11
. (38)

FIG. 8. Numerically calculated ratio �x (V ) as a function of V ,
the velocity of the moving observer at κ = 0.1, 0.5, 1.0, and 3.0.
(The scale of the vertical axis is different from that in Fig. 4.)

In Fig. 8 we plot the ratio �x(V ) as a function of the
moving observer’s velocity V at the different spreads of the
wave function κ = 0.1, 0.5, 1.0, and 3.0. The ratio �x diverges
in the relativistic limit of V → 1 because the relativistic factor
1/

√
1 − V 2 diverges. The μ1 and μ2 are finite even in the

relativistic limit. This figure should be compared with the
theoretical limit as shown in Fig. 4. Clearly, we have more
information loss by performing the standard position mea-
surement, since this is not an optimal measurement. However,
this figure clearly shows that the information loss due to rel-
ativity can be accessed in an actual experiment. It also shows
that the relativistic effect is more visible for narrow spreads in
general.

E. Effect of Wigner rotation

We now discuss the effect of the Wigner rotation on esti-
mation accuracy in our model. As we have seen in Sec. III B,
the Wigner rotation gives the amplitudes of both the spin-
up and spin-down states. When a moving observer measures
the momentum only, the observer ends up seeing the effect
of the Wigner rotation as the mixture of two different pure
states (18). This then gives rise to information loss, as the
measurement of the momentum only is not complete. This in-
formation loss for the moving observer is of course expected.
This is because the effect of the Wigner rotation followed by
the partial trace is a completely positive and trace-preserving
map. Therefore, the SLD Fisher information should decrease
by the monotonicity of the quantum Fisher information. One
of the nontrivial findings of our paper is the explicit formula
for this information loss as a function of the velocity of the
observer.

We further elaborate on the parametric model for a moving
observer. The wave function of the spin-up state ψ


↑(x), which
does not exist in the rest frame, appears due to the Wigner
rotation. The peak of the probability density |ψ


↑(x)|2 no
longer exists at (x1, x2) = (θ1, θ2). Our numerical calculation
indicates that it moves farther away from the point (θ1, θ2) as
the velocity of the observer V increases (Figs. 2 and 3). Be-
cause of this extra peak, estimation of the expectation values
of the position operators is disturbed; therefore, the SLD CR
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bound increases. The ratio of the upper bound of the moving
frame to the rest frame is given by (1 − 2κ2η2)−1, where η is
explicitly expressed as the integral form.

The relativistic limit of the SLD Fisher information is also
a rather unexpected result. In Fig. 2 we numerically evaluated
the relativistic behaviors of the density for the spin-up state.
As the velocity approaches the speed of light, we observe that
the height of the peak increases rapidly. This implies that the
peak diverges in the relativistic limit. This is partially because
the Lorentz transformation (14) does not have a well-defined
limit. However, the SLD Fisher information matrix remains
finite even in this limit, which is calculated by the derivatives
of the state. Thus, the SLD CR bound does not diverge even
at the relativistic limit.

Finally, we briefly discuss the achievability of the SLD CR
bounds. We show that the SLD CR bound in the rest frame is
achievable. When an observer is moving and does not measure
the spin, the derived SLD CR bound (31) is not achievable.
This is shown by checking the weak commutativity condi-
tion [39,40]. In Appendix D we calculate this condition and
find that tr(ρ


θ [L

1 (θ ), L


2 (θ )]) = 8iξη2 �= 0. Therefore, the
SLD CR bound in the moving frame is not achievable even
asymptotically. A further investigation of asymptotically and
nonasymptotically achievable bounds is left for future work.

V. CONCLUSION

We obtained the accuracy limit for estimating the expec-
tation value of the position of a relativistic particle for an
observer moving in one direction at a constant velocity. We
evaluated estimation accuracy of the position by the SLD
CR bound. Estimation accuracy is degraded by increasing the
observer’s velocity. We saw that this is because the spin-up
state appears in the moving frame while the spin-down state
exists in the rest frame. Furthermore, it stays finite even at
the relativistic limit. However, since the Wigner rotation can
be expressed as a rotation matrix that acts on a state vector,
we expect that any divergent behavior will not arise from the
result of applying the Wigner rotation to a state vector with
a finite spread. Since we showed that the SLD CR bound is
not achievable, it is important to have an achievable bound for
future work.
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APPENDIX A: WIGNER ROTATION

For a massive particle with spin 1/2, we have the relation
[18,19]

U (
) |p, σ 〉 =
√

(
p)0

p0

∑
σ ′=↓,↑

D(1/2)
σ ′,σ (W (
, p)) |
p, σ 〉 ,

(A1)
where W (
, p) = L−1(
p)
L(p) and D(1/2) is the spin-
1/2 representation of a three-dimensional rotational group.
Wigner rotation is an alternative to representing the Lorentz
transformation as a unitary transformation described by the
Poincaré group on the Dirac spinor. Wigner rotation uses a lit-
tle group, which was well exposed by Weinberg and Halpern
[Eq. (2.5.23) on p. 68 in Ref. [18]] and Halpern [Eq. (37) on
p. 67 in Ref. [19]]. This choice is more convenient since we
can restrict the Dirac spinor to two components. The math-
ematical link between the Lorentz group described by L(p)
and the 2 × 2 representation is given by the formula (A1).
The essential part is calculating the spatial part of W (
, p)
and then converting it to a rotation on the Pauli spin (see,
for example, Ref. [41]). Here the rotational group is evaluated
by the spatial part of the matrix W (
, p). The Lorentz boost
L(p) = [Li

j (p)] is chosen as in [18],

Li
j (p) = δi j + (

√
m2 + | �p |2 − m)pi pj

m| �p |2 ,

Li
0(p) = pi

m
,

L0
0(p) =

√
m2 + | �p |2

m
.

A direct calculation for our setting �p = (p1, p2, 0) gives the
explicit representation of the matrix W (
, p):

[W (
, p)]0
0 = 1,

[W (
, p)]1
0 = [W (
, p)]0

1 = 0,

[W (
, p)]2
0 = [W (
, p)]0

2 = 0,

[W (
, p)]3
0 = [W (
, p)]0

3 = 0,

[W (
, p)]1
1 = [W (
, p)]2

2 = p0[m(p1)2 + p0(p2)2] sinh2 χ + | �p |2[(p1)2 cosh χ + (p2)2]

| �p |2[(p0)2 sinh2 χ + | �p |2]
,

[W (
, p)]2
1 = [W (
, p)]1

2 = − p1 p2(cosh χ − 1)(p0 − m)

| �p |2(p0 cosh χ + m)
, [W (
, p)]3

1 = −[W (
, p)]1
3 = − p1 sinh χ

p0 cosh χ + m
,

[W (
, p)]3
2 = −[W (
, p)]2

3 = − p2 sinh χ

p0 cosh χ + m
, [W (
, p)]3

3 = p0 + m cosh χ

m + p0 cosh χ
.
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A 3 × 3 real matrix [R(
, p)] jk is defined by the spatial part
of W (
, p) as

[R(
, p)] jk = [W (
, p)] j
k ( j, k = 1, 2, 3).

This is a real rotation matrix acting on the three-dimensional
vector space. We next decompose the rotation matrix R(
, p)
with the Euler angles. A straightforward calculation shows
that we need only two Euler angles in this case. The matrices
R2(α) and R3(φ) express a rotation by angles α and φ around
the 2- and the 3-axis, respectively [41], i.e.,

R(
, p) = R3(−φ)R2(α)R3(φ), (A2)

where

R2(α) =
⎛
⎝cos α 0 − sin α

0 1 0
sin α 0 cos α

⎞
⎠,

R3(φ) =
⎛
⎝cos φ − sin φ 0

sin φ cos φ 0
0 0 1

⎞
⎠.

As we have the Euler rotation representation (A2), we obtain
the 2 × 2 matrix representation of the rotation for the spin-1/2
particle [41] D(1/2)(W (
, p)) as

D(1/2)(W (
, p)) = eiφ(σ3/2)e−iα(σ2/2)e−iφ(σ3/2)

=
(

cos α
2 −eiφ sin α

2

e−iφ sin α
2 cos α

2

)
. (A3)

By substituting the expression of D(1/2)(W (
, p)) in (A1), we
obtain Eqs. (17)–(20).

APPENDIX B: INNER PRODUCT 〈ψ�
σ (θ)|ψ�

σ′ (θ)〉
From Eq. (18), 〈ψ


σ (θ )|ψ

σ ′ (θ )〉 is calculated as

〈
ψ


σ (θ )
∣∣ψ


σ ′ (θ )
〉 =

∫
d3 p

∫
d3 p′

√
(
p)0

p0
F ∗

θ,σ (p1, p2)δ(p3)

×
√

(
p′)0

p′0 Fθ,σ ′ (p′1, p′2)δ(p′3) 〈
 �p |
 �p′〉

=
∫∫

d p1d p2F ∗
θ,σ (p1, p2)Fθ,σ ′ (p1, p2).

Here we use the relation [18]

〈−→
p|−→
p′〉 = p0

(
p)0
〈 �p | �p′〉 = p0

(
p)0
δ( �p − �p′).

For different spin states (σ �= σ ′) this integral vanishes, since
it is expressed as an odd function of p1 and p2. We thus need
to evaluate the case σ = σ ′. Using Eqs. (19)–(22), we obtain
Eqs. (25), (26), and (28), i.e.,

〈ψ

↓(θ )|ψ


↓(θ )〉 = 1
2 (1 + ξ ),

〈ψ

↑(θ )|ψ


↑(θ )〉 = 1
2 (1 − ξ ),

where

ξ = 2κ2
∫ ∞

0
dt t e−κ2t2

√
m2 + t2

√
1 − V 2 + m√

m2 + t2 + m
√

1 − V 2
.

From the equation above, we see that ξ is a monotonically de-
creasing function of

√
1 − V 2. Therefore, ξ is a monotonically

increasing function of V . When V = 1, ξ takes its minimum
ξrel, which is evaluated as

ξrel = 2κ2
∫ ∞

0

t e−κ2t2

√
m2 + t2

dt = √
πmκem2κ2

erfc(mκ ).

By performing the standard Gaussian integration, we see that
ξ = 1 when V = 0.

APPENDIX C: PROBABILITY DENSITY OF A SPIN-1/2
PARTICLE: X REPRESENTATION

We define the wave function of a particle with up spin in
coordinate representation ψ


↑(x) by

ψ

↑(x) = 〈x|ψ̄


↑(θ )〉 |θ=0.

From Eqs. (20) and (26), the wave function ψ

↑(x) is given by

ψ

↑(x) = −

√
2

1 − ξ

∫
d3 p

√
(
p)0

p0
ϕ0(p1, p2)eiφ(p1,p2 )

× sin
α(p)

2
δ(p3) 〈x|
p〉 ,

where ϕ0(p1, p2) = ϕ0(p1)ϕ0(p2). By a direct calculation, we
have the wave function ψ


↑(x) as

ψ

↑(x) = −

√
2

1 − ξ

κ

(2π )2

√
cosh χ

×
∫

d p1d p2e−κ2[(p1 )2+(p2 )2]+iφ(p1,p2 )

× sin
α(p)

2
e−ip1x1−ip2x2−i

√
(p1 )2+(p2 )2+m2 sinh χx3

.

APPENDIX D: SLD AND SLD FISHER
INFORMATION MATRIX

1. SLD Fisher information matrix

The state we are considering ρ
(θ ) is written as

ρ
(θ ) = 1
2 (1 + ξ ) |ψ̄


↓(θ )〉 〈ψ̄

↓(θ )|

+ 1
2 (1 − ξ ) |ψ̄


↑(θ )〉 〈ψ̄

↑(θ )| .

For multiparameter models, the SLD Fisher information ma-
trix J
 for the state ρ
(θ ) which is nonfull rank is calculated
as

J

jk = 2(1 + ξ )[Re 〈∂ jψ̄



↓(θ )|∂kψ̄



↓(θ )〉

− 〈∂ jψ̄


↓(θ )|ψ̄


↓(θ )〉 〈ψ̄

↓(θ )|∂kψ̄



↓(θ )〉]

+ 2(1 − ξ )[Re 〈∂ jψ̄


↑(θ )|∂kψ̄



↑(θ )〉

− 〈∂ jψ̄


↑(θ )|ψ̄


↑(θ )〉 〈ψ̄

↑(θ )|∂kψ̄



↑(θ )〉]

− 4(1 − ξ )(1 + ξ )

× Re[〈ψ̄

↑(θ )|∂ jψ̄



↓(θ )〉∗ 〈ψ̄


↑(θ )|∂kψ̄


↓(θ )〉]. (D1)

Regarding the calculation, see, for example, [42]. Below, the
terms appearing in the second and fourth terms of Eq. (D1)
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vanish because their integrands are an odd function of pj , i.e.,〈
∂ jψ̄



σ (θ )

∣∣ψ̄

σ (θ )

〉 = 0 (σ =↓,↑). (D2)

From Eqs. (18)–(20), the inner products
〈∂ jψ̄



σ (θ )|∂ jψ̄



σ (θ )〉 ( j, k = 1, 2) are obtained as

〈∂ jψ̄


↓(θ )|∂kψ̄



↓(θ )〉 = δ jk

(2κ2)−1 + ν

1 + ξ
,

〈∂ jψ̄


↑(θ )|∂kψ̄



↑(θ )〉 = δ jk

(2κ2)−1 − ν

1 − ξ
, (D3)

where

ν =
∫ ∞

−∞

∫ ∞

−∞
d p1d p2(p1)2[ϕ0(p1, p2)]2 cos α(| �p |).

Using Eq. (21), it is also written as

ν = κ2
∫ ∞

0
dt t3

√
m2 + t2

√
1 − V 2 + m√

m2 + t2 + m
√

1 − V 2
e−κ2t2

. (D4)

We also use Eq. (2)

ϕ0(pj ) = κ1/2

π1/4
e−κ2(pj )2/2

and ∫∫
d p1d p2(p1)2[ϕ0(p1, p2)]2 = 1

2κ2
.

As for 〈∂ jψ̄


↓(θ )|ψ̄


↑(θ )〉 ( j = 1, 2), a direct calculation gives

〈∂1ψ̄


↓(θ )|ψ̄


↑(θ )〉 = − iη√
(1 + ξ )(1 − ξ )

,

〈∂2ψ̄


↓(θ )|ψ̄


↑(θ )〉 = − η√
(1 + ξ )(1 − ξ )

,

where

η = −
∫ ∞

−∞

∫ ∞

−∞
d p1d p2 (pj )2

| �p | [ϕ0(p1, p2)]2 sin α(| �p |).
(D5)

The SLD Fisher information matrix J
 is expressed as

J
 = 2(κ−2 − 2η2)

(
1 0
0 1

)
.

It turns out the ν has no effect on the SLD Fisher information.

2. SLD

The SLDs L
(θ ) j ( j = 1, 2) are expressed as

L

1(θ ) = 4

1 + ξ
∂1[|ψ̄


↓(θ )〉 〈ψ̄

↓(θ )|]

+ 4

1 − ξ
∂1[|ψ̄


↑(θ )〉 〈ψ̄

↑(θ )|]

+ 2iξη[|ψ̄

↓(θ )〉 〈ψ̄


↑(θ )| − |ψ̄

↑(θ )〉 〈ψ̄


↓(θ )|],

L

2(θ ) = 4

1 + ξ
∂2[|ψ̄


↓(θ )〉 〈ψ̄

↓(θ )|]

+ 4

1 − ξ
∂2[|ψ̄


↑(θ )〉 〈ψ̄

↑(θ )|]

+ 2ξη[|ψ̄

↓(θ )〉 〈ψ̄


↑(θ )| − |ψ̄

↑(θ )〉 〈ψ̄


↓(θ )|].

FIG. 9. Plot of κη/V as a function of mκ at V = 0.95, 0.7,
and 0.1.

By using these, we can show that L

1(θ ) and L


2(θ ) do not
commute, i.e., [L


1(θ ), L

2(θ )] �= 0.

Furthermore, by a direct calculation, we can evaluate the
weak commutativity condition as

tr
{
ρ


θ [L

1(θ ), L


2(θ )]
} = 8iξη2 �= 0.

This shows that the SLD CR bound is not achievable even in
the asymptotic setting.

APPENDIX E: MAXIMUM AND MINIMUM OF κη

From Eq. (30), κη is expressed as

κη = V
∫ ∞

0
dt

κ ′3t3e−κ ′2t2

√
1 + t2 + √

1 − V 2
.

By the velocity dependence of the integrand, we have an upper
bound with V = 1 and a lower bound with V = 0. We obtain
the following inequality for κη:

V
∫ ∞

0
dt

κ ′3t3e−κ ′2t2

√
1 + t2 + 1

� kη � V
∫ ∞

0
dt

κ ′3t3e−κ ′2t2

√
1 + t2

.

These integrations are explicitly written as

∫ ∞

0
dt

κ ′3t3e−κ ′2t2

√
1 + t2 + 1

=
√

π

4
eκ ′2

erfc(κ ′), (E1)

∫ ∞

0
dt

κ ′3t3e−κ ′2t2

√
1 + t2

= κ ′

2
+

√
π

4
eκ ′2

(1 − 2κ ′2)erfc(κ ′).

(E2)

The right-hand sides of Eqs. (E1) and (E2) are monotonically
decreasing functions of κ ′ or mκ . Their maxima at the limit of
κ → 0 for both are

√
πV/4, i.e., κη <

√
πV/4 for any κ > 0.

Figure 9 shows numerically calculated |κη|/V together with
the upper and lower bounds.

By using the asymptotic expansion of the complimentary
error function erfc(x),

erfc(x) = e−x2

√
πx

∞∑
n=0

(−1)n (2n − 1)!!

2nx2n
,
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for κ ′ � 1, we have∫ ∞

0
dt

κ ′3t3e−κ ′2t2

√
1 + t2 + 1


 1

4κ ′ ,∫ ∞

0
dt

κ ′3t3e−κ ′2t2

√
1 + t2


 1

2κ ′ .

Then �(V ) is approximately expressed as

1 + V 2

8κ ′2 � �(V ) � 1 + V 2

2κ ′2 .

For κ ′ � 1, by the Taylor expansion we have

1

1 − πV 2

8

(
1 − π

4

V 4κ ′2

1 − πV 2

8

)

� �(V ) � 1

1 − πV 2

8

(
1 −

√
π

2

V 2κ ′

1 − πV 2

8

)
.

APPENDIX F: CALCULATION OF THE
QUANTUM COVARIANCE Vx

Upon performing the position measurement about the x
axis, we have a continuous probability density function

pθ (x) = 〈x| ρ
(θ ) |x〉
= 1

2 (1 + ξ )| 〈x|ψ̄

↓ (θ )〉 |2 + 1

2 (1 − ξ )| 〈x|ψ̄

↑ (θ )〉 |2.

The mean-square-error matrix is then evaluated by the usual
integration over x = (x1, x2). Instead, we evaluate the quan-
tum covariance Vcov,

Vcov = [Vcov, jk],

Vcov, jk = tr[ρ
(θ )x̂ j x̂k] − tr[ρ
(θ )x̂ j]tr[ρ
(θ )x̂k].

In the following, Vcov, jk is evaluated by using a p representa-
tion in which x̂ j are represented by partial derivatives about
pj . First, we note that the expectation value of x̂ j is simply
calculated as θ j . To see this, we evaluate∑

σ

〈
ψ


σ (θ )
∣∣x̂ j

∣∣ψ

σ (θ )

〉 =
∑

σ

〈
ψ


σ (0)
∣∣(x̂ j + θ j )

∣∣ψ

σ (0)

〉
=

∑
σ

〈
ψ


σ (0)
∣∣x̂ j

∣∣ψ

σ (0)

〉 + θ j,

where the first term vanishes for the following reasons. In the
case of a spin-down state, 〈ψ


↓(0)|x̂ j |ψ

↓(0)〉 is expressed as

〈ψ

↓(0)|x̂ j |ψ


↓(0)〉

= cosh χ

∫∫
d p1d p2F ∗

0,↓(p1, p2)x̂ jF0,↓(p1, p2).

The term |F0,↓(p1, p2)|2 is an even function of p1 and p2.
Moreover, the partial derivatives of it are odd functions. On
the other hand, in the case of spin up, 〈ψ


↑(0)|x̂ j |ψ

↑(0)〉 is

expressed as

〈ψ

↑(0)|x̂ j |ψ


↑(0)〉

= cosh χ

∫∫
d p1d p2F ∗

0,↑(p1, p2)x̂ jF0,↑(p1, p2)

= i

2
cosh χ

[∫∫
d p1d p2 ∂

∂ pj
|F0,σ (p1, p2)|2

+
∫∫

d p1d p2i
∂φ(p1, p2)

∂ pj
|F0,σ (p1, p2)|2

]
.

The term |F0,↑(p1, p2)|2 is also an even function of p1 and
p2. Furthermore, the partial derivatives of it are odd functions.
The partial derivatives of the phase φ(p1, p2) are

∂φ(p1, p2)

∂ p1
= − p2

| �p |2 ,
∂φ(p1, p2)

∂ p2
= p1

| �p |2 , (F1)

where | �p |2 =
√

(p1)2 + (p2)2. Thus, the integration over p1

and p2 gives zero. We next evaluate the first term of Vcov, jk:

tr[ρ
(θ )x̂ j x̂k] =
∑

σ

〈
ψ


σ (θ )
∣∣x̂ j x̂k

∣∣ψ

σ (θ )

〉
=

∑
σ

〈
ψ


σ (0)
∣∣(x̂ j − θ j )(x̂

k − θk )
∣∣ψ


σ (0)
〉

=
∑

σ

〈
ψ


σ (0)
∣∣x̂ j x̂k

∣∣ψ

σ (0)

〉 + θ jθk.

We will calculate each spin-up and -down case separately.
After lengthy yet elementary steps, we have

〈ψ

↓(0)|x̂ j x̂k|ψ


↓(0)〉

= − cosh χ

∫∫
d p1d p2F0,↓(p1, p2)

∂2

∂ pj∂ pk
F0,↓(p1, p2)

= − cosh χ

∫∫
d p1d p2

×
[

cos2 α

2
ϕ0(p1, p2)

∂2

∂ pj∂ pk
ϕ0(p1, p2)

+ 1

2

∂

∂ pj

(
cos2 α

2

) ∂

∂ pk
[ϕ0(p1, p2)]2

+ [ϕ0(p1, p2)]2 cos
α

2

∂2

∂ pj∂ pk
cos

α

2

]

= − cosh χ

∫∫
d p1d p2

×
[

cos2 α

2
ϕ0(p1, p2)

∂2

∂ pj∂ pk
ϕ0(p1, p2)

+ 1

2

∂

∂ pj

(
cos2 α

2

) ∂

∂ pk
[ϕ0(p1, p2)]2

+[ϕ0(p1, p2)]2

(
1

2

∂2

∂ pj∂ pk
cos2 α

2
− ∂ cos α

2

∂ pj

∂ cos α
2

∂ pk

)]

for the spin-down case and

〈ψ

↑(0)|x̂ j x̂k|ψ


↑(0)〉

= − cosh χ

∫∫
d p1d p2F ∗

0,↑(p1, p2)
∂2

∂ pj∂ pk
F0,↑(p1, p2)

= − cosh χ

∫∫
d p1d p2

×
[

sin2 α

2
ϕ0(p1, p2)

∂2

∂ pj∂ pk
ϕ0(p1, p2)
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+ 1

2

∂

∂ pj

(
sin2 α

2

) ∂

∂ pk
[ϕ0(p1, p2)]2

+ [ϕ0(p1, p2)]2 e−iφ sin
α

2

∂2

∂ pj∂ pk

(
eiφ sin

α

2

)]

= − cosh χ

∫∫
d p1d p2

×
[

sin2 α

2
ϕ0(p1, p2)

∂2

∂ pj∂ pk
ϕ0(p1, p2)

+ 1

2

∂

∂ pj

(
sin2 α

2

) ∂

∂ pk
[ϕ0(p1, p2)]2

+[ϕ0(p1, p2)]2

(
1

2

∂2

∂ pj∂ pk
sin2 α

2
− ∂ sin α

2

∂ pj

∂ sin α
2

∂ pk

− ∂φ

∂ pj

∂φ

∂ pk
sin2 α

2

)]
for the spin-up case. Note that the last term does not appear
in the spin-down case. All other terms vanish upon integrating
over p1 and p2 due to oddness of the integrands. Combining
the two contributions gives∑

σ

〈
ψ


σ (0)
∣∣x̂ j x̂k

∣∣ψ

σ (0)

〉

= − cosh χ

∫∫
d p1d p2

[
ϕ0(p1, p2)

∂2

∂ pj∂ pk
ϕ0(p1, p2)

− [ϕ0(p1, p2)]2

(
∂ cos α

2

∂ pj

∂ cos α
2

∂ pk
+ ∂ sin α

2

∂ pj

∂ sin α
2

∂ pk

+ ∂φ

∂ pj

∂φ

∂ pk
sin2 α

2

)]

= − cosh χ

∫∫
d p1d p2

[
ϕ0(p1, p2)

∂2

∂ pj∂ pk
ϕ0(p1, p2)

− [ϕ0(p1, p2)]2

×
(

1

sin2 α

∂ cos α

∂ pj

∂ cos α

∂ pk
+ ∂φ

∂ pj

∂φ

∂ pk
sin2 α

2

)]
.

We use

1

2

∂

∂ pj

(
cos2 α

2
+ sin2 α

2

) ∂

∂ pk
[ϕ0(p1, p2)]2 = 0. (F2)

The first integration without a factor cosh χ is nothing but
the nonrelativistic case and is given by δ jkκ

2/2, which is equal
to the inverse of the SLD Fisher information matrix in the rest
frame. The second and third integrations are calculated as

∫∫
d p1d p2[ϕ0(p1, p2)]2 1

sin2 α

∂ cos α

∂ pj

∂ cos α

∂ pk

= δ jk
κ2V 2

4

×
∫ ∞

0
dt

tm2

(t2 + m2)(
√

t2 + m2 + m
√

1 − V 2)2
e−κ2t2

= δ jk
κ2

2

V 2

2
μ1

∫∫
d p1d p2[ϕ0(p1, p2)]2 ∂φ

∂ pj

∂φ

∂ pk
sin2 α

2

=
∫∫

d p1d p2[ϕ0(p1, p2)]2 pj pk

|p|4
1 − cos α

2

= δ jk
κ2

2

(
1 − 1

cosh χ

)

×
∫ ∞

0
dt

√
t2 + m2 − m√

t2 + m2 + m
√

1 − V 2
e−κ2t2

= δ jk
κ2

2
(1 −

√
1 − V 2)μ2.

By changing the integration variables, we get the same expres-
sions as in the main text.
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