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Inline cryogenically cooled radio-frequency ion trap as a universal injector
for cold ions into an electrostatic ion-beam storage ring: Probing

and modeling the dynamics of rotational cooling of OH−
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(Received 22 September 2022; accepted 31 October 2022; published 18 November 2022)

We describe the setup and characterization of a cryogenic multipole radio-frequency (RF) ion trap that
enables the accumulation and cooling of mass-selected ions before injection into the SAPHIRA storage ring.
To characterize the RF trap setup, we use OH− anions and explore the threshold photodetachment cross
section measured after storage in SAPHIRA as a probe of the rotational temperature. Beyond the temperature of
the ion trap assembly, cooled to 6 K, the final rotational temperature of the OH− ions is strongly influenced by
the density of cooled He and the actual number of trapped ions while much less affected (possibly unaffected)
by the time-varying field of the trap. To obtain rotationally cold OH− ions, the RF trap must be operated with
low He density and a low number of ions. High He densities, corresponding to a strong coupling of the trapped
ions and He gas, lead to a significant rotational heating of the trapped ion ensemble, and the He density seems to
limit the actual reachable rotational temperature. We demonstrate that cold ions in the RF trap remain cold for at
least 30 ms in the SAPHIRA (300 K) storage ring at a base pressure of ∼8 × 10−9 mbar.

DOI: 10.1103/PhysRevA.106.053111

I. INTRODUCTION

For more than two decades, electrostatic storage devices
in the form of linear ion-beam traps [1–8] and storage rings
[9–18] have been important devices for research in several
areas of atomic and molecular physics. The trapping of fast
ion beams in electrostatic fields benefits from being mass-
independent and allows for compact and flexible setups while
they are realistically limited to beam energies in the keV
region as compared to magnetic storage rings where MeV
beams can be accommodated. The storage of fast. ions under
high and ultrahigh vacuum conditions, independent of the
principle of storage (electrostatic or magnetic), gives advanta-
geous experimental possibilities as for example long storage
time prior to experiments, long observation times after inter-
rogation, e.g., by photoabsorption, and essentially universal
access to neutral fragments, charged fragments, and electrons,
as well as light emitted from stored ions.

One central challenge to experiments in electrostatic stor-
age devices with atomic and molecular ions is to control their
internal energy both initially (before injection) and during
storage where the internal state of the ions can develop due
to inelastic collisions with the rest gas in the vacuum system,
ion-ion collisions, interactions with the ambient radiation field
at the instrument temperature, and interactions with the ap-
plied trapping fields. This has for instance proven important
for studies of the lifetime of very weakly bound systems
[19–23], for understanding spontaneous internal dynamics of
molecules [24–28] and for probing complex molecules [29]
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Cooling of the entire ion storage setup, i.e., aiming to
control the effect of the ambient radiation field on the internal
energy distribution of the ions and lower the density of the
residual gas, were first done with liquid nitrogen in storage
rings [11,19,24]. Cooling of entire instruments to cryogenic
temperatures have been done in both linear ion-beam traps
[4,6,20] and in storage rings [14,17,18]. As the cold environ-
ments in these devices additionally lead to very low residual
gas densities, the ion storage times can be extremely long (∼
hours) whereby molecular systems with allowed optical tran-
sitions can cool by spontaneous emission of radiation [30–33],
however, at the cost of very low experimental duty cycles.

The actual internal temperature of the stored fast ions has
been diagnosed for small molecules by probing directly the
distribution of rotational states by photodissociation [34] or
photodetachment [31,32]. For larger molecules the internal
energy has been diagnosed by observing changes in their
decay dynamics as well as induced decay changes in the re-
sponse to photoabsorption [25–29] as a function of time after
storage, i.e., linking the nature of photoelectrons or photofrag-
ments to the internal temperature.

The addition of multipole radio frequency (RF) ion traps
[35] as an integral part of the ion preparation both at room
temperature [36], liquid nitrogen temperature [37–39] and
cryogenic temperatures [40–42] have facilitated ion accu-
mulation and initial cooling of ions prior to experiments in
electrostatic storage devices.

In this paper, we describe the construction and com-
missioning of an cryogenically cooled 16-pole RF trap
as accumulator and injector of cold ions into the (room-
temperature) storage ring SAPHIRA [15]. The RF trap is
installed in an inline geometry on the injection line to-
wards SAPHIRA, i.e., at a location with ultra high vacuum
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conditions and where initial magnetic mass selection of ions
from a fast ion beam has been performed.

Generally, the use of multipole RF traps is very versatile
for the purpose of accumulation and cooling of ions [43–46]
since they are small and they are easily cooled either by liquid
nitrogen or via cryogenic stages. By controlled inlet of gas (of-
ten He) into the cooled trap, the neutral (He) gas thermalizes
to the trap temperature, and consequently, as the trapped ions
are brought in collisional contact with the cold gas, the en-
semble of ions will tend to thermalize both their translational
motion and their internal energy to the temperature of the
cold gas. The actual measurement of the resulting translational
temperature of trapped ions have been done by observing
the Doppler broadening of rotational lines [47–50], while the
internal rotational temperature has been deduced from direct
measurements of rotational state populations as probed by
photofragmentation [47] or photodetachment [51,52].

For an ensemble of ions trapped in a multipole RF trap, it
is a general observation that the actual temperatures (trans-
lational and internal) of the ensemble are higher than the
temperature of the inlet gas [53]. For example, for small
positive ions, Mikosch et al. [47] used a trap at 55 K, while
observing translational and rotational temperatures of H+

3 on
the order of 150 K. Asvany et al. [48,49] reported transla-
tional temperatures of approximately 10 K in excess of the
gas temperature for H2D+ and D2H+. Similarly, for negative
ions, Otto et al. [51] and Hauser et al. [52] found rotational
temperatures in excess of the trap temperature, being 10–20 K
for trap temperatures below 30 K, leaving the final reachable
temperature on the order of 25 K.

For the commissioning of the RF trap and storage ring
combination described in the present paper, we use OH−

anions and the measured photodetachment cross section near
threshold as a probe of the rotational distribution [31,32,51].
We also encounter the discrepancy between the trap temper-
ature and the actual rotational temperature of the extracted
ions. Experimentally, we observe a correlation between this
discrepancy and both the number of trapped ions and im-
portantly also the density of the He-buffer gas, where both
(number of ions and He density) need to be low to obtain the
coldest ions. We suggest that the reason for these observations
lie in the strength of the coupling between the trapped ions
themselves as well as between the ions and the He-buffer gas.
The coupling strength can for example be quantified by the
number of collisions during a round trip in the trap. A weak
coupling with < 1 collision per round trip, allows cooling
as collisions will preferentially take place at locations of low
energy (high cross section), while a stronger coupling with
� 1 collision per round trip will oppositely force the wider
span of collision energies available throughout the trap to be
probed, which will lead to an ion temperature in significant
excess of the buffer gas temperature.

In Sec. II we describe the experimental RF trap, and in
Sec. V we present the characterization of the complete ex-
perimental system with RF trap, ion storage ring, and laser
photodetachment. In between these sections, we provide ex-
plicit explanations of the data evaluation and the background
for the interpretation of the obtained results. Thus, in Sec. III
we give a complete account of the model for threshold pho-
todetachment of OH−, and in Sec. IV we outline an explicit

framework for numerical simulations on the ion dynamics in
the multipole RF trap, including collisions and space-charge
effects.

II. EXPERIMENT

A. Overview of the experiment

Figure 1 shows schematically the used setup in the present
experiments, and Fig. 2 shows a layout of the timing scheme
employed. Briefly, negative ions are produced in a Cs sputter
ion source [54] using an Al cathode with an insert of pressed
Cu powder which in combination with gaseous species in the
residual gas inside the ion source (likely H2, O2, or H2O)
produces OH− anions. A fast beam of negative ions of charge
qi = −e are extracted from the source and accelerated to a
final kinetic energy of Ei = 4 keV. The ion beam is passed
through a magnetic field to obtain a beam composed of mass
mi = 17 amu ions (here mainly containing OH− with a small
trace of 17O−) with an integral current of 4–8 nA.

Using a switchable potential on a parallel plate deflector
(beam chopper), a pulse of the beam with a selectable tem-
poral length TINJ (μs-s) is allowed to pass farther into the
beamline. This beam pulse is sent towards the radio frequency
trap (see Sec. II B for a detailed description), which is biased
to a potential of VTRAP ∼ − 4 kV, and the incoming ions are
decelerated and trapped in the RF trap for a selectable time
TCOOL (μs-s). The trapping is accomplished by radial confine-
ment in a time-varying potential and axial confinement via
static, but switchable, potentials on electrodes at the entrance
and exit sides of the trap [35]. The trap can be cooled to cryo-
genic temperatures and cooled He gas can be lead directly into
the trapping volume. To extract the ions, potentials on the exit
side of the trap are lowered for a time TOP (∼ 20 μs for OH−)
so the ions are re-accelerated to 4 keV kinetic energy and in-
jected into the SAPHIRA storage ring during a transfer period
TTR (∼ 30 μs for OH−) and stored for an adjustable time TRING

(ms-s). After a period TL of ion storage in SAPHIRA, a laser
pulse with a width of a few ns from a tunable laser (EKSPLA
NT342) can be send into one of the arms of the SAPHIRA
storage ring where it, for the present experiment, intercepts
the ion beam in a merged beams geometry.

Neutral fragments (OH, O, or H) generated in collisions
with the residual gas in the storage ring are monitored with mi-
crochannel plate detectors (DET1 and DET2) situated behind
the first and fourth corner of SAPHIRA, where for the present
experiment, a version of DET2 with a central hole of diameter
10 mm is applied. The neutral fragments (OH) produced by
laser photodetachment are registered with DET2. The central
hole in this detector (DET2) allows passage of the laser pulse
while a significant part of the photofragments impacts on the
detector. The intensity of the laser pulse (∼ 0.5 mJ/pulse) is
monitored with a power meter after the passage through the
storage ring.

B. Mechanical and electrical setup of the radio-frequency trap

Figure 3 gives an impression of the basic elements of the
RF trap, including the electrode stacks on the entrance and
exit sides that facilitate the ion injection and extraction, and
outlines the electrical setup applied to operate the trap. An
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FIG. 1. Overview of the experimental setup showing the ion source from which a Ei = 4 keV fast ion beam is extracted, the magnet used
for ion-mass selection, the cryogenic 16-pole radio-frequency trap, where ions are accumulated and cooled, the SAPHIRA storage ring [15],
and the pulsed (ns) tunable laser used to induce photodetachment of stored OH− ions in a near merged beam geometry. Fragments exiting
the storage ring due to neutralization in the residual gas are detected with the two detectors labeled DET1 and DET2. Fragments from laser
photodetachment are additionally detected on DET2, which has a central hole that allows passage of the laser to a power meter.

exploded drawing of the central part of trap assembly on the
cryo-cooler is shown in Fig. 4.

The electrode stack on the entrance side is composed of
six cylindrical electrodes of length 9 mm and 6 mm inner

FIG. 2. Experimental timing scheme used for the present experi-
ments indicating the operation the ion pulsing, the trapping in the RF
trap, and the storage in SAPHIRA.

diameter and with a distance of 3 mm between neighboring
electrodes. The electrode stack on the exit side is similarly
composed of 14 electrodes. For the present investigation, the
electrodes are coupled together as depicted in Fig. 3, i.e., one
potential is used for the injection stack, and three potentials
for the extraction stack, however, the design is intentionally
kept flexible to easily allow different injection or extraction
schemes.

The ion trap is composed of 16 cylindrical poles of 1 mm
diameter of length 43 mm hold equidistantly on a radius of
r0 = 5 mm and two sets of cap electrodes (same dimensions
as the electrodes used on the entrance and exit stacks) on
both the entrance and exit side and positioned partly inside
the cylindrical enclosure defined by the rods. The distance
between the innermost set of cap electrodes is L0 = 32.5 mm.

The complete RF trap assembly is biased to a potential of
VTRAP (∼ Ei/qi = −4 kV) relative to ground so ions in the fast
beam are decelerated upon entry into the trap region. During
deceleration and injection, the ion trajectories into the trap
are affected by a focusing field defined by the potential VE

(∼2 kV). Similarly, during the re-acceleration following the
period of ion cooling, the ions are affected by the potentials
VX1 (∼2.4 kV), VX2 (∼1 kV), and VX3 (∼1.8 kV).

The rods of the trap assembly are connected to a fRF =
4 MHz radio frequency power supply with adjustable ampli-
tude VRF (0–750 V). The potentials (VCE1, VCE2, VCX1, and
VCX2) applied to each cap electrode can be rapidly switched
(rise and fall time ∼ 50 ns) between lower and higher levels
which are each adjustable within ± 200V.

The central parts of the trap assembly, i.e., the 16 poles
with RF potentials and the end cap electrodes (see Fig. 4),
are placed inside a Cu house that is mounted directly on
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FIG. 3. Impression of the construction of the trap and the electrical setup during operation in this study. The ion trap has 16 poles on
time-varying potentials (amplitude VRF and frequency fRF) that provides radial stability and two sets of end cap electrodes on switchable
potentials at the entrance (VCE1 and VCE2) and exit (VCX1 and VCX2) sides of the trap. The electrode stack (labeled 1–6) on the entrance of the trap
facilitates deceleration and injection of an initially fast ion beam from the ion source, and correspondingly, the stack on the exit side (labeled
1–14) enables reacceleration of the ions into a confined pulse that can be injected into SAPHIRA (see Fig. 1).

the second stage (nominally 4 K) on a cryo-cooler (Sumit-
omo, model PR-082B) separated by four thin sheets (area
40 × 40 mm2 and thickness 0.5 mm) of sapphire crystals to
provide electric insulation between the trap assembly (on high
voltage, VTRAP) and the cooling stage (ground potential) while
still maintaining good thermal contact.

The temperature of the second stage of the cryo-cooler is
monitored directly with a silicon diode sensor (Lake Shore,
model DT-670B-SD) and the actually measured temperature
of this stage was Tcryo ∼ 6 K during operation. The cooling of

FIG. 4. Exploded view of the central part of the RF trap assembly
that is cooled by the second stage of the cryo-cooler. The contact to
the second stage of the cryo-cooler is made through four sheets of
thermally conducting and electrically insulating sapphire plates as
indicated on top of the central Cu house.

the trap assembly from 300 K to 6 K is completed in a few
hours while the heating to room temperature takes approxi-
mately one day under the present conditions.

C. Vacuum conditions and He-buffer gas density

The RF trap is mounted inside a vacuum chamber that can
be pumped to a residual pressure of ∼5 × 10−9 mbar by turbo
pumps. He-buffer gas is supplied to the chamber through a
leak valve at room temperature with an external pressure (on
the entrance side of the leak valve) of He of approximately
1.5 bar. Following the leak valve, the He gas is guided through
a Cu tube that is wound eight times around and closely at-
tached to the first (40 K) stage of the cryo-cooler. Thereafter,
the He gas is guided into the trap assembly through a port on
the trap enclosure that ensures good contact between the gas
and trap body before the cooled gas actually enters the ion trap
volume.

The pressure in the vacuum chamber that holds the ion
trap pCH is monitored at room temperature with an ion-
ization gauge (Pfeiffer, model PKR251). A correction of
fHe = 5.9 is applied for correcting the direct reading of the
He pressure. In the present experiments, the He pressure
as monitored in the surrounding chamber is varied in the
range pCH ∼ (0.3-6) × 10−5 mbar [i.e., with direct readings
on the gauge in the range pgauge ∼ pCH/ fHe = (0.5–10) ×
10−6 mbar]. The corresponding pressure in the SAPHIRA
storage ring pRING becomes ∼1.6 × 10−4 × pCH + 7.1 ×
10−9 mbar, which demonstrates a very good, but measurable,
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vacuum separation between the chamber holding the ion trap
and the SAPHIRA vacuum system.

The density of He atoms in the vacuum chamber that
holds the RF trap assembly can be well represented as an
ideal gas with density nCH = pCH/kBTCH where the cham-
ber temperature is TCH = 300 K. For a pressure of pCH =
5.0 × 10−6 mbar the corresponding density is hence nCH =
1.2 × 1011 cm−3.

A central quantity for the characterization of the RF trap
is the actual density nHe of He gas inside the RF trap where
ions are trapped. To estimate how this density is related to
the density of He gas outside the trap assembly (nCH), we
consider the motion of a gas in an imaginary rectangular
box of length Lx = 80 mm and cross sectional area Ly × Lz =
5.3 × 5.3 mm2, corresponding roughly to the volume from
which gas can leak out of the Cu house with the RF trap
(see Fig. 4) into the surrounding vacuum chamber. The He
gas in this volume is at temperature THe and the distribution of
velocities vα in each dimension α (= x, y, z) is given by

f (vα, THe) =
√

mHe

2πkBTHe
exp

(−mHev
2
α

2kBTHe

)
. (1)

The He gas is considered at sufficiently low density so the
mean free path of a He atom is much larger then the dimension
(80 mm) of the cylinder; at a pressure of 10−5 mbar and a
temperature of 10 K, the mean free path of a He atom is on
the order of 3 × 103 mm.

To estimate the leakage of He atoms out of the imaginary
box from a specific point (x, y, z) inside the box, we assume
that the condition of an atom to escape the box is that its
velocities allow a direct motion through the openings of the
box ends at x = ±Lx/2. Thus, if we consider a He atom
at location x and moving with a positive velocity in the x
direction (vx > 0) it will potentially reach the exit at x =
+Lx/2 after a time �tx = (Lx/2 − x)/vx, and it will escape
the volume if its corresponding y or z coordinates do not
exceed the radial openings at y = ±Ly/2 and z = ±Lz/2. The
fraction P+(x, y, z, THe) of He gas that escapes the box through
the opening at x =+ Lx/2 from the point (x, y, x) inside the
volume can then be estimated as

P+(x, y, z, THe) =
∫ ∞

0
dvx f (vx, THe)

×
∫ (Ly/2+y)/�tx

−(Ly/2−y)/�tx

dvy f (vy, THe)

×
∫ (Lz/2+z)/�tx

−(Lz/2−z)/�tx

dvz f (vz, THe), (2)

and a similar expression can be established for the fraction of
gas P−(x, y, z, THe) that escapes through the opening at x=-
Lx/2. The total fraction of gas leaking out of the imaginary
volume can then be estimated by averaging over points in the
entire box:

ft (THe) = 1

LxLyLz

∫
P+(x, y, z, THe)

+ P−(x, y, z, THe) dx dy dz. (3)

By numerical integration, we explicitly obtain ft (10 K)=
0.028 and ft (300 K)= 0.024. To summarize, the He gas den-
sity inside (nHe) and outside (nCH) the RF trap assembly are
approximately related as

nHe(THe) = ft (THe) × nCH

= ft (THe) × pCH

kBTCH

= ft (THe) × fHe × pgauge

kBTCH
. (4)

III. MODEL FOR THRESHOLD PHOTODETACHMENT
OF OH−

A. General formalism

The threshold photodetachment of OH− has been studied
in a number of experiments [55,59–64] and in theory [65].
In recent studies with an RF trap [51] and with cryogenic
storage rings [31,32], measurements of the threshold photode-
tachment cross section were applied to probe the rotational
temperature of the ensemble of trapped or stored ions.

In this study, we similarly follow the strategy to infer the
rotational temperature of stored OH− ion in SAPHIRA after
cooling the ions in the RF trap by measurement of the thresh-
old photodetachment cross section. Although the formalism of
this modeling has been given before [31,32,51,59,62], there
are significant differences between the descriptions. For ex-
ample, the dependence of the centrifugal term on the quantum
number for angular momentum of the rotational energy for
OH as obtained from the original analysis in Ref. [57] is
different in Ref. [59] and Ref. [31], and there are substantial
disagreements on the actual implementation of the rotational
intensity factors across the applied models. We follow the
formalism described in the recent analysis provided by Meyer
et al. [31] where in particular the formulas for the rotational
intensity factors were carefully revised.

The rotational structure of OH− and OH as well as the
transitions leading to s-wave photodetachment of OH− near
threshold are illustrated schematically in Fig. 5. The ground
2�+ electronic state of OH− has a rotational structure charac-
terized by integer rotational quantum numbers J (= N) (often
labeled J ′′, but here we choose J to simplify the notation),
and parity (−1)J . The electronic ground state of OH is split
by spin-orbit coupling into a 2�3/2 state with levels denoted
F1, and a 2�1/2 state with levels denoted F2. The resulting
energy levels in each state (F1 or F2) are characterized by a
pure rotational quantum number N ′, a half integer quantum
number J ′ for the total angular momentum, and a label e or f
reflecting the parity; the e states have parity pe = (−1)J ′−1/2,
and the f states have parity p f = −(−1)J ′−1/2.

For s-wave photodetachment, the connected OH− state and
OH state must have opposite parity, and transitions with J ′ −
J = ± 1/2 and J ′ − J = ± 3/2 are allowed. The transitions
are labeled as β=�N2�′(J ), where �N = N ′ − N=O, P, Q,
R, or S (corresponding to values −2, −1, 0, 1, or 2) is the
resulting difference in pure rotational quantum numbers, 2�′
names the states F1 (with 2�′ = 3) or F2 (with 2�′ = 1), and
J is the initial rotational quantum number of the OH− level.

In thermal equilibrium at a temperature TR, the population
of the rotational levels of OH− with quantum number J is
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FIG. 5. Rotational transitions from the X1�+ ground state of
OH− to the two 	-doublet 2� states of OH (inspired by Fig. 2 in
Ref. [55]). The dark gray line of the OH molecular states indicates
the e-level and the dashed light gray lines the f level, and the
corresponding parities (±) are given with dark and light gray. The
energies has been calculated with rotational parameters for OH−

given in Ref. [55], rotational and spin-orbit coupling parameters for
OH given in [56], and using the formalism applied in [31,57,58].

given by

pJ = 1

Z
(2J + 1)exp

(−EOH−
J

kBTR

)
, (5)

where EOH−
J is the energy of the rotational level of OH− and

Z is a normalization constant ensuring
∑

J pJ=1.
For a particular rotational transition from a rotational level

J of OH− to a level J ′ of OH, the photodetachment cross
section near threshold can be written as

σβ (Eγ ) = σ0 × Iβ
2J + 1

× (
Eγ − Eth

β

)pβ
, Eγ � Eth

β , (6)

where σ0 represents the amplitude of the cross section, IJ is
a rotational intensity factor [31,61,64], Eth

β is the threshold
energy for the transition, and where the photon energy de-
pendence has been assumed to be given as a power law with
an exponent pβ . This exponent was deduced to be pβ = 0.28
[61,65] from fits to detachment spectra obtained under warm
conditions and to be smaller in recent fit to spectra at cold con-
ditions [51]. The data presented in Sec.V B from the present
work are best represented with a value of pβ = 0.2. It should
be noted that another energy dependence of the detachment
cross section was applied by Meyer et al. [31], however, the
difference between this and the one used here is insignificant
for the purpose of fit near threshold. The explicit form of the
transition thresholds energies and intensity factors are given
in Sec. III B and Sec. III C, respectively.

1.79 1.8 1.81 1.82 1.83 1.84
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Transition thresholds

R3 R1
J = 0

Q3 R3 Q1
J = 1

Q3P3 R3Q1P1
J = 2

Q3P3 R3O3 Q1P1
J = 3

FIG. 6. Illustration of the threshold photodetachment cross sec-
tion of OH−. The upper panel displays schematically the energetic
location of the thresholds for transitions (see text and Fig. 5) where,
however, the parentheses giving the value of J , the initial rotational
quantum number of OH−, have been omitted. The lower panel shows
model cross sections as defined in Eq. (7) for three different tempera-
tures and normalized to the cross section value at Eγ = 1.84 eV. The
level populations corresponding to the applied temperatures [Eq. (5)]
are shown in the insert.

The total effective photodetachment cross section at a rota-
tional temperature TR can be written as

σ (Eγ ) =
∑

β

pJ × σβ (Eγ ) + σB, (7)

where the sum is over all allowed transitions. An extra term
σB is added to the formula to represent a background in the
experiment stemming from impurities in the OH− beam: in
the present case a small fraction of 17O− is found. Equation (7)
thus constitutes the final relation we use to model the experi-
mentally obtained cross sections. In Fig. 6 we show an explicit
illustration of the model cross section as calculated for three
different rotational temperatures. Clearly, as also explored
in previous measurements [31,32,51], the threshold photode-
tachment cross section allows a sensitive way to determine
the rotational temperature as the various rotational thresholds
gives rise to very distinct features in the cross section.

B. Energies levels of OH and OH−

Following Meyer et al. [31], the energies of the rotational
levels of OH− can be obtained as

EOH−
J = BOH−

0 J (J + 1) − DOH−
0 J2(J + 1)2, (8)
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where the rotational constants are BOH−
0 = 18.741 cm−1 and

DOH−
0 = 2.052 × 10−3 cm−1 as determined in a study of

threshold photodetachment [55].
To evaluate the energies of the rotational levels of OH, one

defines the parameter

XJ ′ =
√

4(J ′ + 1)2 + Y (Y + 1), (9)

where the coupling parameter Y = AOH
0 /BOH

0 = −7.5030,
is the ratio of the spin-orbit coupling constant
AOH

0 = −139.18 cm−1 and the rotational constant
BOH

0 = 18.550 cm−1 [56] for the OH molecule.
The energy for the F1 and F2 levels can be obtained as

EOH
J ′.F1 = BOH

0 [(J ′ + 1/2)2 − 1 − X/2] − DOH
0 J ′4

+ pe/ f �EF1.e f , (10)

EOH
J ′.F2. f /e = B0

OH[(J ′ + 1/2)2 − 1 + X/2]

− D0
OH(J ′ + 1)4 + pe/ f �EF2.e f , (11)

where the parities are pe = (−1) j′−1/2 and p f = −(−1) j′−1/2

and where the energy splitting of the e and f states are given
by

�EF1. f e = −(J ′+1/2){(−1/2+2/X − y/X )[P0/2 + Q0(0)]

+ 2Q0(0)(J ′ + 1/2)(J ′ + 3/2)/X } (12)

and

�EF2. f e = (J ′ + 1/2){(1/2 + 2/X − Y/X )[P0/2 + Q0(0)]

+ 2Q0(0)(J ′ + 1/2)(J ′ + 3/2)/X }. (13)

The molecular constants in these formulas are explic-
itly BOH

0 = 18.550 cm−1, DOH
0 = 1.916 × 10−3 cm−1, P(0) =

0.234 cm−1, and Q0(0) = −0.039 cm−1 [56].
The electron affinity of OH− is EOH−

EA = 14741.0 cm−1 [64]
corresponding to the transition R3(0). Hence, the transition
threshold energy for a given transition β can be obtained as

Eβ = EOH
J ′.Fx − EOH

0,F1 + EOH−
EA − EOH−

J . (14)

C. Rotational intensity factors Iβ

To compute the rotational intensity factors Iβ , one first
defines the mixing coefficient

κJ ′ =
(

XJ ′ − 2 + Y

2X

)1/2

(15)

and the state amplitudes [31] for the F1 states

cF1
1 = κJ ′ , cF1

2 = −
√

1 − κ2
J ′ (16)

and the F2 states

cF2
1 =

√
1 − κ2

J ′ , cF2
2 = κJ ′ . (17)

With these parameters, the rotational intensity factors are
explicitly given as follows [64]: For the O3 and P1 branch
(J ′ − J = −3/2)

IO3/P1(J ) = J − 1

2(2J − 1)
× (

cF1/F2
1

√
J + cF1/F2

2

√
J − 2

)2
, (18)

for the P3 and Q1 branch (J ′ − J = −1/2)

IP3/Q1(J ) = J − 1

2(2J − 1)
× (

cF1/F2
1

√
J − 1 − cF1/F2

2

√
J + 1

)2

+ 1

2

(
cF1/F2

1

√
J + 1 + cF1/F2

2

√
J − 1

)2
, (19)

for the Q3 and R1 branch (J ′ − J = +1/2)

IQ3/R1(J ) = J + 2

2(2J + 3)
× (

cF1/F2
1

√
J + 2 + cF1/F2

2

√
J
)2

+ 1

2

(
cF1/F2

1

√
J − cF1/F2

2

√
J + 2

)2
, (20)

and for the R3 and S1 branch (J ′ − J = +3/2)

IR3/S1(J ) = J + 2

2(2J + 3)
× (

cF1/F2
1

√
J + 1 − cF1/F2

2

√
J + 3

)2
.

(21)

IV. ION DYNAMICS IN THE MULTIPOLE RF TRAP

In this section we establish the framework for a quantitative
description of the dynamics of the trapped ions and finally
describe the implementation of these elements in a Monte
Carlo simulation of the dynamics of the trapped ions.

We thus consider an ensemble of ions trapped in the electri-
cal potential of the RF trap defined by the geometry of the trap
(r0, L0), the end cap potentials (VCE1−2 and VCX1−2) and the
amplitude VRF and frequency fRF = 4 MHz of the radio fre-
quency potential applied to the 16 pole electrodes; see Fig. 3
and Fig. 4. The ions interact with a thermalized He-buffer gas,
among themselves, and with the ambient radiation field.

In the following subsections we describe a modeling of
these interactions, then return to the ion motion in the trap po-
tentials including space charge, and finally outline the Monto
Carlo simulations applied to represent the ion dynamics in the
trap and used to interpret the experimental observations.

A. Collisions

The conditions for binary collisions among particles (ei-
ther He-OH− or OH− − OH−) in thermal equilibrium are
illustrated in Fig. 7(a) that shows the Maxwell-Boltzmann
distributions of available collisional energies (energy in the
center-of-mass Ecm of the collisional system) at various tem-
peratures:

f (Ecm)dEcm = 2√
π

√
Ecm

kBT

dEcm

kBT
exp

(−Ecm

kBT

)
. (22)

The energy thresholds for rotational excitations in OH−

are also indicated to illustrate the possibilities for energy
exchange between translational and rotational motion in
dependence of temperature. Rotational deexcitation, i.e., ro-
tational to translational energy transfer, is evidently allowed
at all collisional energies, while a minimum energy is needed
for the translation to rotational energy transfer.

1. He-ion collisions

The ions interact with He atoms through binary collisions
in a buffer gas at a density nHe and at a temperature THe.
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FIG. 7. (a) Maxwell-Boltzmann distributions of collisional en-
ergies at various temperatures following Eq. (22) and with dEcm =
0.01 meV. (b) Cross section for ion-ion [Eq. (27)] and He-ion colli-
sions [Eq. (23)].

Thermalized He gas is constantly supplied to the trap, so
the He-buffer gas can be seen as a heat reservoir that is
unaffected by the trapped ions. The binary He-ion collisions
can be either elastic, i.e., exchanging only kinetic energy and
momentum, or inelastic, i.e., involving rotational excitation or
deexcitation of the OH− ions. Outside the ion-trap assembly,
i.e., in the surrounding vacuum chamber, the gas temperature
is TCH ∼ 300 K and He atoms from this region can in principle
propagate through the trap region and cause He-ion collisions
at 300 K. An argument similar to the one provided in Sec. II C
for estimating the He density inside the trap reveals, however,
that the effect of warm He gas in the trap is most likely
negligible, i.e., the density of cold He largely dominates.

Quantitatively, an ensemble of OH− anions at a tempera-
ture Ti = 10 K has a mean speed of vOH−=√

8/πkBTi/mOH−

= 112 m/s, and hence a characteristic timescale for the ion
motion in the trap is ∼ 2 r0/vOH−=90 μs.

The polarizability of He is αHe = 0.208 Å [66], and the
corresponding Langevin cross section is (see, e.g., Ref. [44])

σL = qi

vr

√
παHe

ε0μHe
= qi√

Ecm

√
παHe

2ε0
, (23)

where vr is the relative He-ion speed and μHe = 3.2 amu is the
reduced mass of the He-OH− collision system. The gray line
in Fig. 7(b) shows the Langevin cross section as a function of
collision energy for the He-OH− system. The corresponding
Langevin rate coefficient for collisions under thermal equilib-

rium between the He gas and ion ensemble is

kL =
∫

σL

√
2Ecm

μHe
f (Ecm)dEcm = qi

√
παHe

ε0μHe
, (24)

which evidently becomes temperature independent and is ex-
plicitly kL = 5.9 × 10−10 cm3 s−1.

With a typical He pressure at 300 K of pCH (300 K)
= 5 × 10−6 mbar in our setup, the corresponding He den-
sity in the chamber is nCH (300 K) = pHe/kBTCH = 1.2 ×
1011 cm−3, and the corresponding He density inside the trap
(at lower temperature T ∼ 10 K) is nHe (10 K)= 4.3 ×
1012 cm−3 as obtained from Eq. (4). Under these conditions,
the typical timescale for He-OH− collisions is 1/(nHekL ) =
3.9 × 102 μs. Thus, for the parameter regimes used in the
present experiment, a trapped OH− ion experiences typically
∼ 0.23 collisions with He atoms per round trip in the ion trap.

2. Ion-ion collision

The total effect of the trapped ion’s mutual Coulomb inter-
action can be approximated by a space-charge potential (mean
field approximation) that locally modifies the ions laboratory
energies and hence effectively change the conditions for He-
ion collisions and ion-ion collisions. We will describe this
effect in Sec. IV C.

Neighboring ions (at the same local potential created by
the trap fields and the space-charge potential) can collide in
direct binary collisions and exchange energy and momen-
tum as well as internal rotational energy. The volume of
the region where ions are trapped can be roughly estimated
as ∼ L0π (r0/2)2 = 0.64 cm−3, where r0/2 represents an es-
timate of the radius of the ion ensemble. With a typical
number of trapped ions Ni ∼ 105, the ion density is ni ∼
1.6 × 105 cm−3. The typical distance between two ions can
be estimated as di ∼ (3/4π/ni )1/3 ∼ 115 μm and the cor-
responding potential energy is q2

i /(4πε0di ) ∼ 13 μeV. The
ratio (coupling parameter) of the interaction energy and the
typical thermal energy scale (kBT = 1.3 meV at 10 K) can
be evaluated as � = q2

i /(4πε0dikBT ) = 1.5 × 10−2, showing
that the ion motion in the trap is mostly governed by the
confining potential.

Following Jackson [67], the Rutherford formula for the
differential cross section for ion-ion scattering with an angular
deflection θ can be approximated as

dσC

d�
=

(
q2

i

4πε0

)2 1

16E2
cm

1

sin4(θ/2)

≈
(

q2
i

4πε0

)2 1

E2

1(
θ2 + θ2

min

)2 (25)

where the cutoff angle θmin can be represented as the ratio of
the de Broglie wavelength for the scattering systems and its
dimension

θmin = h̄√
2μiEcmrOH−

, (26)

where μi = 8.5 amu is the reduced mass of the OH− − OH−

system and where the internuclear distance of OH− anions,
rOH− = 9.7 × 10−11 m, is used as a representative value for
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the size of the scattering system. Under these conditions, the
total cross section for Coulombic ion-ion collisions can be
written as

σC = π

(
q2

i

4πε0

)2 1

E2
cm

1

θ2
min

= π

(
q2

i

4πε0 h̄

)2 2μir2
OH−

Ecm

= π

(
q2

i

4πε0 h̄

)2 4r2
OH−

v2
r

. (27)

The total cross section for ion-ion collisions is displayed
as the blue (black) line in Fig. 7(b). The temperature
dependent (thermal equilibrium) rate coefficient [defined
as in Eq. (24) using σC instead of σL and μi instead
of μHe] for OH− − OH− collisions becomes for exam-
ple kC (10 K) = 7.4 × 10−3 cm3 s−1 and kC (300 K) = 1.4 ×
10−3 cm3 s−1. The corresponding timescales for ion-ion colli-
sions are 1/[nikC (10 K)] ∼ 0.9 ms and 1/[nikC (300 K)] ∼
5 ms. Thus, ion-ion collisions at low temperature are approxi-
mately 5 times more frequent then at 300 K.

It should also be noted that binary ion-ion collisions of
identical partners are more effective for exchange of energy
and momentum than collisions between partners of unequal
mass like the He-OH− collisions.

3. Inelastic collisions

In Fig. 7(a) the energy condition for collisional excitation
of rotational levels of OH− are indicated with vertical dashed
lines that mark the threshold energies for transitions between
neighboring rotational levels. To describe collision-induced
rotational transitions we specify the cross section for both
collisional excitation σ EX

X.J and deexcitation σ dEX
X.J , where the

label X signifies either He-ion collisions (X = L) or ion-ion
collisions (X = C).

To make a simple model, we assume that only transitions
with a change of rotational quantum number �J = ± 1 are
possible for an OH− irrespective of the collision partner (He
or another OH−) and further that the total cross section for
rotational transitions is proportional to the cross section for
elastic collisions,

σ EX
X.J (Ecm) + σ dEX

X.J (Ecm) = aX σX (Ecm), (28)

with aX < 1. The cross sections for either excitation and de-
excitation are further made proportional to the degeneracy of
the final state, hence for excitation

σ EX
X.J (Ecm) ∝

⎧⎨
⎩

(2J + 3) for Ecm � EOH−
J+1 − EOH−

J

0 otherwise
(29)

and for deexcitation

σ dEX
X.J ∝

⎧⎨
⎩

(2J − 1) for J > 0

0 for J = 0
. (30)

4. Kinematics of elastic and inelastic collisions

To describe explicitly the effect of binary collisions on the
motion of the trapped ions, we consider an ion at position x,

y, z and with velocities vi.x, vi.y, vi.z that experience a collision
with another particle at the same location and with velocities
vp.x, vp.y, vp.z, where p represents a He atom or another ion.

The center of mass (cm) velocities for the collision system
is

vcm.α = mp × vp.α + mi × vi.α

mp + mi
(31)

and the relative speed of the collision is computed as

vr =
√∑

α

(vp.α − vi.α )2, (32)

with a corresponding relative energy Ecm=1/2μv2
r , where

μ=mpmi/(mp + mi ).
The velocities of the OH− ion in the center of mass system

is obtained as

vcm.i.α = vi.α − vcm.α, (33)

and the corresponding speed in the cm systems before the
collision is

vcm.i =
√∑

α

(vcm.i.α )2 = μ

mi
× vr . (34)

From energy and momentum conservation, the velocities of
the OH− ion in the in cm frame after the collision are

ucm.i.α = −vcm.i.α. (35)

Finally, the velocities of the ion in the laboratory frame after
the collision are

ui.α = ucm.i.α + vcm.α. (36)

If the collision is inelastic, i.e., an energy �E is released
(rotational deexcitaion) or absorbed (rotational excitation) in
the collision, the relative velocity in the cm frame is corrected
to

v∗
r =

√
2(Er − �E )

μ
(37)

and the velocities after the collision to

ucm.i.α = −vcm.i.α × v∗
r

vr
. (38)

B. The ambient radiation field

The ion trap assembly is kept at temperature Tcryo via the
cryo-cooler and the trapped ions are exposed to the radiation
field at this temperature. The openings at the exit and entrance
side of the trap also allow radiation from the ambient 300 K ra-
diation field to penetrate into the trap. These thermal radiation
fields at temperature T can be characterized by their energy
density (Planck distribution)

ρ(ω, T )dω = h̄ω3

π2c3
× dω

exp(h̄ω/kBT ) − 1
, (39)

where the photon energy is given by Eγ = h̄ω. An estimate
of the amount of the 300 K radiation that enters into the trap
region can be obtained by considering the open solid angle
of the trap region towards the outside. The opening angle is
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FIG. 8. Spectral energy density of thermal radiation at 300 K and
10 K plotted with dω = 6.28 × 1011 s−1. The 300 K field is scaled
with the factor 2.7 × 10−3 that represents an estimate of the fraction
of this field that enters the region of the RF trap assembly where
OH− ions are trapped. The 10 K field is scaled by a factor of 10
to be visible on the chosen linear scale. The vertical solid lines and
annotations in the upper left corner illustrate the energy location of
the first rotational transitions in OH− as calculated using Eq. (8).

approximately θt ∼ tan−1(3/40) = 4.2◦ and the fraction of
the total solid angle (including both entrance and exit sides)
is therefore ∼ [1 − cos(θt )] = 2.7 × 10−3. To illustrate quan-
titatively the possible effect of these radiation fields on the
trapped OH− ions, Fig. 8 shows the spectral densities for
both 300 K and 10 K thermal radiation fields scaled to be
comparable on a linear scale. Evidently, despite the limiting
solid angle, the 300 K thermal radiation completely dominates
the thermal radiation inside the trap. The relevant rotational
transitions of OH− are found on the low energy side of the
300 K radiation field where indeed the spectral density is
nonvanishing.

The corresponding emission and absorption rates for
rotational transitions for OH− have been determined exper-
imentally [31] and computationally [52] and found to be
small. Thus, Meyer et al. [31] reported experimental values
for the lifetimes (inverse of Einstein A coefficients) for the
lowest the rotational states J = 1–3 to be ∼193 s, ∼20.9 s,
and ∼5.30 s, respectively, i.e., providing a timescale for the
radiative coupling much longer than the estimated He-ion and
ion-ion collisional timescales (∼ms).

C. Trapped ion motion with He-buffer gas

The trapping of an individual ion of mass mi and charge
qi in the RF trap is governed by the effective potential energy
(here neglecting the dependence on the azimuthal angle) [35]

Ueff (r) = 1

8

(qiVRF)2

εc

( r

r0

)2n−2
, (40)

where n = 8 for our 16-pole trap and r0 = 5 mm, and where
the characteristic energy εc is given by

εc = mi(2π fRF)2r2
0

2n2
, (41)

so εc = 21.7 eV for OH− in the present situation with fRF =
4 MHz. The effective potential is simply given by Veff =
Ueff/qi. The possible radial extent of the motion of a (stably)
trapped ion, i.e., where its motion is adiabatic with respect
to the radio-frequency field, is classified by the adiabaticity
parameter

η = n − 1

n

qiVRF

εc

(
r

r0

)n−2

(42)

in the sense that stable trapping is obtained for η � ηmax =
0.3 [35,43,68]. The maximum radius of stable ion trapping
can then be expressed as

rmax = r0

(
ηmax

n

n − 1

εc

qVRF

)1/(n−2)

. (43)

To illustrate the properties of the effective potential, the
dashed black line in Fig. 9(a) shows Veff (r) for OH− with
VRF = 30 V. The maximum radius [Eq. (43)] allowing adi-
abatic motion is shown as a vertical dashed line.

For an ensemble of noninteracting ions with potential ener-
gies Ueff (r) [Eq. (40)] and in equilibrium with a heat reservoir
at temperature T (canonical ensemble), the ion density (i.e.,
the phase-space density after integrating over the particle mo-
menta) can be written as

ni(r) = Ni

δVi
× exp

(−Ueff (r)

kBT

)
, (44)

where Ni is the total number of ions and δVi is the effective
volume occupied by the ions given explicitly by

δVi =
∫ rmax

0

∫ 2π

0

∫ L0

0
r dr dθ dz

= 2πL0

∫ rmax

0
exp

(−Ueff (r)

kBT

)
r dr. (45)

Here perfect cylindrical symmetry is assumed and the effect
of end cap potentials is neglected. In Ref. [68] we gave a more
elaborate outline of the basic statistical description of an ion
ensemble in an RF trap.

When more ions are trapped in the RF trap, a first approx-
imation of the effect on the motion of an individual ion can
be obtained by considering the mean field of all ions, i.e.,
effectively the space-charge potential that results from the ion
density ni(r). To evaluate the space-charge potential explicitly,
we first evaluate the electric field from a cylindrically symmet-
ric ion density distribution

Esp(r) = er
qi

ε0

1

r

∫ r

0
ni(r)r ḋr. (46)

If we define the electric potential to be zero at the location
of the RF-electrodes, i.e., at the radius r = r0, the resulting
space-charge potential can be calculated as

Vsp(r) = −
∫ r

r0

Esp(r) · dr. (47)
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FIG. 9. Illustration of potentials, ion densities, and effective He-
ion collision temperature in the RF trap. (a) Radial potential for
OH− in the RF trap for VRF = 30 V. The dashed black line shows
the effective potential (Veff = Ueff/qi) from Eq. (40) for VRF = 30V .
The dashed vertical line marked rmax indicates the maximum radius
[Eq. (43)] below which the ion motion can safely be considered
adiabatic. The full blue (black) and gray lines show total potentials
including contributions from the space charge of all ions for Ni =
5 × 105 and Ni = 2 × 105, respectively. The green (gray) dashed
line indicates the contribution from space charge for Ni = 5 × 105.
(b) Radial density of trapped ions. The dashed lines show the ion
distributions without the space charge for Ni = 5 × 105 and Ni =
2 × 105, and the blue (black) and gray lines show the corresponding
distributions including the space charge. (c) The apparent ion temper-
ature as calculated from Eq. (53). Note that this temperature is not a
measure of the temperature of the He-ion collisions. The blue (black)
and gray circles indicate the apparent temperatures for the potentials
and densities given with blue (black) and gray lines in panel (a)–(b).

The total potential seen by an individual ion in the trap can
then be written

Vtot (r) = Veff (r) + Vsp(r). (48)

In general, Eq. (46) and Eq. (47) are most easily solved nu-
merically, but for reference, simple analytical solutions can
be obtained for a uniform ion distribution:

ni(r) =
⎧⎨
⎩

n0 for r � ri

0 for r > ri

. (49)

In this special case, Eqs. (46) and (47) result in an electric
field of

Esp(r) = er
qin0

2ε0

⎧⎨
⎩

r for r � ri

r2
i
r for r > ri

(50)

and a space-charge potential of

Vsp(r) = qin0

2ε0

{
r2

i ln
( ri

r0

) + 1
2

(
r2 − r2

i

)
for r � ri

r2
i ln

(
r
r0

)
for r > ri

.

(51)
Evidently, as depicted in Eq. (48), the space potential will

affect the total potential of an ion relative to the pure elec-
tric potential (Veff = Ueff/qi) imposed by the trap electrodes
and hence, the ion density will adapt dynamically to the
combination of trap potentials and space charge. The actual
resulting space-charge potential and radial ion distribution can
be approximated by an iterative procedure where first a zero-
order ion density n0

i is obtained from Eq. (44) with T 0 = THe.
Then, the corresponding space-charge field (E0

sp) and space-
charge potential (V 0

sp) are obtained by numerical integration
of Eqs. (46) and (47) which together gives a zero-order total
potential V 0

tot (r) = Veff (r) + V 0
sp(r). From this total potential,

a mean kinetic energy of the ion ensemble as induced by the
potentials can be estimated as

E0
k =

∫
qi

[
V 0

tot (r) − V 0
tot (0)

]
n0

i (r)r dr∫
n0

i (r)r dr
. (52)

Thereafter, a first-order apparent ion temperature can be esti-
mated as

T 1
a = THe + 2E0

k

3kB
. (53)

This first-order temperature (T 1
a ) is then applied in Eq. (44)

to yield a first-order ion density n1
i (r) and another iteration is

done. With this method, self-consistent values of ion density
ni(r), space-charge potential [Vsp(r)], and apparent ion tem-
perature (Ta) are obtained within a few iterations. We note
that our iterative approach is fundamentally different from
the one described in Ref. [44] as we consistently use Ueff (r)
in Eq. (44) and explicitly not qiV

j
tot, where j numbers the

iteration step.
The method described here is evidently approximate as the

apparent temperature Ta does not correspond to a Maxwell-
Boltzmann distribution of He-ion velocities at this tempera-
ture. Instead, the resulting distribution of He-ion collisional
velocities will be narrow, i.e., with a Maxwell-Boltzmann
velocity distribution corresponding to the laboratory tempera-
ture of He (approximately 10 K) but offset with the speed at
each location in the trap.

Figures 9(a) and 9(b) show examples of the resulting total
potentials and radial ion distributions for noninteracting ions
(black dashed lines) and for interacting ions with two differ-
ent total numbers of ions (blue (black) and gray lines) and
Fig. 9(c) shows the computed apparent temperature [Eq. (53)]
as a function of the number of ions.

The additional available kinetic energy of the ions in the
presence of space charge relative to the He-buffer gas is
clearly evident as the total potential develops a minimum at
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larger radii [see Fig. 9(a)], and the depth of the minimum
increases with the number of ions (Ni). Fig. 9(b) illustrates the
radial widening of ion distributions in the presence of space
charge. However, it should be explicitly noted that despite the
widening due to space charge, all ions in the ensemble are still
very well within the adiabatic region of the trap.

It should be noted that the effect of space charge on ion-
ion collisions will also be significant although two colliding
ions are also at the same space-charge potential, since the
relative velocity and hence the collision energy depends on
the direction of motions of the two colliding ions.

A consequence of the space charge for the collisional dy-
namics in the trap, both considering He-ion and ion collisions,
is for example that the concept of thermal equilibrium (e.g.
the concept of rate coefficients [Eq. (24)] for the description
of collisions evidently fails, since the He-ion and ion-ion
velocities are forced to vary strongly in dependence of the
position inside the trap.

D. Model of ion motion and cooling

Based on the descriptions in the previous sections, we
here describe the implementation of a numerical model that
we use to gain insight into the cooling of trapped ions. The
model includes the propagation of a selected number of ions
Nis(∼ 500) for a certain time tis(∼ 25 ms) with a fixed time-
step dt (1 μs) during trapping in the RF trap potential and
further subject to collisions with He gas with a temperature
THe and with a density nHe as well as to collisions with trapped
ions with a density ni.

In the model, the motion of an individual ion is described
classically in the adiabatic potential of the RF trap, i.e., ac-
cording to the equation of motion

dpi

dt
= −∇Veff (r), (54)

where pi is the momentum of the ion. If the space charge
from all other trapped ions should be taken into account,
the motion of an independent ion, could more correctly be
described with Vtot (r) [Eq. (48)] in place of Veff (r) in Eq. (54).
However, when the independent particle description is invalid,
for instance by imposing He-ion or ion-ion collisions, a de-
scription with Vtot in Eq. (54) no longer applies; for example
the ion density would unrealistically re-adapt to the space-
charge potential. Clearly, if the number of ions included in the
simulation is sufficiently large, i.e., equal to the actual num-
ber of trapped ions, all ion-ion interactions could be directly
included in Eq. (54). However, this introduces significant
computational overhead and complexity and hence we settle
on the approximate description of individual ions given by
Eq. (54) and include the consequences of the space-charge
potential in the implementation of collisions as described next.

Collisions are implemented as random events with a Monte
Carlo simulation. Thus, for each ion and for each time step of
the simulation, it is decided if a collision should take place
based on collision probabilities PHe for He-ion collisions and
Pi for ion-ion collisions that we describe in detail below. In
case both types of processes are selected for a given time step,
it is again randomly decided which one should actually occur.
For example, a collision with a He atom is selected to occur

in a given time step based on a random number h1 drawn
between 0 and 1, i.e., a collision will take place if PHe � h1.
It is then similarly decided if the collision should be elastic
or inelastic based on another random number h2 betweeen 0
and 1 that is compared to the chosen value of aL [Eq. (28)]
(or aC in case of a selected ion-ion collision). Last, if the
collision is inelastic, it is randomly decided if the collision
should be an excitation or a deexcitation based on the assumed
cross section ratios for these processes given by Eq. (29) and
Eq. (30).

To include the effect of space charge in the simulation, we
note that the local modification of an ion’s speed due to the
space-charge potential at the radial location r is given by

�vi.sp(r) =
√

2Ei(r) + 2qi[Vsp(r) − Vsp(0)]

mi
−

√
2Ei(r)

mi
,

(55)
where Ei(r) is the laboratory kinetic energy of the ion when
moving in the effective potential [Veff (r)] only. The conse-
quence of this extra velocity is taken into account in two
ways. First, to account for the space-charge effect on the direct
ion motion, i.e., the effect that the ion in fact move faster
than anticipated directly from solving Eq. (54), we introduce
an extra positional step in the numerical integration, so the
spatial position of an ion is displaced by �vi.sp × dt in the
direction of motion obtained directly from Eq. (54). Second,
the extra ion velocity due to space charge, Eq. (55), is taken
into account in the evaluation of collision probabilities (PHe

and Pi) and in the kinematics of the actual collisions.
For an ion to experience a collision with a He atom, the

collision probability in a time interval dt is

PHe = 1 − exp

(
−dt × nHe ×

∫
vrσHe(vr )gHe(vr, x, r) dvr

)
(56)

where σHe is the collision cross section and gHe(vr, x, r) rep-
resents the distribution of relative He-ion speeds (vr) at the
location (x, r) inside the trap, which is in general not uniform
as illustrated with the evaluation of the space-charge potential
in Sec. IV C. If the collision cross section is assumed to
be the Langevin cross section i.e., σHe = σL [Eq. (23)], the
proportionality σL ∝ 1/vr , makes the collision probability for
He-ion collisions constant, so PHe = 1 − exp(−kLnHedt ). To
allow for a deviation of the He-ion cross section from the
strict 1/vr dependence and include the space-charge-induced
velocity, we adapt the following collisional probability

PHe = 1 − exp[−vi.HeσHe(vi.He)nHedt], (57)

where vi.He = 〈vi〉 + �vi.sp(r) and 〈vi〉 is the ensemble aver-
age of the ion speed.

To simulate an actual He-ion collisions, provided it has
been selected from the collision probability in a given
time step, a He atom with velocities randomly drawn from
Maxwell-Boltzmann distributions [Eq. (1)] at a temperature
THe = Tcryo is selected. To include the effect of space charge,
the extra speed is added as ±1/3�vi.sp to each velocity com-
ponent of the selected He atom, where the sign is the same as
the sign for the original He atom’s velocity component. This
He atom is then collided with the ion as outlined in Sec. IV A 4
giving new velocities to the ion after the collision.
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FIG. 10. Illustration of trap operation with pulsed trap filling and accumulative trap filling.

For ion-ion collisions, the collision probability is similar to
Eq. (56) given by

Pi = 1 − exp

(
−dt ×

∫
vrσC (vr )gi(vr, x, r)ni(r) dvr

)
.

(58)
Contrary to the case for He-ion collisions, the collision prob-
ability for ion-ion collisions will certainly have an explicit
dependence on the distribution of relative speeds (collision
energies) since the cross section for Coulomb collisions is not
proportional to 1/vr . Again, the distribution gi(vr, x, r) of ions
with relative speed vr with respect to the chosen ion would in
principle be available from many particle simulations, but in
practice, we decide to make a more approximate formulation.
We thus choose to define an average ion-ion collision speed
as vi.C = 1/2[〈vi〉 + �vi.sp(r)], as representative of the local
condition inside the trap and hence we simplify Eq. (58) to

Pi = 1 − exp[−vi.CσC (vi.C)nidt]. (59)

Finally, to simulate an actual ion-ion collision for a selected
ion, the velocities of a collision partner is randomly drawn
from Maxwell-Boltzmann velocity distributions of tempera-
ture

Ti.sp = 2

3kB
〈Ei〉, (60)

and the velocity of this collision partner is adjusted with
+1/3(�vi.sp/2) in each direction to account for the effect
of local space charge. Note that this velocity correction is
not dependent on sign as was the case for He-ion collisions
since the ionic collision partner itself is subject to the space
charge. This is also the reason for the division by two in the
velocity offset as compared to the case for He-ion collisions.
The ion-ion collision kinematics for the ion in collision with
this partner is evaluated as described in Sec. IV A 4.

V. RESULTS

A. Operation of the RF trap

Figure 10 illustrates schematically two different methods
of operation of the RF trap with ion filling from a decelerated
ion beam. In the first method, labeled pulsed trap filling, the
trap loading proceeds by first lowering the potentials on the
entrance cap electrodes (VCE1 and VCE2) to leave the entrance
side open while the potentials on the cap electrodes on the exit
side (VCX1 and VCX2) are set high to close this side of the trap.
Using the chopper (Fig. 1), an ion pulse is released from the
ion source, enters the trap volume, and is reflected from the
exit side. While the ion pulse still fills the trap, the entrance
caps are switched to high levels thereby closing the trap. After
loading, the ions are kept trapped for a time TCOOL (see also
Fig. 2) and then extracted by lowering the potentials on the
cap electrodes on the exit side (VCX1 and VCX2).

In the second method of operating, labeled accumulative
trap filling, the trap loading proceeds by realizing a long pulse
from the source and keeping the trap cap electrodes statically
on for a time TINJ + TCOOL at potentials that allow a fraction
of ions from the ion beam to enter the trap volume (and in
principle even pass directly through the trap) but still leave
an axial potential well inside the trap volume that can confine
ions of even lower energy. During residence in the trap, some
incoming ions will collide with He atoms or already trapped
ions and thereby loose energy and eventually be trapped. The
ion cooling and extraction proceeds as described for the first
method of operation.

With the first method (pulsed ion filling), the trap filling can
be completed fast (∼ μs) and does not depend significantly
on the applied He gas density. However, the final achievable
ion density in the trap is determined by the intensity of the
incoming beam and the potentials on the entrance and exit
electrodes are bound to higher values that ensures blockage of
all ions from the incoming beam.

With the second method (accumulative ion filling), the
momentary trap filling is less efficient and strongly dependent
on the density of cold particles in the trap (He gas and already
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FIG. 11. (a) Observation of particles on DET1 and DET2 as a
function of time during the experimental cycle of injection, trapping,
and storage (see Fig. 1) for trap potential VTRAP, Ei/e = −3.7 V,
under cold conditions Tcryo ∼ 6 K, and operated with accumulative
filling of the trap [Fig. 10(b)]. The section of the signal from DET1
marked with a black (bold) coloring is the region which is summed
to yield the integrated intensity �N.DET1. (b) Integrated intensity
(�N.DET1) during storage in the SAPHIRA as a function of the of
the RF trap potential VTRAP (see Fig. 3) as referred to the equivalent
ion potential.

trapped ions). This method, however, benefits from the pos-
sibility to inject over extended times whereby an adjustable
(and for example high) ion density can be achieved even for
an initially weak ion beam, and, moreover, the cap potentials
can be kept low. All data presented in this paper are obtained
with the accumulative mode of ion filling.

To characterize the trap operation with respect to trap-
ping dynamics and efficiency, we use an experimental scheme
where TCOOL = 10 ms and TRING = 30 ms are fixed while TINJ,
the trap temperature (6 K or 300 K) as well as the trap po-
tential (VTRAP), and the He density (nHe) are varied. We note
that the cooling time in the trap is kept relatively short for
these investigations, since a complete thermalization of trans-
lational or internal motions is not important for demonstrating
the basic trap operation.

Figure 11(a) shows an example of measured count rates
on DET1 and DET2 (see Fig. 1) as a function of time dur-
ing this operation. The significant intensity observed with
DET1 during the injection period (TINJ), stems from ions
leaking through the RF trap, proceeding into the SAPHIRA
storage ring, making one round-trip, and finally exiting the
ring towards DET1, since the potentials on the first corner

0 1 2 3 4
0

50

100

0 200 400 600 800 1000
0

100

200

300

400

500

0 50 100
0

50

FIG. 12. Illustration of the operation of the RF trap accumulative
trap filling [see Fig. 10(b)]. (a) Integrated intensity [�N.DET1, see
Fig. 11(a)] during storage in the SAPHIRA as a function of the
measured He pressure in the vacuum chamber at 300 K. The tim-
ing settings were TINJ = 50 ms, TCOOL = 10 ms, and TRING = 30 ms.
(b) Integrated intensity during storage in the SAPHIRA with a mea-
sured He pressure of pCH = 3.8 × 10−5 mbar as a function of the
applied injection time TINJ and with TCOOL = 10 ms and TRING =
30 ms.

of SAPHIRA are off during this period. During the cooling
time, the ion injection is halted, i.e., the chopper has a high
potential and the ion pulse is off (see Fig. 1 and Fig. 2) and
only few random counts are observed on DET1. During the
period TRING, OH− ions are circulating in SAPHIRA (round
trip time of ∼ 18 μs) and the signals observed on DET1 and
DET2 during this time originates from products of neutraliza-
tion of OH− during storage. From measurements with longer
storage times, the lifetime of the OH− beam in SAPHIRA
was determined to be (155 ± 2) ms for a ring pressure of
8 × 10−9 mbar.

Figure 11(b) shows the integral number of counts �N.DET1

as a function of the trap potential VTRAP. This number is
a representative measure for the amount of ions in the RF
trap. As seen, under the conditions of accumulative filling, the
most efficient filling of the trap is obtained with a potential
VTRAP a few volts lower than the equivalent ion potential
Ei/e. It should be noted that the SAPHIRA storage ring has
a relatively wide energy acceptance of a few percent of the
total energy (4 keV), so we do not expect any major effects
of intensity loss due to a mismatch the trap potential and the
SAPHIRA ring setting for small changes of the energy of the
extracted ions. Figure 12 shows the intensity of trapped ions
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as a function of the measured He pressure [Fig. 12(a)] and
the period of injection [Fig. 12(b)] for the RF trap operated at
room temperature and under cryogenic conditions. Similar to
the data in Fig. 11, the intensity of trapped ions is quantified
from the integrated intensity (�N.DET1) of neutralized particles
during ion storage in SAPHIRA being proportional to the
number of ions injected from the ion trap.

For the investigated pressure change in the RF trap of 0.5–
4.5 × 10−5 mbar, the corresponding change of the pressure
in SAPHIRA was ∼0.1 × 10−9 mbar giving a possible 10%
variation of the summed intensity, which is insignificant for
the systematic trends seen in Fig. 12(a). At room temperature
(300 K), the summed intensity increases essentially linearly
with the applied He pressure, while a clear nonlinear rise is
observed for cold conditions. This provides an experimental
evidence that the ensemble of already trapped ions in the ion
trap plays a significant role for the further trapping of ions
when the trap is cold, i.e., the importance of ion-ion collision
becomes comparable to the importance of He-ion collisions
for trapping at cryogenic temperatures.

This is further demonstrated in Fig. 12(b) that displays
the summed intensity as a function of injection time and for
an approximately constant He density nHe = 3.3 × 1012 cm−3

(with pCH = 3.8 × 10−5 mbar). For a trap temperature of
300 K, the summed intensity rises almost linearly for low
injection times and shows signs of saturation at longer times.
For the case of 6 K, again a clear nonlinear rise of the summed
intensity is seen. Moreover, the trapping intensity is generally
stronger compared to the 300 K case, but it also displays signs
of saturation at long injection times.

Summarizing, it is clear that accumulative trap filling of
the trap is the attractive scheme at low temperature and for
beams of low intensity, since the final ion-beam intensity in
SAPHIRA can be well controlled by simple variation of the
injection time TINJ. Additionally, the effect of ion-ion colli-
sion for the trapping efficiency, i.e., essentially elastic ion-ion
collisions between trapped and translationally cold ions and
new incoming ions, is very significant for the trapping.

B. Rotational cooling of OH−

1. Photodetachment of stored OH− in SAPHIRA

Figure 13 displays an example of the directly observed
intensity on DET2 as a function of time obtained with condi-
tions for observing photodetachment of OH− during storage
in SAPHIRA. The laser-induced photodetachment intensity
is clearly identified as a sharp peak, marked in red (bold),
and with a summed intensity �L.DET2. The corresponding in-
tensity without photons �LB.DET2 is estimated from summing
the intensity in the time interval exactly one revolution in
SAPHIRA before the laser firing time. In Fig. 13 the summed
intensities �B.DET2 and �N.DET2 are also indicated which rep-
resent estimates of the background noise on the DET2 and the
intensity of trapped ions, respectively.

Under stable conditions of the ion-photon overlap in
SAPHIRA, the photodetachment cross section of OH− at a
given photon energy Eγ can then be evaluated as

σD(Eγ ) ∝ �L.DET 2(Eγ ) − �LB.DET2

〈Nγ (Eγ )〉(�N.DET2 − �B.DET2)
, (61)

486 488 490 492 494
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FIG. 13. Photodetachment of OH− after injection and trapping
in the RF trap for TINJ + TCOOL = 490 ms, followed by storage in
SAPHIRA for TINJ = 4 ms. Laser pulses are merged with the ion
beam after TL = 40 μs of storage giving rise to the sharp signal
marked in red (bold). The purple (gray) curve marks the measured
counts (�B.DET2) that are used to represent the background noise
counts on DET2. Similarly, the blue (black) curve marks the counts
(�N.DET2) that is used to determine the intensity of stored ions.

where 〈Nγ (Eγ )〉 is the average number of photons (pulse
energy/photon energy) in a laser pulse.

The experiment was run in a stable mode with almost no
variation of the number of ions during scanning of the photon
energy, and in practice the normalization to the number of
ions, i.e., the factor (�N.DET2 − �B.DET2) in the denominator
of Eq. (61) is of no practical importance.

To quantify the number of ions in the RF trap based on the
measurement from the stored beam in SAPHIRA we define
the quantity

ηOH− = �N.DET2 − �B.DET2

pRING
(62)

that provides an estimate of the ion intensity corrected for the
variation of residual gas density in the SAPHIRA ring due to
different He pressures in the RF trap.

Figure 14 shows three examples of measurements of the
relative OH− photodetachment cross section near threshold
obtained at different temperatures of the RF trap assembly as
well as different He pressures and amount of ion loading. Each
spectrum is fitted with the photodetachment model given in
Eq. (7) with the amplitude factor σ0, the rotational tempera-
ture TR, and the background cross section spectra σB as free
parameters.

The origin of the measured background cross section orig-
inates from a small fraction of 17O− from the ion source also
occurring at mass ∼ 17 amu. This was confirmed by observing
the onset of a weak signal from threshold photodetachment of
O− the region Eγ = 1.44-1.49 eV. Further, by mass selecting
16O− directly from the ion source, injecting and cooling these
ions in the RF trap, followed by transfer to SAPHIRA, and
performing photodetachment in the region Eγ = 1.79-1.85 eV
it was confirmed that the signal from O− detachment is
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FIG. 14. Photodetachment cross sections for OH− near threshold
as measured with a trapped, extracted, and stored beam in SAPHIRA
(see Fig. 1) obtained under different operational conditions of the RF
trap system as indicated in the individual panels (a)–(c). The mea-
sured cross sections are normalized to the cross section σN obtained
at Eγ = 1.84 eV.

essentially constant in this energy range. The value of the
exponent pβ in Eq. (6) was initially adjusted when fitting the
coldest spectra [the example in Fig. 14(c)] where only few
transitions are contributing to the signal. The best representa-
tion of the spectra is observed with pβ = 0.2, and this value
is then used in all fits, i.e., also neglecting a possible vari-
ation on the actual transition β. The fit to the coldest spectra
[Fig. 14(c)] also allows usto quantify the the contribution from
17O− and we find σB/σN = (3.9 ± 0.1) × 10−2.

The fits of the spectra with Eq. (7) displays a small vari-
ation with the exact energy calibration of the laser which we
know to an accuracy of approximately ±0.3 nm. To accom-
modate this uncertainty, we increase the reported uncertainty
on the fits by 1 K beyond the error determined directly from
the fit.

2. Rotational temperature of OH− in the RF trap

Figure 15 shows the fitted rotational temperatures obtained
as exemplified in Fig. 14 under adjusted conditions of temper-
ature, RF-amplitude, He density, and the number of trapped

ions. As mentioned, in practice, the number of trapped ions is
varied by changing the injecting time TINJ.

Under warm conditions, i.e., at Tcryo = 300 K [red (black)
star and red (black) open circles in Fig. 15] the rotational
temperature of OH− is found as TR ∼ Tcryo possibly with a
weak increase as a function of the number of ions.

Under cold condition of the cryo-cooler (i.e., at Tcryo =
6 K), the fitted rotational temperatures of OH− displays sys-
tematically almost linear dependencies on the number of ions
in the trap when the other variables of the system (VRF, nHe)
are held constant.

From the data displayed in Fig. 15 it is moreover clear
that the most important parameters that control the rotational
temperature are indeed the number of ions (ηHe) and the He
density (nHe). For example, with VRF = 30 V and nHe = 50 ×
1012 cm−3 (higher He density, green (gray) dots in Fig. 15),
the rotational temperature increases steeply as a function of
the number of stored ions. When lowering the He density to
nHe = 10 × 1012 cm−3, (light gray dots in Fig. 15), the rota-
tional temperature still increases as a function of the number
of ions but with a slope smaller by a factor of ∼ 16.

In comparison, the variation with the RF-amplitude (VRF)
shows (at most) a minor impact on the rotational temperatures
as can be seen by comparison of the purple (VRF = 10V ) and
green points (VRF = 30V ) obtained with comparable He den-
sities where variations of the rotational temperature with the
number of ions are very similar. The RF amplitude essentially
controls the radial extent of the ion ensemble inside the RF
trap [Eq. (43)] and hence the proximity of the trapped ions to
the rods with the time-varying RF field.

All data displayed in Fig. 15 for cold conditions of the
trap, point towards two central conclusions from the experi-
mental observations, namely, that rotationally cold OH− can
be obtained with a low number of ions in the RF trap and
with a low He density. Under the conditions realized here it
also appears that the He density in fact sets the lower limit
to which rotational temperature can be reached in the limit
of low ion densities. Thus, at higher He densities ∼50 ×
1012 cm−3, the limit of rotational temperature seems to be
TR ∼ 50–60 K while at lower He densities ∼5 × 1012 cm−3

rotational temperatures TR ∼ 20–25 K are reached with the
present experimental system.

Figure 16 displays the measured rotational temperature of
OH− as a function of storage time in SAPHIRA, i.e., after
which time the photodetaching laser is fired. It can be seen that
the rotational temperature remains almost constant during the
first 50 ms, possibly with a weak rising tendency as indicated
with the dashed black line.

3. Interpretation of cooling dynamics

The observation that the rotationally coldest ions can be
obtained with the lowest number of ions in the trap points to
the importance of ion-ion interactions for the thermalization
of the trapped ions. As described in Sec. IV C, the effect
of space charge (mean ion-ion interaction) evidently compli-
cates the translational and rotational collision dynamics for
an ensemble of trapped ions as the space-charge potential
imposes regions of the trap with elevated He-ion and ion-ion
collision energies (see also Sec IV D). The observed tendency
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FIG. 15. Rotational temperature of OH− as a function the number of trapped ions represented by the parameter ηOH− [see Eq. (62)] for
varying conditions of the RF trapping, i.e., the temperature of the cryo-cooler, RF amplitude VRF, and He density nHe inside the RF trap
assembly.

that fewer ions lead to a colder rotational temperature seems
intuitively clear since the effect of space charge to locally
increase collision energies is smaller for fewer ions in the
trap. The effects of space charge can of course be made totally
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FIG. 16. Rotational temperature of OH− as a function storage
time in SAPHIRA obtained with Tcryo = 6 K, VRF = 40V , and He
density (nHe) in the RF trap and number of ions (ηOH− ) as indicated in
the legend. The shown data is obtained with pRING= 8.1 ×10−9 mbar.

negligible by lowering the number of ions towards one, but in
practice a significant number of ions are needed for carrying
out experiments with the cooled ions.

The observation that a low He density is also a criterion for
obtaining rotationally cold OH− ions is perhaps less intuitive
as one might expect more He to provide a stronger coupling
[several collisions per round trip in the trap (90 μs)] between
the trapped ion ensemble and hence provide a more efficient
cooling. As illustrated in Fig. 15, the experimental evidence
contradicts this and instead indicates that a weak coupling
(< 1 collision per round trip in the trap) between the trapped
ions and the He gas is favorable. This observation can for
example be rationalized if the validity of the 1/vr dependency
of the Langevin cross section is not taken as representative for
He-ion collisions, such that the He-ion collision probability
becomes dependent on the relative velocity and hence on
the ion location in the trap. Assuming still that the He-ion
cross section is maximal at low energy, with a weak coupling
to the He gas, the probability of He-ion collisions will be
favored in regions of low collision velocity and hence allow
a thermalization temperature closer to the He temperature.
Oppositely, with a strong coupling between the He gas and the
ion ensemble, corresponding to several He-ion collisions per
round trip in the trap, the full space-charge-induced velocity
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FIG. 17. Results of numerical simulations of OH− ion motion and collisions in a RF trap with He-buffer gas at temperature THe = 10 K and
density nHe = 4 × 1012 cm−3. The ion density was set to ni = 5 × 105 cm−3, corresponding to approximately Ni = 2.5 × 105. Five different
types of simulations are shown with different aspects of the collisional dynamics (He-ion and ion-ion collisions, either purely elastic or also
inelastic) activated as defined in panel (a). For each type of simulation, a total of Nis = 5 × 103 ions are propagated with time step of dt = 1 μs
and a simulation is run (a)–(b) without inclusion of space charge Vsp = 0), and (c)–(d) with inclusion of space charge. The horizontal dashed
lines in each panel, shows the mean energy corresponding to He temperature 10 K (black) as well as 8 K (lower red) and 12 K (upper red).

spread will be forced to be explored and thus fundamentally
limit the reachable rotational temperature in excess of the He
temperature.

The observation that the He density is also decisive for the
rotational temperature of OH− reached when the ion density is
low, i.e., the different limiting values when ηOH− ∼ 0 seen in
Fig. 15, can, in our view, have two different origins. First, the
ion micro-motion in the time-dependent RF field where the
ions turn around in the trap [35] will in general lead to locally
elevated collision energies. Hence, if collisional heating in the
RF field is important, the same argument of a necessity of a
low He density (weak He-ion coupling) to obtain the coldest
ions apply, since the weak coupling will in general emphasize
the regions of low collision speed where the collision cross
section is the highest. Second, the extraction and acceleration
of the OH− out of the trap to achieve the transfer of ions to the
SAPHIRA storage ring will expose the OH− ions to a large
variation of collision energies that can also lead to rotational
heating [29]. A high He density will also favor heating by this
mechanism and again the low He density will be a criterion for
obtaining the coldest ions. In the particular case of OH−, the
extraction and acceleration is accomplished in ∼10 μs. The
number of He collisions experienced by an extracted OH− can
be roughly estimated as 10 μs/nHekL (see Sec. IV A 1) which
yields ∼ 0.03 collisions for nHe = 5 × 1012 cm3 s−1 and ∼ 0.3
collisions for nHe = 5(×1012 cm3 s−1. Thermalization of the
ion ensemble to the He buffer gas temperature requires ∼ 10

collisions per ion (see the following Sec. V C), i.e., an average
ion will experience ∼ 1/300 or ∼ 1/30 of the necessary col-
lisions for complete thermalization during extraction. Thus,
a variation collisional heating during the ion extraction from
the RF trap as function of the He buffer gas density cannot
be neglected under the conditions of the present experiments,
and the observed variation of rotational temperatures in the
limit of low ion number (ηOH− ∼ 0) seems very likely to be
attributed to the effect of such collisions. It should be pointed
out that the effect of collisional heating during ion extraction
is sensitive to the particular ion under study through variations
of both the reaction rate coefficient (kL) and the extraction
time.

C. Modeling of ion cooling

To illustrate the dynamics of the cooling, both neglecting
and including space charge, we made simulations as described
Sec. IV D. For each simulation, ions are randomly distributed
in the volume of the trap and given a uniform distribution
of translational energy with a mean of 10 meV (maximum
energy 20 meV). The ions are similarly given a rotational ex-
citation corresponding to a uniform distribution of rotational
levels with J = 0–10.

Figures 17(a) and 17(b) display results of a series of sim-
ulations (see Sec. IV D) on an ensemble of Nis = 500 trapped
OH− ions where the effect of space charge is neglected
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(�vi.sp = 0). The conditions of the simulations are further
detailed in the figure caption. As indicated in the figure, results
from simulations are shown where both elastic and inelastic
collisions are included (ON) or neglected (OFF).

The blue and green curves in Fig. 17(a) illustrate equi-
libration of the translational ion motion when only elastic
collisions are included. Under the defined conditions of tem-
perature and He density, the ion ensemble is seen to stabilize
at a mean energy of to 1.2 meV (10 K) in ∼3 ms which
corresponds to ∼0.25 collisions per round trip in the trap with
nHe = 4 × 1012 cm−3. An average of 8-9 collisions for each
OH− ion is found to be required to achieve the thermalization.
Under conditions of only elastic collisions, the cooling of
the ion ensemble proceeds in the same way irrespective of
the inclusion of the ion-ion collisions (blue and green curves
are very similar) despite the fact that the ion-ion collision
frequency is comparable to that of the He-ion collisions. This
is expected as the ion-ion collisions evidently are not able to
couple energy out of the ensemble of trapped ions.

Including rotational transitions as a fraction (aL = 0.2) of
the He-ion collisions as defined in Eq. (28), and with a branch-
ing of excitation and deexcitation given by Eqs. (29) and
(30), leads to a slower translational cooling [� 25 ms for the
present conditions, gray and black curves in Fig. 17(a)] and
a cooling of the rotational motion of the OH− ions towards
the He temperature on a longer timescale. This illustrates the
significant role of elastic ion-ion collisions to redistribute the
released energy from the rotational motion into translation
motion among the trapped ions.

Including also inelastic ion-ion collisions [aC = 0.2, red
curves in Figs. 17(a) and 17(b)], both translational and rota-
tional cooling is realized faster, both in approximately 20 ms.
This again identifies the ion-ion collisions as important for
the redistribution of energy inside the ion ensemble. Here in
particular, ion rotational energy is efficiently transferred to the
ion translational energy through ion-ion collisions from where
it is removed (cooled) by He-ion collisions.

In Figs. 17(c) and 17(d) the result of simulations are shown
where the effect of space charge is included as described in
Sec. IV D. When only elastic collisions are included (blue
and green lines) the cooling takes places on about the same
timescale as when space charge is neglected [Fig. 17(a)], but
a temperature (∼12 K) higher than the temperature of the He
gas is reached. This is intuitive as the presence of space charge
imposes some collisions at higher energy.

When including inelastic collisions, the same general
trends are observed for the cooling of the translational mo-
tion as without space charge, but the initial cooling phase
(∼0-7 ms) appears more effective and the effect of inelastic
ion-ion collisions is less pronounced. The thermal equilibrium
is reached at approximately the same time (15–20 ms). How-
ever, including space charge, the rotational thermalization is
seen to be slowed down with respect to the situation without
space charge. This is in fact rational as the elevated collision
energies due to space charge favors rotational excitation as
illustrated in Fig. 7(a). Hence under the influence of space
charge, translational energy will be coupled more likely to
rotational energy and the total process of rotational cooling
will take longer.

VI. DISCUSSION

A. Rotational cooling of OH−

In previous studies on rotational state cooling of ions
trapped in an RF trap [48–52], is was observed that the final
reachable rotational temperature generally exceeds the tem-
perature of the trap assembly. Explanations for this effects
have been perused in [51] in terms of radio-frequency heat-
ing (He-ion collisions in the time-dependent field), influence
of geometrical distortions of the trap electrode, rotational
excitation by blackbody radiation from outside the trap, or
incomplete thermalization of the buffer gas to the cryo-cooler,
but no conclusive understanding has been obtained.

In this study, we also observe rotational temperatures TR

in excess of the temperature Tcryo of the trap assembly. The
systematic studies of the rotational temperature of OH− ob-
tained at different operating conditions of the trap presented
in Fig. 15 indicate that the origin of the derivation between
the gas temperature and the rotational temperature of the ions
should be found in the combination of the space charge from
trapped ions that locally increases the He-ion collision energy
and the strength of the coupling between the He-buffer gas
and the trapped ions. Thus, perhaps counter intuitive, the
coupling to the He gas should be weak (low He density) to
obtain the most effective cooling, since the trapped ions will
tend to collide with He in regions of low collision energy.
With a strong coupling of the trapped ions to the He gas, i.e.,
with many collisions per round trip in the trap, the ions must
adapt to the complete energy variation of the He-ion collision
energies throughout the trap. The strong dependency of the
obtained rotational temperature on the He gas density empha-
sizes the approximate nature of the Langevin representation
of the cross section for He-OH− collisions.

We speculate that the offset of the rotational temperature
from the temperature of the trap seen in previous experiments
[48–52] could indeed be related to the application of a high
He density; for example, in Refs. [51,52], a He density of
∼ 1014 cm−3 was applied. In this connection, we again wish
to stress that additional rotational heating due to He-ion colli-
sions in regions of the trap where the ion micromotion [35]
is significant or due to He-ion collision during the period
of extraction and acceleration from the trap are suppressed
at low He density. Hence, in all cases, the criterion of low
He density to obtain the coldest ions seems important. The
experimental evidence presented in Fig. 15 seems to indicate
that the influence of the RF-amplitude is negligible for the
rotational temperature possibly suggesting that the effect of
He-ion collisions in the time-dependent fields is small.

Our numerical studies demonstrate the role of ion-ion col-
lisions, i.e., among particles of equal mass, as an effective
way of redistributing the translational and rotational energy
among the trapped ions. Thus, the Coulomb repulsion can
mediate a faster cooling of the internal energy by conversion
of internal energy to translational energy that is then cooled by
collisions with buffer gas. This effect may be of even higher
significance in future studies on larger molecules, where the
favorable sharing of energy among collision partners of equal
mass is even more pronounced than for the present situation
with He-OH− and OH− − OH−ion collisons.
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From the numerical simulations, it is also a clear observa-
tion that the apparent ion temperature (Ta) as derived from the
calculations of the space-charge potential and the iteratively
determined ion density in the trap [Fig. 9(c)] is not represen-
tative for the actual translational nor rotational temperature of
the ions, but rather a parameter that solely enables a descrip-
tion of the ion density distribution. The reason for this is that
the collisional conditions imposed by the space charge is not
represented by thermal (Maxwell-Boltzmann) velocity distri-
butions and that the collision cross sections strongly depends
on velocity, so collisions (assuming a low number of collision
per round trip, i.e., weak coupling) will be preferred in certain
parts of the trap.

The numerical model, we have used to illustrate the ion
dynamics in the RF trap (Sec. IV D) is evidently approximate
in nature as it neglects the micro-motion of the ions in the
RF field and uses classical simplified representations of the
cross sections for He-ion and ion-ion collisions, and it does
not account for the full dynamical problem in the trap, but rely
on Monte Carlo simulations where average rate coefficients
are used to evaluate collisional probabilities.

It would in principle be possible to assume certain He-ion
elastic and inelastic cross sections and attempt to reproduce
the observed dependencies of the rotational temperatures of
OH− on the He density to explicitly demonstrate that ro-
tational cooling is achieved with a weak He-ion coupling.
However, we refrain from this type of simulation as we cannot
predict nor have sufficient knowledge on the actual cross sec-
tions for this to be meaningful. Instead, we wish to emphasize
that theoretical efforts to clarify in more detail the He-ion and
ion-ion elastic and inelastic scattering cross sections would be
very valuable as would full many-particle simulations includ-
ing interactions on an individual ion level.

Finally, as a possible improvement of the cooling capabil-
ities of our present system, in future experiments we wish to
explore the possibility of adding other gasses beyond He to
the system as was recently proved effective for obtaining cold
anions of ozone [69].

VII. CONCLUSION

In this paper we have described the realization of a
cryogenically cooled multipole radio-frequency trap and

demonstrated cooling of OH− ions to ∼ 25 K as probed by
threshold photodetachment of ions extracted from the trap.
The RF trap is setup inline between the ion source plus mass
separation and the molecular physics experimental system
(storage ring, lasers, and detectors) where the cold ions are
to be investigated (see Fig. 1).

The feasibility of the inline geometry relies on the de-
velopment of efficient injection and extraction from the RF
trap at high potential as also establish in previous studies
[18,41,68,70]. An important advantage of the inline config-
uration is that it allows universal cooling of ions independent
of ion source and that the accumulation and cooling can be
done on one particular ion species. This indeed opens several
exciting scientific opportunities. For example, intense beams
of several negative ions can be produced from sputter ion
sources, but the molecular ion beams are typically vibra-
tionally and rotationally very hot [71]. With the system, we
can cool these hot ions prior to the experiment and hence ob-
tain a better initial state preparation of importance for example
to understand cooling mechanism of molecules [71–75]. Also
for complex or bio-molecular systems [29,37,76], that are
typically produced by electrospray ionization, the possibility
to accumulate and cool mass selected species to cryogenic
temperatures may lead to feasible experiments even with very
low DC currents from the ion source.

Finally, through interpretation of the experimental results
and partly supported by numerical simulations, we believe an
understanding of the limiting factors for rotational cooling of
OH− in RF traps is emerging. Thus, the coldest ensemble of
ions can be obtained in with a weak coupling to He-buffer gas
and a weak space-charge potential which in practical terms
means a low He density and as low as number of ions as
experimentally feasible.
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