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Room-temperature emission of muonium from aerogel and zeolite targets
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Novel emitters of muonium (Mu = μ+ + e−) with high conversion efficiencies can enhance the precision of
muonium spectroscopy experiments and enable next-generation searches for new physics. At the Paul Scherrer
Institute (PSI), we investigate muonium production at room-temperature as well as in cryogenic environment
using a superfluid helium converter. In this paper, we describe the development of compact detection schemes
which resulted in the background-suppressed observation of atomic muonium in vacuum, and can be adapted for
cryogenic measurements. Using these setups, we compared the emission characteristics of various muonium
production targets at room temperature using low momentum (pμ = 11–13 MeV/c) muons, and observed
muonium emission from zeolite targets into vacuum. For a specific laser-ablated aerogel target, we determined a
muon-to-vacuum-muonium conversion efficiency of 7.23 ± 0.05(stat)+1.06

−0.76(sys) %, assuming thermal emission
of muonium. Moreover, we investigated muonium-helium collisions and from it we determined an upper
temperature limit of 0.3 K for the superfluid helium converter.

DOI: 10.1103/PhysRevA.106.052809

I. INTRODUCTION

Muonium (Mu) is a two-body exotic atom consisting of a
positive muon (μ+) and an electron (e−). Due to its purely lep-
tonic composition, hadronic effects modify the atomic levels
only as loop corrections and there are no finite-size effects,
therefore it is an ideal system to test bound-state quantum
electrodynamics (QED). Precision spectroscopy of the 1S-2S
transition of Mu [1,2] and the ground-state hyperfine splitting
[3] contribute additionally to the most precise determinations
of the electron-to-muon mass ratio and the muon magnetic
moment. These measurements are also sensitive to the charge
equality between muon and electron [2] and hence contribute
to testing lepton universality, a topic that moved into the
spotlight after the latest results of LHCb [4] and the Fer-
milab g-2 experiment [5]. Recently, precision measurements
led to new results on the ground-state hyperfine splitting in
muonium measured at J-PARC [6,7] and on the Lamb shift
in muonium measured at PSI [8]. Further spectroscopy mea-
surements using Mu atoms at improved levels of precision
have been proposed [9,10] and are currently being carried
out [8,11]. Another test of lepton universality is the search
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for the lepton-flavor-violating muonium-antimuonium oscil-
lations [12], for which a new measurement has recently been
proposed [13]. At J-PARC, the ionization of Mu atoms in
vacuum is part of a proposed cooling scheme for the μ+
beam [14], which could enable next-generation searches for
new physics. These experiments rely on high-intensity and
high-quality atomic muonium beams in vacuum, and reaching
higher precisions is partially limited by presently available
vacuum Mu sources. High yields of vacuum Mu are frequently
produced by stopping low-momentum μ+ (pμ < 28 MeV c)
in porous materials like silica powders [15–18] where they can
combine with electrons. Here, the initial numbers of stopped
muons per second (φμ) are converted with typically high ef-
ficiencies up to 61 % [19], but the flux of Mu atoms that can
actually reach vacuum (φMuV ) is strongly dependent on the dif-
fusion times and the consequent decay losses due to the short
muon lifetime (τμ ≈ 2.2 μs). Hence the muon-to-vacuum-
muonium conversion efficiency ηMu = φMuV/φμ depends on
the initial muon-beam momentum that defines the implan-
tation depth of μ+. Moreover, the temperature, chemical
properties, and nanoscopic structure of the converter further
impact the diffusion times. Note that the stopping spread of
muons within a certain material increases approximately pro-
portional to p3.5

μ below pμ ≈ 30 MeV c beam momentum [20].
Consequently, lower beam momenta generally enable a higher
fraction of the incoming muons to stop close to the sample’s
surface and be emitted into vacuum. Recent developments
for high Mu yields and beam qualities utilized mesoporous
silica in cryogenic environments [21] as well as silica aerogels
[22,23]. High-vacuum Mu rates could be achieved by laser
ablation of microscopic holes in aerogels that decrease the
Mu diffusion times and reach conversion efficiencies of up

2469-9926/2022/106(5)/052809(12) 052809-1 Published by the American Physical Society

https://orcid.org/0000-0002-1837-0419
https://orcid.org/0000-0001-5430-9394
https://orcid.org/0000-0002-4972-4419
https://orcid.org/0000-0001-8697-7266
https://orcid.org/0000-0002-1720-7636
https://orcid.org/0000-0002-3767-950X
https://orcid.org/0000-0001-5257-5891
https://orcid.org/0000-0002-4591-2092
https://orcid.org/0000-0002-3865-3600
https://orcid.org/0000-0001-5876-0748
https://orcid.org/0000-0002-3751-9944
https://orcid.org/0000-0002-4239-8673
https://orcid.org/0000-0003-3283-6294
https://orcid.org/0000-0002-8119-8172
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.106.052809&domain=pdf&date_stamp=2022-11-29
https://doi.org/10.1103/PhysRevA.106.052809
https://creativecommons.org/licenses/by/4.0/


A. ANTOGNINI et al. PHYSICAL REVIEW A 106, 052809 (2022)

to ηMu ≈ 3.05(3) % [24,25], using pμ = 23 MeV/c muons.
One disadvantage of these sources is that the emerging Mu
beam has a wide momentum distribution (approximately a
Maxwell-Boltzmann distribution with the temperature of the
sample) and a large angular divergence ∝ cos θ measured
relative to the surface normal.

Aiming for a muonium gravity experiment [26] and in-
creased precision of Mu 1S-2S spectroscopy, the focus of
our research started with the development of a cryogenic
muonium source [27]. Using superfluid helium as muon-to-
muonium converter, we want to produce a low-emittance,
high-intensity atomic beam of muonium, which could ad-
vance laser spectroscopy of muonium and allow atomic
interferometry experiments for the direct observation of the
Mu gravitational interaction. The gravity experiment needs
a compact detection setup and reliable background-free Mu
detection methods that can ultimately be operated in a dilution
refrigerator. As an alternative solution, a gravity measure-
ment at higher temperatures may be possible using novel Mu
emitters in combination with collimators. To study the char-
acteristics of muonium emitters and test compact detection
designs that can be adapted to a cryogenic environment, we
developed various detection schemes and carried out measure-
ments using known and novel room temperature Mu sources
at the πE1 beamline of the Paul Scherrer Institute (PSI).

In Sec. II, a compact background-suppressed Mu detection
scheme is described which was used to characterize the dy-
namics of the emitted Mu atoms in vacuum. Our measurement
shows Mu emission into vacuum from zeolite samples. The
same setup was also used to quantify the impact of helium
(He) gas on the mobility of emitted Mu atoms, which puts
boundaries on the operational temperatures in our cryogenic
experiments (Sec. III). Furthermore, we carried out detailed
emission studies using positron track reconstruction along one
plane with MicroMegas tracker detectors [28], which allowed
us to extract the muon-to-vacuum-muonium conversion effi-
ciency for one aerogel target, discussed in Sec. IV.

II. BACKGROUND-FREE MUONIUM DETECTION

We developed a compact detection system based on track-
ing positrons (e+) from μ+ decay, and a coincident detection
of the low-energy atomic electrons left behind after Mu decay.
The sketch of the experimental setup is shown in Fig. 1.
Muons of pμ = 11–13 MeV/c momentum with a momentum
spread of about 8 % (full width at half maximum, FWHM)
from the πE1 beamline of PSI were guided to the experimen-
tal setup, where they first traversed a 55-μm-thick scintillator
foil (entrance detector) which was read out by a set of sili-
con photomultipliers (Si PMs). In this process the μ+ lost a
large fraction of their kinetic energy and suffered significant
scattering. Hence a passive copper collimator of 15 mm thick-
ness with an opening of 6 mm width and 10 mm height was
placed in front of the target area. The muons passing through
the collimator reached the porous muonium conversion target
with kinetic energies of few 100 keV about 10 ns after the
entrance signal, where they came to rest at different implan-
tation depths below the surface, depending on their initial
energy. Due to the distance between the entrance counter and
the target, the rate of stopped muons on the target φμ was

FIG. 1. Top view of the experimental setup for the detection of
Mu decay using scintillator bars and atomic electron detection. The
muons entered through the entrance detector indicated at the top
of the drawing. They formed Mu atoms in the target of which a
fraction were emitted into vacuum. Decays of Mu atoms in vacuum
were detected by coincidence of the decay e+ in the scintillator bars
(red arrow to the left) and atomic e− after electrostatic acceleration
(blue arrow to the right). The target was mounted on a PVC frame
(surrounding gray boxes) outside of the electrostatic cage to repel
ionization electrons

not known, preventing the extraction of absolute conversion
efficiencies ηMu. The stopped μ+ combined with electrons to
form Mu atoms which could diffuse in the porous targets. The
majority of Mu atoms decayed while diffusing through the
sample, while a fraction reached the surface and were emitted
into high vacuum, backwards relative to the muon beam, i.e.,
in the −z direction. The vacuum Mu atoms propagated with
a certain velocity distribution and passed in front of a scin-
tillator tracker system, which consisted of small scintillator
bars (3 × 4 × 25 mm3) read out by Si PMs. The scintillators
were arranged in two layers, next to the drift volume of the Mu
atoms (C1-C3) and 25 mm further away (F1-F3), and detected
the decay positrons from Mu (red arrow in Fig. 1). By requir-
ing coincidences between the close and far scintillator bars
(C and F) we defined three conical acceptance regions in the
drift volume for muon decays (as indicated for C2-F2 by the
transparent red cone in Fig. 1). The geometric acceptance for
an isotropic decay in the center of these regions was roughly
εgeo ≈ 4 × 10−3.

The events considered as muonium emission candidates
all started with an incoming muon triggering the entrance
detector, followed by a coincidence measured in one of the
scintillator pairs. The time difference between the entrance
signal and the coincidence signal in the scintillator bars (typi-
cally up to ≈8 μs) was used to determine the time it took for
the Mu atoms to reach the acceptance region of the scintillator
pairs. However, in addition to decays of vacuum muonium
in the acceptance region, the coincidence scintillators regis-
tered a big muon-correlated background, i.e., a background
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decreasing exponentially with the muon lifetime. To suppress
this background, we required a coincidence with detection
of the left-over atomic electron (e−, see corresponding arrow
in Fig. 1). A similar approach was already used for instance
in Ref. [12]. After dissociation of the Mu atom, the atomic
e− have energies of a few eV, distributed around a mean
energy of 13.5 eV [29]. To create a measurable signal, we
accelerated them towards a plastic scintillator plate with a
surface area of 20 × 20 mm2 and a thickness of 1 mm using
an electrostatic cage. Electron hits in the scintillator plate
were registered by a Hamamatsu (R7600U) photomultiplier
tube (PMT). The electrostatic cage consisted of wires in front
of the scintillator bars and a series of rectangularly shaped
electrode loops surrounding the drift volume. The voltage of
the wires in front of the scintillator bars was set to −8 kV and
the voltage of the electrode loops decreased linearly towards
ground on the side of the PMT. The cage was designed so as
to repel ionization electrons that may have been emitted from
the target with energies of several eV [30]. In the following,
the requirement of two scintillator bars triggering in coinci-
dence with the atomic electron detector after a signal in the
entrance detector will be referred to as the triple-coincidence
requirement. Note that, in superfluid helium, already small
electric fields prevent the formation of muonium atoms [31].
Therefore, the polarity and geometry of the cage need to be
adapted in cryogenic setups with superfluid helium converters
to avoid the penetration of the field lines into the superfluid
helium. Using the introduced setup, we investigated seven
different Mu conversion targets. Two of these were laser ab-
lated silica aerogel samples obtained by courtesy of Marshall
(TRIUMF) and coworkers. The 7-mm-thick slabs of aerogel
had average densities of 29 mg/cm3 and featured microscopic
vertical holes in the front surface. The holes were ablated
with a laser in a triangular grid pattern [24]. The holes of
the Aerogel-1 sample were 4–5 mm deep and had diameters
of 100–110 μm and a pitch of 150 μm. Aerogel-2 featured
holes with diameters of 175–240 μm, a pitch of 550 μm,
and an ablation depth of ≈1 mm. Two Mu emitters were
zeolite samples, which are composite materials of silicon,
oxygen, hydrogen, and aluminum featuring intrinsic microp-
orosity with pores of about 0.5 nm size. The used zeolites were
hierarchical zeolites which had been treated with alkaline to
induce mesopores with 5–10 nm size in the material. Zeolites
are known positronium (Ps) production targets [32,33] and
μSR studies [34,35] have already found that muonium atoms
form in the bulk material when irradiated with μ+, but to
our knowledge vacuum Mu emission has not been observed
yet. The two samples used in this experiment were produced
by Begona and coworkers at ETH Zurich and are referred to
as Zeolite-1 (HZ40-AT2) and Zeolite-2 (CBV712-B) in this
paper. They featured different nanoscopic structures, which
were a mordenite framework inverted (MFI) structure [36,37]
for Zeolite-1 and a faujasite (FAU) structure with cubic unit
cells for Zeolite-2 [37]. We tested some more exotic samples,
which were a carbon nanotube enforced silica aerogel, and
two different carbon nanotube targets (single-walled CNTs,
and CNT forests). No significant vacuum Mu emission was
observed from any of these three samples.

The measurements further described here were conducted
in two sets with similar beam conditions at pμ+ ≈ 11 MeV/c

momentum, which were separated by about eight days. In
the first set, the two zeolite samples were compared with
Aerogel-1. In the second set, Aerogel-1 and Aerogel-2 were
referenced to a PVC sample that was assumed not to produce
any vacuum Mu. Between the two sets the geometry was
changed: An additional detector pair (coincidence C3-F3) was
added to the setup and the target was moved closer to the scin-
tillator bars (−x direction) by 5 mm to optimize the tracking
conditions.

Figure 2 shows measured time distributions of the e+ coin-
cidences in the case of PVC (no Mu emission) and Aerogel-1,
with and without the additional coincidence constraint with
the atomic electron detector. The time on the horizontal axis
refers to the time difference between the μ+ triggering the en-
trance detector and the decay e+ being registered in the pair of
scintillator bars. The time distributions of the e+ coincidences
feature a dominant exponential background, decaying with the
lifetime of the muon. This background stems from decays of
μ+ stopping in front of the scintillator bars, and from scattered
decay e+ coming from the target. Vacuum Mu atoms which
were emitted from the target surface and pass by the sensitive
region of the e+ coincidence manifest as a bump on top
of the exponential background. Using the additional coinci-
dence with the accelerated atomic electron (triple-coincidence
requirement) we obtain muonium distributions which are
free of the muon-related background. Applying the triple-
coincidence requirement to the PVC measurement [Fig. 2(c)],
only a few background hits remain. Using these hits we can
define Pbg

e+e−coinc as the probability that a background hit in
an e+ coincidence is accompanied by a false muonium sig-
nal in the triple-coincidence distribution. It can be estimated
by normalizing the background hits in the triple-coincidence
distribution of PVC to the exponential background in the
corresponding e+ distribution. The resultant probabilities for
the consecutive coincidence layers along the beam axis are
given by

Pbg
e+e−coinc =

⎧⎨
⎩

(3.7 ± 1.8) × 10−3 (C1-F1)
(6.5 ± 3.2) × 10−3 (C2-F2)

(10.1 ± 4.1) × 10−3 (C3-F3).

Based on Monte Carlo simulations, we suspect that the
dominant source for the remaining background in the triple-
coincidence distributions are not muon decays in the target,
but muon decays occurring upstream in front of the collima-
tor. This is a possible explanation for the increasing trend
of Pbg

e+e−coinc with increasing distance from the target. In
Fig. 2(d), a few remaining entries of the exponential back-
ground can be seen in the first bins after t = 0. Similar
background characteristics were observed for all coincidences
of the aerogel measurements.

To study the dynamic properties of Mu emission we sim-
ulated the expected time distributions for Mu atoms emitted
from the target. To obtain these time distributions and detec-
tion efficiencies, Monte Carlo simulations of the e+ detector
acceptances were combined with simulations of the atomic
electron acceleration and simulations of the Mu atoms emitted
from the sample. The electric field in the cage needed for the
e− acceleration was simulated with a finite-element solver
in COMSOL Multiphysics® [38]. The trajectories of atomic
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FIG. 2. Time distributions of e+ signal in time coincidence normalized by the number of hits in the entrance detector. The given time
is relative to the muon entrance. (top) Time distributions without additional coincidence with the atomic e− for the coincidence C2-F2 of
(a) the PVC measurement and of (b) the Aerogel-1 measurement. Here, the orange (smooth) curves correspond to estimates of the exponential
background from μ+ decay (see text for more details). (bottom) Time distributions including the additional coincidence to the atomic e− for
the coincidence C2-F2 of (c) the PVC measurement and of (d) the Aerogel-1 measurement. The orange (smooth) curve in the distribution for
aerogel corresponds to the simulated time distribution for the Mu beam following a thermal, cos θ emission at 300 K.

electrons were then simulated by tracking them through the
fieldmap using GEANT4 [39] and G4BEAMLINE [40]. We as-
sumed the Mu atoms were emitted from the surface as a
thermal beam, with a Maxwell-Boltzmann velocity distribu-
tion at 300 K, and corresponding angular distribution of the
emission proportional to cos θd�, where θ is the angle of the
emission with respect to the target surface normal. In the sim-
ulations, the diffusion time of the Mu atoms inside the target
was neglected (	tDiff ≈ 0) compared with their time of flight
(TOF) between the target surface and their decay position, in
agreement with the observations. With this assumption, the
starting time of the muonium atoms coincides with the time
of the entrance signal, since the incoming muons only needed
about 10 ns to travel from the entrance detector to the target
sample.

The time distribution obtained from the simulations
is superimposed on the triple-coincidence distribution of
Aerogel-1 using an orange (smooth) curve in Fig. 2(d) with
a rescaled amplitude to best fit the data. The model is in
good agreement with the measurement. Within the time inter-
val [600 ns, 6500 ns] the reduced χ2 is χ2/nF ≈ 36.2/30 ≈
1.21. Here, the χ2 function in the limit of low counting

statistics is used following Ref. [41], which is given by

χ2 = 2
∑

i

N sim
i − Nexpt

i + Nexpt
i ln

Nexpt
i

N sim
i

, (1)

where N sim
i and Nexpt

i denote the numbers of entries in the ith
bin of the simulated and measured distributions, respectively.
For other time distributions of Aerogel-1 at similar beam
conditions we found reduced χ2 values between χ2/nF = 0.7
and χ2/nF = 2.6 (the lower interval limit has been adjusted
to 500, 600, and 1000 ns for the coincidences C1-F1, C2-F2,
and C3-F3, respectively, to cut away remaining background
counts at early times).

Further time distributions for Aerogel-1, Aerogel-2, and
Zeolite-1 are displayed in Fig. 3. In the distributions for
Aerogel-2 the peaks are wider and occurring at later times.
This indicates that the emission characteristics are different
from those of Aerogel-1 and of the thermal emission model.
Also the distributions for Zeolite-1 cannot be explained with
a simple thermal emission and feature a faster component
of muonium atoms that were not entirely thermalized. This
can be understood qualitatively by the fact that the measured
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FIG. 3. Time distributions of the triple coincidence (positron in both scintillator bars and atomic electron detected) for (a)–(c) C1-F1 and
(d)–(f) C2-F2. The measured data were obtained for (a), (d) Aerogel-1 of the second set, (b), (e) Aerogel-2, and (c), (f) Zeolite-1. The time is
given relative to an entrance hit. The orange (smooth) curve corresponds to the simulated time distribution for a Mu beam following a thermal
cos θ emission at 300 K, with rescaled amplitude to fit the data.

hierarchical zeolites entail both micropores and mesopores.
While in pores of 5 nm diameter Mu is expected and known
to thermalize to the sample temperature [21], for pores of
0.5 nm one needs to consider quantum-mechanical effects
since the de Broglie wavelength of muonium is of the same
order as the pore sizes. Therefore, the lowest energy at which
Mu can be emitted into vacuum is limited by the ground-state
energy of Mu in the pores. This behavior is well studied for
positronium which being approximately 100 times lighter al-
ready experiences this effect in mesoporous materials [42,43].
Furthermore, we observed that all time spectra with zeolite
samples feature a prominent prompt peak at 0 < t < 200 ns.
Note that this peak has not been observed in any of the time
spectra with aerogel samples. The peak might imply that
a fraction of the muonium atoms are formed from muons
backscattering at the surface of the zeolite sample while pick-
ing up an electron. The rate observed in the triple-coincidence
distributions can be used to compare the conversion efficien-
cies ηMu of the samples. As the number of muons stopping on
the sample per second φμ is not known precisely, we define
the relative yield

ξMu = ηMu

ηMu,0
, (2)

which relates the muon-to-vacuum-muonium conversion effi-
ciency (ηMu) of a given sample to that of a reference sample
(ηMu,0). Aerogel-1 featured the highest conversion efficiencies
and is used as the reference sample. To keep the impact of
different emission characteristics low, we only consider the
first coincidence layer (C1-F1), which is closest to the target
surface, to obtain ξMu. We define RMu

e+e− as the number of de-
tected triple coincidences normalized to the entrance counts.

It is obtained by integrating the measured triple-coincidence
distribution He+e− (t ) and subtracting the number of remaining
background counts following

RMu
e+e− =

∫ tmax

0
He+e− (t )dt − Pbg

e+e−coinc

∫ tmax

0
bge+ (t )dt, (3)

where tmax = 8500 ns was chosen as the upper integration
limit. For this, the exponential background in the e+ coin-
cidence is estimated based on the number of hits in a small
interval [0, t0] in the beginning of the time spectrum,

bge+ (t ) = e− t
τμ

∫ t0
0 He+ (t ′)dt ′
∫ t0

0 e− t ′
τμ dt ′

, (4)

where He+ (t ) is the measured time distribution of e+ coin-
cidences and it is assumed that the background is decaying
with the muon lifetime τμ = 2197 ns, as verified with the PVC
sample. For the three rows of coincidences we set t0 to 500,
750, or 1000 ns, respectively, such that, in the interval [0, t0],
the contribution of vacuum Mu decays is negligible. To correct
for different dynamical behavior of the samples the results for
RMu

e+e− are additionally multiplied by a lifetime factor such that
the relative yield for any sample is calculated with

ξMu = RMu
e+e−e

t̄
τμ

RMu,0
e+e−e

t̄0
τμ

, (5)

where t̄ corresponds to the mean of the time distribution
measured with the sample and RMu,0

e+e− and t̄0 indicate the values
for Aerogel-1. The ξMu obtained in this way are summarized in
Table I. The given uncertainties result from counting statistics.
The ξMu given for the zeolite samples correspond to an early
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TABLE I. Relative vacuum yields ξMu = ηMu/ηMu,0 for the var-
ious samples. The highest conversion efficiency ηMu,0 was achieved
with the Aerogel-1 sample, which is thus used as a reference.

Set A ξMu

Aerogel-1 small holes 1.0
Zeolite-1 HZ40-AT2 0.62 ± 0.11
Zeolite-2 CBV712-B 0.66 ± 0.12

Set B ξMu

Aerogel-1 small holes 1.0
Aerogel-2 large holes 0.85 ± 0.18

measurement, which resulted in the highest measured ξMu for
these samples. Evaluating the yields of a later measurement,
which was performed eight days after the first measurement, it
was found that the relative yields of the zeolite samples were
subject to a degrading effect and had dropped by up to ≈30 %
between the two measurements.

From a technical point of view, it is interesting to study the
detection efficiency of the atomic electron detector. The over-
all efficiency of the detection system for the atomic electron
εe− consists of two individual efficiencies,

εe− = εgeoεe−det., (6)

where εgeo is the geometric efficiency of an accelerated e−
to reach the detector in case a positron coincidence was
triggered, and εe−det. is the efficiency of the atomic electron
detector (consisting of plastic scintillator and PMT) to detect
the ≈6–8 keV electron. This overall efficiency can be assessed
by comparing the number of e+ coincidences triggered by Mu
decays with the number of triple coincidences triggered by
the same decays. To estimate the number of e+ coincidences
triggered by Mu decays, the μ+ background bge+ (t ) needs to
be subtracted from the e+ coincidences,

RMu
e+ =

∫ tmax

0
He+ (t )dt −

∫ tmax

0
bge+ (t )dt . (7)

The overall efficiency of the atomic electron detection system
can now be calculated for each coincidence pair via

εe− = RMu
e+e−

RMu
e+

. (8)

Table II presents the weighted means over several mea-
surements with aerogel targets. The systematic uncertainties
emerge from the subtraction of the exponential background

TABLE II. Measured and simulated efficiencies for the various
rows of e+ coincidence detectors. εe− is the overall efficiency of
the atomic electron detection system. εgeo is the efficiency of the
acceleration of atomic electrons towards the detector.

Measured εe− Simulated εgeo

C1-F1 0.32 ± 0.03stat ± 0.04sys 0.45 ± 0.04
C2-F2 0.34 ± 0.03stat ± 0.01sys 0.50 ± 0.02
C3-F3 0.33 ± 0.04stat ± 0.01sys 0.43 ± 0.02

and were estimated based on the amount of entries within the
interval [0, t0] of the triple-coincidence distributions.

By simulating the acceleration of the atomic electrons in
the electric cage we can determine εgeo—which takes into
account the coincident detection of a positron signal—and
then extract the detection efficiency of the atomic electron
detector εe−det.. The computed geometric efficiencies εgeo for
electron tracking are given in Table II. The given systematic
uncertainties on the εgeo account for the uncertain number of
positron coincidences following from early Mu decays, which
depends on the applied energy cuts, the specific muonium
emission model and the exact positioning of the detectors.
Using the efficiencies of each coincidence row and computing
the weighted mean, we find that the atomic electron detector
detects the atomic electrons accelerated to kinetic energies of
6–8 keV with an efficiency of

εe−det. = [71 ± 5(stat) ± 6(sys)] %. (9)

III. SCATTERING OF MUONIUM ATOMS IN HELIUM GAS

In a future muonium gravity experiment, residual helium
gas may be present as vapor due to the use of superfluid He
for Mu production [27]. Therefore, an estimate for the elastic-
scattering cross section of Mu atoms with residual He gas will
be needed in order to assess the risk of Mu atoms to scatter
during the time of the free-fall measurement. For this estima-
tion we used the same detection geometry described in Sec. II.
The measurement was performed by separating the vacuum
of the target volume from the vacuum of the beam line,
and applying He gas pressures of p1 = (8 ± 4) × 10−3 mbar,
p2 = (8 ± 4) × 10−2 mbar as opposed to the high-vacuum
values (p0 ≈ 1 × 10−6 mbar). The large uncertainties given
here are not standard deviations but systematic uncertainties
that reflect the accuracy of the absolute pressure determination
for the pressure gauges used. The Aerogel-1 target was used
for Mu production. Due to the He environment, the e+ coinci-
dences were used without the HV cage and atomic electron
detector, which could not be operated with the buffer gas
present.

We calculated cross sections for elastic Mu-He scattering
assuming a simple spherical van der Waals interaction poten-
tial of purely electrical origin. The ionization energy, reduced
mass, and polarizability of the muonium system are approxi-
mately the same as in the hydrogen system and therefore the
Mu-He potential is similar to the potential between atomic
H and He, which has been studied extensively [44–48]. In
the center-of-mass system (CMS), following Ref. [47], we
assumed the Mu-He potential to have a Lennard-Jones form,

V (r) = ε
[( rm

r

)12
− 2

( rm

r

)6]
, (10)

with ε = 6.66 × 10−4 eV indicating a particularly shallow
well and rm = 3.46 Å. Solving the radial Schrödinger equa-
tion for this potential, we expanded the total cross section in
CMS in partial waves using the expression

σtot = 4π

k

∑
l

σl (k), (11)
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FIG. 4. Validation of the van der Waals elastic scattering model with measured time distributions of Aerogel-1. (a) Time distributions for
three He gas densities simulated for coincidence C1-F1 using the scattering model (the arbitrary vertical scale was adjusted to agree with the
other panels). Comparison of measured time distributions for coincidence C1-F1 with simulated distributions for the model at number densities
(b) n0 ≈ 2 × 1010 cm−3, (c) n1 = (2 ± 1) × 1014 cm−3, and (d) n2 = (2 ± 1) × 1015 cm−3. The measured distributions were normalized to the
number of counts in the entrance detector. The measurement at n0 was used to fix the global normalization of the simulation. The simulation
results in panels (c) and (d) were not fit separately but simply scaled with this global normalization factor. The lines correspond to the central
values for n while the error bands account for the possible range given by the uncertainties of the absolute pressure determination.

where

σl (k) = (2l + 1) sin2 δl (k). (12)

Here, k is the wave number in CMS and δl is the scat-
tering phase shift for the lth partial wave. Likewise, the
differential cross sections were computed and transferred to
scattering rates in the laboratory system at the corresponding
temperature, which was done by averaging over the thermal
momentum distribution of the He atoms. Since this model
considers only two-body interactions it is valid for low gas
densities at which the rate of three-body interactions is negli-
gible.

In the simulations we assumed thermal Mu emission, as
described in Sec. II. The simulations were run with He
number densities n1 ≈ (2 ± 1) × 1014 cm−3, n2 ≈ (2 ± 1) ×
1015 cm−3, and n0 ≈ 2 × 1010 cm−3, roughly corresponding
to the measured pressures at 300 K. During the vacuum
measurement, the He pressure was low enough such that the
uncertainty of the pressure measurement does not make a
difference. Figure 4 shows time distributions for the coinci-
dence C1-F1. In Fig. 4(a), simulations for the three densities

are compared. For the measured time spectra in the other
panels we subtracted the exponential background which we
determined as discussed in Sec. II. The norm of the vacuum
simulation was fit to the vacuum measurement to extract a
global normalization factor which was then used to normalize
the simulations at number densities n1 and n2 (without further
fitting). The resulting curves are shown in Figs. 4(c)–(d),
where the error bands reflect the range given by the uncer-
tainties of the absolute pressure determination. Considering
the large statistical uncertainty of the measured points and the
additional uncertainty of the background subtraction, the com-
puted cross sections reproduce the measurement with better
than an order-of-magnitude level of accuracy. For a more pre-
cise test of the model, a dedicated high-statistics measurement
at well-controlled densities would be necessary.

Using the computed cross sections we can estimate the
maximally allowed density of residual helium in a gravity
measurement with muonium. To ensure that the fraction of
Mu atoms scattering on a length scale of about 100 mm
(corresponding to the prospected length of the muonium free
fall in the gravity experiment) is below ≈5 %, the helium
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FIG. 5. Experimental setup of the MicroMegas measurement.
The μ+ entered from the left and triggered the entrance detector
before reaching the target. Two MM detectors were mounted above
the vacuum cell in a telescope configuration. A Kapton window of
130 μm thickness was glued onto the vacuum cell. A scintillation
counter on top of the telescope was used to trigger the MM modules.
For more details see text.

number density needs to be reduced to around 1011 cm−3.
Hence, ignoring a possible 3He content, temperatures below
≈0.3 K are needed to ensure accordingly low He saturated
vapor pressures, as given by measurements and the Clausius-
Clapeyron equation (see, e.g., Ref. [49]).

IV. EMISSION STUDY WITH MICROMEGAS DETECTORS

In our second experimental setup, a pair of MicroMegas
(MM) tracking detectors [28] were used to study the muonium
emission characteristics of aerogel more precisely. Previously,
muonium emission measurements at TRIUMF [24,25] used
several layers of multiwire drift chambers to track the decay
positrons from muonium atoms. The MM modules we used
had an active region of 80 × 80 mm2 and were developed at
ETH Zurich for the NA64 Collaboration [50].

A sketch of the experimental setup is shown in Fig. 5.
The muons passed through a collimator and triggered the
entrance detector when entering the target cell. The aerogel
target surface had a distance of ≈28 mm from the entrance
detector, which enabled around 90 % of the muons exiting the
entrance counter to stop on the target. The target sample was
held in place by thin plastic parts (3D-printed acrylic) from the
bottom and the sides which had a minimal cross section seen
from the front, minimizing the number of muons stopping on
the holders to a negligible level. Target and collimator were
mounted inside an aluminum cell that had an internal width
and height of 70 and 40 mm, respectively. The windows on
the top and bottom of the cell were Kapton foils of 130 μm
thickness that were glued onto the cell. The dimensions of

the cell were chosen in a way that the number of μ+ that
stopped on the walls or windows in front of the target were
negligible compared with the number of Mu decays in that
region. Two MM modules mounted above the target cell
were used as a telescope to track e+ produced by μ+ and
Mu decays inside the target cell. A large scintillator on top
of the setup was used together with the entrance detector
to trigger the MM detectors. The MM detectors were only
triggered if the top scintillator received a hit in the time
window [1000, 2000] ns after the entrance detector. In that
way, we selected events in which muonium atoms had enough
time to form, leave the sample, and travel a few millimeters
in vacuum before decaying. The data-acquisition system of
the MM detectors could record signals only within a limited
time window of 675 ns around the trigger, and was limited
to a trigger rate of 1 kHz. Due to these limitations in the
data readout, the combined trigger requiring a signal in the
top scintillator within [1000, 2000] ns after a signal in the
entrance counter was needed in order to separate Mu de-
cays in front of the target from μ+ decays on the target
surface.

The MM telescope allowed us to produce an image of
decays projected to the central plane of the target cell.
To restrict the perspectival discrepancy between projected
and actual decay position to less than 2 mm for decays in
front of the target, we considered only tracks within 10◦ of
the vertical. The projected hit map of decays is shown in
Fig. 6(a) with a logarithmic color scale. The large hit ac-
cumulation on the right corresponds to decays of stopped
μ+ and Mu on the target surface, while the left accumu-
lation corresponds to μ+ decays in the entrance detector.
Left of the target peak, the cloud of Mu decays in vacuum
is visible.

We again used Monte Carlo simulations to study the emis-
sion characteristics of the aerogel sample. For the background
simulations we considered μ+ decaying at the target surface
and the entrance detector as well as μ+ that missed the target
and stopped on the walls or the windows. In the simulations,
the thickness of the PCB in the MM modules was adjusted,
such that the width of the simulated peaks matched the mea-
surement. For unknown reasons, the PCB in the simulation
needed to be thinner by roughly a factor of two than those
actually mounted in the MM detectors, which were around
3.4 mm thick. Figure 6(b) shows a projection of the measured
data onto the z axis (black binned data). The dashed, blue line
between the peaks shows the distribution obtained from the
normalized background simulations. The error band around
the dashed line indicates the systematic uncertainty of the
background level in this region, which was estimated conser-
vatively based on the discrepancies between the background
simulation and the measurement on the right side of the target
peak.

An excess of the measured data over the background simu-
lation between the two peaks indicates the cloud of Mu atoms
decaying in front of the target. Using the integral of the excess
we can estimate a model-independent vacuum yield for the
emission of muonium from the aerogel sample. For this, we
subtract the integrals of the simulated background distribu-
tion Nbg from the experimental distribution Nexpt to obtain
the number of detected muonium decays within an interval
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(a)

(b)

FIG. 6. Distribution of μ+ and Mu decays projected to the cen-
tral plane of the vacuum cell. e+ tracks with angles of less than 10◦

to the vertical are considered and extrapolated towards the central
plane. (a) Projected two-dimensional map of μ+ and Mu decays.
The two accumulations of hits correspond to decays in the entrance
detector and the target surface. (b) Projection of all decays within
−10 � x � 10 mm. The histogram corresponds to the measured data
while the smooth, orange curve corresponds to combined simulations
of background and Mu emission at 300 K. The dashed, blue line cor-
responds to the background simulation (without vacuum Mu signal).
The error band around the dashed line accounts for the systematic
uncertainty of the background simulation, which was estimated by
using the discrepancy between measured and simulated distribution
on the right side of the target peak.

z ∈ [−12, 4] mm,

NMu decays
[−12, 4] =

∫ 4

−12
[Nexpt(z) − Nbg(z)]dz, (13)

where the interval was chosen such that the entries within
the interval are dominated by muonium decays. Normaliz-
ing this number to the total number of decays on the target
and in the cloud we obtain the vacuum yield for Aerogel-1
emitting Mu into z ∈ [−12, 4] mm within the time window
t ∈ [1000, 2000] ns:

yield[−12,4] = NMu decays
[−12,4]

NMu decays
[−12,4] + Ntarget

, (14)

where Ntarget is the integral of the background distribution of
simulated muon decays on the target. With this procedure we
obtain

yield[−12,4] = [
4.57 ± 0.07(stat)+0.63

−0.39(sys)
]

%, (15)

where the uncertainty is dominated by the systematic uncer-
tainty which we assigned to the background level between the
two peaks [indicated by the error band around the dashed line
in Fig. 6(b)].

In addition to the model-independent approach we per-
formed simulations of the Mu cloud assuming Mu emission at
various temperatures and angular distributions. Fitting the am-
plitude of the obtained distributions we can determine which
emission model fits best. The orange (smooth) graph in Fig. 6
corresponds to the best-fit result, which yields a reduced χ2

of χ2/ndf ≈ 44/29 in the fit range [−12, 4] mm. For this fit,
emission of thermal Mu at 300 K with a cos θ distribution
was assumed and the diffusion time of the Mu atoms in-
side the sample was neglected. Additionally, fits for emission
models with other temperatures were performed. For higher
temperatures, fits could be obtained by assuming nonzero
diffusion times, which demonstrates correlation between the
emission temperature and the diffusion time. It turned out
that an increase in the diffusion time of about 200 ns was
needed to compensate for a temperature increase of 100 K.
Figure 7 shows fitted distributions for various temperatures
with an additional constant diffusion time of 	tDiff = 200 ns.
The reduced χ2 values for the best fits at the corresponding
temperatures are summarized in Table III. Above 400 K, the
fit quality was found to decrease drastically, which implies
that Mu atoms were emitted with roughly thermal energies
and after short diffusion times of maximally a few 100 ns. To
determine the diffusion time in the sample and the temperature
quantitatively, it is necessary to vary the time window of the
measurement. This could not be done during this study due to
the limited runtime and the constraints of the MM DAQ. Since
the measurement was performed using a hardware trigger, it
was also not possible to vary the timing after the measure-
ment. For future measurements of this kind a variation of the
time window is certainly needed. In general, the best fits were
found for models with emission following a cos θ angular
distribution.

From the fit of the simulated distributions to the data, it is
possible to extract a model-dependent conversion efficiency
for the sample, which we obtain as

ηMu = Nvacuum
Mu, 0

Nvacuum
Mu, 0 + N target

μ, 0

, (16)

where Nvacuum
Mu, 0 is the absolute number of Mu atoms emitted

into vacuum from the sample and N target
μ, 0 is the number of

stopped muons remaining on the target. Both numbers can
be extracted from the simulations normalized according to
the fit result. The conversion efficiency obtained in this way
depends on the applied fit range. While the lower limit of the
fit was fixed to z = −12 mm, which is where the Mu signal
becomes negligible compared with the tail of decays from
the entrance detector, the upper limit for the fit was varied
to study the impact on the conversion efficiency. Figure 8
shows the dependence of the obtained conversion efficiencies
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FIG. 7. Fits of emission models with different temperatures to the data measured with the MicroMegas detectors. (a) Models without any
diffusion time in the sample, i.e., 	tDiff = 0. (b) Same models but with a constant diffusion time of 	tDiff = 200 ns added to the time of travel
of the Mu atoms. The given χ 2 values correspond to the fits within [−12, 4] mm, with ndf = 29 degrees of freedom.

on the upper limit of the fit for the model with 300 K and
no diffusion time and the model with 400 K and a constant
diffusion time of 200 ns. The latter model is accompanied by
slightly lower conversion efficiencies due to the losses during
the time of the diffusion. To extract the conversion efficiency,
the fit interval [−12, 4] mm was chosen as a benchmark,
which contains the region in which the Mu distribution is
dominant. The uncertainty due to the choice of the integra-
tion limit is taken into account as a systematic uncertainty
which is estimated with the range of conversion efficiencies
between the fit ranges [−12, 4] and [−12, −3] mm (smaller
fit ranges cut away most of the Mu distribution). Another
systematic uncertainty is given by the discrepancy between
the background simulation and the measurement which was
discussed above and is indicated by the error band in Fig. 6.
The conversion efficiencies obtained in this way for mod-
els with various temperatures are summarized in Table III.
Assuming the muonium emission model with the best fit
to the data (thermal emission at T = 300 K, zero diffusion
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FIG. 8. Dependence of model-dependent conversion efficiencies
on the upper limit of the fit range. The lower limit is fixed at z =
−12 mm. The two models with the best fits are compared. The error
bars contain the statistical uncertainty only.

time, cos θ emission), we extracted an absolute conversion
efficiency of [7.23 ± 0.05(stat)+1.06

−0.76(sys)] % for the aerogel
sample used. The latest publication of measurements at TRI-
UMF [25] reports conversion efficiencies of about 1%–2%
for comparable laser-ablated aerogels with similar hole ar-
rangements. Their best conversion efficiencies, achieved with
a sample with larger holes, was reported as 3.05(3)%. In
comparison, the higher conversion efficiencies reported here
(in Table III) benefit from the narrower stopping distribution
of muons in the sample due to the low muon momentum of
around p ≈ 12.5 MeV/c (momentum spread ≈8 % FWHM).

V. SUMMARY AND CONCLUSION

We developed two compact detection systems to character-
ize the propagation of Mu atoms in vacuum and compared
various known and novel vacuum muonium emitters. The
emission of Mu atoms from state-of-the-art laser-ablated aero-
gel samples was found to be in agreement with roughly
thermal emission and the expected cos θ angular distribu-
tion. These samples reached the highest muon-to-vacuum
muonium conversion efficiencies in our studies. Zeolites that
were previously optimized for positronium conversion were
found to emit Mu atoms into vacuum as well, with somewhat
nonthermal energy distributions. These samples provided a
relative vacuum Mu yield of 66 ± 12 % with reference to the
highest-yield aerogel sample, but their performance was not
stable over time.

For the first time we used a pair of MicroMegas de-
tectors to study emission of muonium into vacuum. This
preliminary experiment allowed us to extract an absolute
muon-to-vacuum-muonium conversion efficiency of [7.23 ±
0.05(stat)+1.06

−0.76(sys)] % for an aerogel sample using a thermal
model for muonium emission and, more in general, served as
a testing ground for future muonium experiments. Based on
this experience, the MicroMegas telescope and the developed
analysis tools have been integrated into the setup which is
presently aiming at the measurement of the 1S-2S transition
of Mu [9] to monitor Mu production.
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TABLE III. Reduced χ 2 and model-dependent conversion efficiencies ηMu of Aerogel-1 for Mu emission models with various temperatures.
The conversion efficiencies were obtained by fitting the simulated Mu distributions (assuming thermal Mu emission at T = 300 K with a cos θ

distribution) to the data measured with MicroMegas detectors. The beam momentum in the measurement was at p ≈ 12.5 MeV/c.

Temperature [K] Diffusion time [ns] χ 2/ndf ηMu [%]

300 0 44/29 7.23 ± 0.05(stat)+1.06
−0.76(sys)

400 200 49/29 6.72 ± 0.05(stat)+1.06
−0.76(sys)

500 400 184/29 6.38 ± 0.05(stat)+1.58
−1.29(sys)

We developed detailed Monte Carlo simulations to com-
pare the measured data with thermal emission models. To be
able to describe the scattering of Mu atoms in residual He
gas in a future cryogenic gravity measurement we calculated
elastic Mu-He scattering cross sections based on a simple
Lennard-Jones model. The theoretical cross sections were
consistent with our measurements of Mu emission, where
different amounts of He gas were introduced in the vacuum
chamber. This measurement placed an upper bound of 0.3 K
to the maximum temperature allowable for supporting a grav-
ity measurement with muonium produced from a superfluid
helium source.
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