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Observation of quantum capture in an ion-molecule reaction
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Vogt and Wannier [Phys. Rev. 95, 1190 (1954)] predicted that the capture rate of a polarizable neutral atom
or molecule by an ion should increase by a factor of 2 compared to the classical Langevin rate as the collision
energy approaches zero. This prediction has not been verified experimentally. The H+

2 + H2 reaction is ideally
suited to observe this effect because the small reduced mass makes quantum effects related to s-wave scattering
observable at higher collision energies than in other systems. Moreover, the reaction rate for this barrierless,
strongly exothermic reaction follows the classical Langevin capture model down to cold-collision conditions
(about kB × 1 K) and is not affected by short-range interactions. Below this temperature, a strong enhancement
of the reaction rate resulting from charge–quadrupole interaction between H+

2 and ground-state ortho H2 (J = 1)
was observed. Here we present an experimental study of the reaction of H+

2 and para H2 (J = 0), which has
no dipole and no quadrupole moments, at collision energies below kB × 1 K. We observe an enhancement at
the lowest collision energies which is attributed to the quantum enhancement predicted by Vogt and Wannier.
Measurements of the reaction of HD+ with HD support this conclusion.

DOI: 10.1103/PhysRevA.106.052806

I. INTRODUCTION

The dynamics of chemical reactions at very low collision
energies are governed by quantum effects arising from the
quantization of angular momentum [1]. In the ultracold col-
lision regime, centrifugal barriers in the interaction potentials
prevent reactive collisions with neutral reactants except for
s-wave scattering [2,3]. Measurements of the rate constants
for ultracold collisions between neutral molecules revealed
the importance of the quantum statistics of the collision part-
ners [4] and the conservation of nuclear-spin symmetry in
chemical reactions [5,6]. For reactions between charged and
neutral particles (without dipole or higher-order moments),
the centrifugal barriers are lowered by the long-range −1/R4

behavior of the interaction potential. Consequently, it is ex-
perimentally very challenging to reach the ultracold collision
regime for such reactions, i.e., collision energies below the
centrifugal barrier for p-wave scattering:

E∗
p =

(
4πε0 h̄2

e2

)2
1

2αμ2
. (1)

Here, α is the polarizability of the neutral molecule, e the
elementary charge, ε0 the permittivity of vacuum, and μ

the reduced mass of the collision system. Quantum theory
predicts an increase of the capture rate constant by a factor
of exactly 2 at the lowest collision energies compared to
the energy-independent classical prediction by the Langevin
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capture model [7–12]:

kL =
√

αe2

4ε2
0μ

. (2)

This purely quantum-mechanical enhancement of a collision
rate at very low temperatures is related to the effect of
shadow scattering in elastic collisions [13,14], but has not yet
been observed in a chemical reaction despite its theoretical
prediction more than 65 years ago. This factor-of-2 enhance-
ment is predicted when the effects of short-range potentials
and interactions are disregarded and its validity is frequently
questioned based on the argument initially formulated by
Case [15], and refuted by Vogt and Wannier [7], that the
attractive potentials are always terminated by a repulsive wall.
For a barrier-free strongly exothermic Langevin-type reaction
such as the H2 + H+

2 → H+
3 + H reaction, the entire reaction

flux is absorbed by the reaction [12,16–19], there is effectively
no repulsive wall, and the effects of short-range interactions
are negligible. The H2 + H+

2 reaction is therefore an ideal
system to test the predictions of Vogt and Wannier.

Because of the scaling of E∗
p with the reduced mass as μ−2,

the quantum regime is generally reached at higher collision
energies for lighter particles, as demonstrated in pioneering
experimental studies of low-energy electron attachment to
SF6 [20–22]. In capture processes and chemical reactions
involving atoms and molecules, the reduced masses are at
least three orders of magnitude larger than for electron attach-
ment. The s-wave-scattering limit is thus much harder to reach
experimentally for such reactions [23]. Earlier experimental
works combined laser-cooled ions and atoms in hybrid-trap
setups [24–28] or laser-cooled atoms and gases of molecular
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ions [29–32]. Only recently have such approaches become
sensitive to contributions from individual partial waves in
inelastic ion-atom collisions [33,34], but the factor-of-2 en-
hancement of ion-molecule-reaction rate coefficients has not
yet been observed.

In the H2 + H+
2 reaction, the transition to the ultra-

cold collision regime, dominated by quantum capture in
s-wave scattering, takes place at collision energies around
kB × 1 mK [10,12]. We have already studied this reaction in a
merged–supersonic-beam setup at very low collision energies
by replacing the ionic reaction partner by a hydrogen molecule
in a highly excited Rydberg state [19]. The Rydberg electron
orbits around the ion core at large distances and effectively
shields the reaction from the detrimental heating effects of
stray electric fields without influencing it at all [35–37], in
accord with the independent-particle model of Rydberg-atom
collisions [38,39]. In previous studies of the H2 + H+

2 reac-
tion, we have observed an enhancement of the reaction rate at
very low collision energies, resulting from the effects of the
charge–quadrupole interaction between H+

2 and rotationally
excited H2 (J = 1) [12,40] as well as the effects of deuteration
on the reaction dynamics [41,42].

Here, we present the results of two distinct approaches to
prepare the neutral molecules exclusively in the J = 0 ground
rotational level, which does not have an electric quadrupole
moment. The contribution from charge-quadrupole interac-
tions is therefore suppressed, making it easier to detect the
quantum enhancement of the rate constant. The first approach
was to use a supersonic expansion of para H2, in which
most of the population is in the J = 0 level. The second
approach consisted in measuring the rates of the reactions
between HD+ and HD forming H2D+ and HD+

2 . HD is a
heteronuclear diatomic molecule. Consequently, no restric-
tions from the nuclear-spin symmetry prevent the complete
cooling to the J = 0 ground rotational state in a supersonic
expansion. Moreover, the permanent dipole moment of HD
(8.36 × 10−4 D [43]), which originates from a (very weak)
breakdown of the Born-Oppenheimer approximation, is too
small to cause an enhancement of the reaction rates through
the charge-dipole interaction, as demonstrated in Appendix A.

II. EXPERIMENTAL SETUP AND MEASUREMENT
PROCEDURE

The experimental procedure and the experimental setup
used to measure the collision-energy dependence of the cap-
ture rates of the reactions between H+

2 and H2 and HD+

and HD are identical to those described in detail in previous
work [19,41,42]. Only the main aspects of the measurements
are summarized here. Two pulsed supersonic beams of ei-
ther H2 or HD are produced at a repetition rate of 25 Hz
by cryogenic pulsed valves forming about 20-μs-long gas
pulses, which initially propagate along axes deviating by 10º.
The molecules in one beam are excited to low-field-seeking
Rydberg-Stark states with the ion core in its X + 2�+

g (v+ =
0, N+ = 0) rovibronic ground state (GS) and principal quan-
tum number n = 27 using a triply resonant three-photon
excitation [44]. A curved surface-electrode Rydberg-Stark de-
celerator and deflector [45] is then used to merge the beam
of Rydberg (Ry) molecules with the beam of GS molecules

and to adjust the relative mean velocities vrel = vRy − vGS of
the two beams. The merged beams enter a time-of-flight mass
spectrometer in a Wiley-McLaren-like configuration and the
reaction product ions are detected by applying two precisely
timed electric-field pulses across the reaction volume. A first
pulse removes all ions from the detection region and defines
the start of the reaction-observation window. When the sam-
ple of Rydberg molecules reaches the center of the reaction
region, a second electric-field pulse is applied to extract the
product ions in a direction perpendicular to the merged-beams
propagation axis toward a microchannel-plate detector, where
they are detected mass selectively. This two-pulse technique
enables us to precisely select the velocity of the neutral reac-
tant and is crucial to reach a high collision-energy resolution.
The ion signals are typically averaged over 250 experimental
cycles and digitized by a fast oscilloscope. We measure, and
correct for, background signals by delaying the opening of the
GS beam valve until after the product-ion extraction pulse in
every second experimental cycle.

The reaction yield is proportional to the rate coefficient but
also to the overlap integral of the spatially inhomogeneous
density distributions of GS and Rydberg molecules. To ac-
count for experimental variations of the latter, we monitor
the relative intensity of the GS and Rydberg-molecule beams
by fast ionization gauges and pulsed electric-field ionization,
respectively, and model the overlap integral by numerical
particle-trajectory simulations, as described earlier [42,46].
The collision energy is controlled by changing the velocity
of the beam of Rydberg molecules using optimized electric-
potential waveforms applied to the Rydberg-Stark decelerator
and deflector [42]. To exclude systematic errors in the ex-
traction of the rate coefficients from the experimental raw
data, we repeat the experiments with different center-of-mass
velocities and reversed direction of the relative velocity [19].

Samples of para H2 were generated by low-temperature
conversion of a natural H2 sample using hydrous ferric oxide
granules as a catalyst, following the method described in
Ref. [47]. A volume of 10 ml of the unsupported catalyst
was prepared. The conversion was carried out after cooling
the catalyst to 20 K in a copper tube using liquid He. The
ortho-to-para concentration ratio in the jet-cooled samples
was determined in situ by measuring the intensities of the R(0)
and R(1) lines of the B 1�+

u (v = 3)–X 1�+
g (v = 0) transition

by laser-induced-fluorescence (LIF) spectroscopy and com-
paring them with the intensities recorded in a natural sample
of H2 in a separate measurement under otherwise identical
conditions. The intensities of the R(0) and R(1) lines are
directly proportional to the populations in the J = 0 and J = 1
rotational levels and thus to the concentration of para and
ortho H2 in the gas samples, respectively. The procedure is
illustrated in Fig. 1. The LIF spectrum of a jet-cooled sample
of natural H2 in Fig 1(b) is compared to the spectra of the
two para-enriched samples of H2 used in the measurements
[Figs. 1(c) and 1(d)]. In none of these spectra could transitions
from X-state rotational levels with J � 2 be detected. The use
of the natural H2 sample as reference enabled the direct deter-
mination of the para-H2 content of the para-enriched samples
by comparing the intensity ratios I[R(1)]/I[R(0)] in all three
spectra and exploiting the fact that the I[R(1)]/I[R(0)] ratio
of the natural sample corresponds to a 25%:75% para:ortho
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FIG. 1. (a) Schematic energy-level diagram showing the R(0)
and R(1) transitions of the B 1�+

u (v = 3)–X 1�+
g (v = 0) band of

H2 used to determine the relative concentration of para and ortho
H2 in the enriched para-H2 samples by LIF spectroscopy. (b) LIF
spectrum of a jet-cooled natural sample of H2. (c), (d) LIF spectra of
the para-enriched H2 samples with para:ortho contents of 59%:41%
and 80%:20%, respectively, used for the measurements. See text for
details.

concentration ratio. In this way, the samples used to record
the spectra displayed in Figs. 1(c) and 1(d) were determined
to have para:ortho contents of 59%:41% and 80%:20%, re-
spectively, with uncertainties of about 1%.

The HD sample was taken from a commercial lecture
bottle with a specified 97% isotopic purity (volume %). By
combining the results of high-resolution room-temperature
Raman spectra and in situ LIF spectroscopy of the B(v =
4)–X (v = 0) band of HD and D2 (see Appendix B), the

following composition of the gas sample in the supersonic ex-
pansion of HD in the reaction zone was determined: HD(J =
0): 86.9%, HD(J = 1): 3.7%, HD(J = 2): 0.9%, H2(J = 0):
1.1%, H2(J = 1): 3.2%, D2(J = 0): 2.8%, and D2(J = 1):
1.4% (uncertainties in the order of 1%, see Appendix B).

III. RESULTS

The results of the measurements of the collision-energy-
dependent relative rate coefficients of the H+

2 + H2 and HD+

+ HD reactions are depicted in Fig. 2. Figures 2(a)–2(c)
present the data obtained for the reaction involving ground-
state H+

2 molecules (v+ = 0, N+ = 0) and three different
samples of H2 molecules. Figure 2(d) shows the data obtained
for the reaction between HD+ and HD. The gray data points
represent the results of individual measurements of the rela-
tive ion-product yields obtained as a function of the nominal
collision energy Ecoll = μv2

rel/2, and the vertical error bars
correspond to their standard deviations. The mean velocities
of both beams are determined very accurately, as explained in
Sec. II, and the horizontal error bars are smaller than the size
of the data points. The black data points are weighted averages
of the data points located in the collision-energy intervals
separated by the dashed vertical lines in the figure. The widths
of these intervals were chosen so as to have similar numbers
of data points per interval. The black vertical error bars result
from a bootstrapping statistical analysis.

All data sets reveal an increase of the relative rate coef-
ficients as the collision energy decreases below ≈ kB × 1 K.
The amplitude of the rise is smallest (about 4.5%) for the HD+

+ HD reaction [Fig. 2(d)] and largest for the H+
2 + H2 reaction

measured with the natural H2 sample [(26.8 ± 1.2)%]. The
enhancements of the reaction rates at low collision energies
measured for the H+

2 + H2 reaction with the three differ-
ent neutral H2 samples, determined as averages of the data
points obtained at the lowest collision energies, are listed in
the bottom row of Table I. They increase with increasing

FIG. 2. Collision-energy-dependent relative rate coefficients, normalized to the value of kL at the highest collision energies, of the H+
2

+ H2 [(a)–(c)] and HD+ + HD [(d)] reactions. The gray and black data points correspond to individual measurements and their averages
over the collision-energy ranges separated by the vertical dashed gray lines, respectively. (a)–(c) H+

2 + H2 reaction measured with samples
of (a) natural H2 [25% para H2(J = 0) and 75% ortho H2(J = 1)] and para-enriched H2 samples with compositions of (b) 59(1)% para
H2(J = 0) and 41(1)% ortho H2(J = 1), and (c) 80(1)% para H2(J = 0) and 20(1)% ortho H2(J = 1). (d) HD+ + HD reaction measured with
a sample of HD containing 4.25% (volume %) of each H2 and D2. In (a)–(c), the areas shaded in red and blue correspond to the contributions
from ortho H2(J = 1) and para H2(J = 0), respectively, calculated with the theoretical values of the rate coefficients reported in Ref. [12]. In
d), the areas shaded in blue, red, green, and orange correspond to the contributions of HD(J = 0), HD(J = 1), H2, and D2, respectively, also
calculated with the rate coefficients reported in Ref. [12]. See text for details.
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TABLE I. Relative enhancement of the reaction rates compared
to kL at low-collision energies in the reaction between H+

2 and H2

using H2 samples of different mole fractions xJ=1 of ortho-H2(J = 1)
molecules. The sample labels (a)–(c) refer to the experimental data in
the respective panels of Fig. 2. The given uncertainties are statistical
errors of the mean (1σ ).

Sample (a) (b) (c)
xJ=1 0.75 0.410(20) 0.200(20)

H2 (J = 1) 27.47% (15.02 ± 0.72)% (7.33 ± 0.72)%
H2 (J = 0) 0.63% (1.48 ∓ 0.05)% (2.01 ∓ 0.05)%
Total (sim.) 28.10% (16.50 ± 0.67)% (9.34 ± 0.67)%
Total (exp.) (26.8 ± 1.2)% (16.4 ± 1.3)% (9.4 ± 0.6)%

mole fraction xJ=1 of ortho H2 in the samples, which reflects
the dominant contribution to the rate enhancements at low
collision energies from the charge–quadrupole interaction. A
similar effect was reported by Pawlak et al. [48] in the reaction
of H2 with metastable He atoms. A linear regression of the ob-
served rate enhancements versus xJ=1 yields an enhancement
by para H2 of 3.1(1.0) %, which is a strong indication for the
enhancement of the reaction rate constant by quantum capture.

In the following, the data are analyzed more quantitatively
using the energy-dependent rate coefficients reported for these
reactions by Dashevskaya et al. [12], extended beyond 3 K
with rate coefficients calculated as explained in Ref. [49].
These rate coefficients are plotted as black lines in Figs. 3(b)
and 3(d) for collisions of H+

2 with H2(J = 1) and H2(J = 0),
respectively. First, the rate coefficients are converted into
functions of the relative velocity of the Rydberg and GS
molecules in the merged beam [ f (vrel )], shown as black lines
in Figs. 3(a) and 3(c). They are then convoluted with the
distribution of relative longitudinal velocities in the merged
beam, which is given by the longitudinal velocity distribution
of the Rydberg H2 molecules at the end of the Rydberg-Stark
deflector. This distribution is modeled by a Gaussian function
and plotted as blue line [g(vrel )] in Figs. 3(a) and 3(c). The
convolution f ∗ g(vrel ) of the two distributions is drawn as
a dashed red line in Figs. 3(a) and 3(c) and expressed as a
function of collision energy in Figs. 3(b) and 3(d). For the
comparison with the experimental data for H2, the modeled
theoretical contributions must be scaled by the mole fraction
of the H2(J = 1) and H2(J = 0) molecules in the respective
samples, as determined from the LIF-spectroscopic measure-
ments discussed above and given in Table I. For each panel
of Fig. 2, a single scaling factor is determined to match the
experimental data to the calculated ones at collisions ener-
gies above ∼1 K by minimizing the mean squared weighted
deviations. The uncertainty resulting from this procedure is
included in the experimental uncertainties given in Table I.
The resulting scaled energy-dependent rate coefficients are
indicated by areas shaded in red and blue, respectively, in
Figs. 2(a)–2(c) and the contributions to the enhancement of
the rate coefficients at the lowest collision energies are listed
in Table I. The only free parameter of the simulation is the
spread of velocities in the beam of Rydberg molecules, which
is identical for all H2 samples and was mass scaled for the HD
data.

FIG. 3. Collision-energy-dependent rate constants obtained at fi-
nite collision-energy resolution from the theoretical reaction rate
constants. (a), (c) Theoretical rate constants f (vrel ) from Ref. [12]
(black lines and left-hand-side scale), distributions g(vrel ) of relative
velocities (blue lines and right-hand-side scale), and convolution
( f * g) of these rate constants with the distribution of relative veloc-
ities (red dashed lines, left scale) for the reactions H+

2 + H2(J = 1)
and H+

2 + H2(J = 0), respectively. (b), (d) Theoretical rate constants
from Ref. [12] (black lines) and their convolution (red dashed lines)
displayed as a function of the collision energy on a logarithmic scale
for the reactions H+

2 + H2(J = 1) and H+
2 + H2(J = 0), respectively.

For the measurements carried out with the natural H2 sam-
ple [Fig. 2(a)], the calculated contributions of the H2(J = 1)
molecules (which include the effects of the charge-quadrupole
interaction and of quantum capture) reproduce the experi-
mental data within their uncertainties. For the measurements
carried out with the para-enriched samples, the calculated
scaled contributions of para-H2(J = 0) molecules [blue areas
in Figs. 2(b) and 2(c)], which stem exclusively from quantum
capture, are necessary to bring experimental and theoreti-
cal values into agreement. The effect of quantum capture is
weakly detectable in Fig. 2(b) but several times larger than the
experimental error bars for the sample consisting of 20% or-
tho H2 and 80% para H2 [Fig. 2(c)], which confirms the result
of our initial linear-regression analysis of only the experi-
mental measurements given above. This effect represents an
observation of quantum capture in ion–molecule reactions and
is a significant milestone in low-temperature ion–molecule
chemistry.

A similar procedure was followed to analyze the data ob-
tained for the HD+ + HD reaction presented in Fig. 2(d).
The experimental data were obtained by summing the H2D+
and HD+

2 product-ion signals from the two competing reac-
tion channels. In the analysis, it is necessary to include the
contributions from HD molecules in the J = 0 − 2 rotational
levels as well as those from the H2 and D2 impurities in the
HD sample. The contributions highlighted by the areas shaded
in different colors in Fig. 2(d) correspond to the H+

3 and
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H2D+ products generated by the quantum capture involving
HD(J = 0) (blue), the reactions of HD(J > 0) molecules
which have a quadrupole moment (red), and the reactions
involving the impurity molecules H2 (green) and D2 (orange),
taking into account in each case the contributions from J = 0
and J = 1 states.

Comparing the overall calculated collision-energy-
dependent relative rate coefficients with the experimental
data in Fig. 2(d) indicates that the effects of the quantum
capture in the reaction of HD+ with HD(J = 0) also need to
be included to reproduce the experimental results, providing
independent support for the reaction-rate enhancement from
quantum capture at low collision energies.

IV. CONCLUSIONS

The detection of quantum Langevin capture as first pre-
dicted by Vogt and Wannier [7] reported in this paper was
made possible by (i) the choice of reaction systems in which
short-range interactions do not affect the rate coefficients,
(ii) our ability to reach the collision-energy regime below
kB × 1 K for ion-molecule reactions at improved energy res-
olution, down to about kB × 260 mK, and (iii) our ability to
measure the relative reaction rates with a precision better than
1%.

The predicted enhancement is a factor of 2 at collision
energies below 1 mK [12]. Because of our limited collision-
energy resolution, we observed an enhancement of product
yields of only a few percent, but over a much broader
collision-energy range. To use an analogy from spectroscopy,
it is as if we observed a very narrow spectral line with a
laser having a more than 10 times broader bandwidth: The
amplitude of the line is reduced but its integrated intensity
is preserved. This effect is nicely seen in Figs. 2(c) and 2(d),
where the observed enhancement extends over the entire range
from 0 to 300 mK (see blue areas) and is thus statistically sig-
nificant and compatible with the factor-of-two enhancement
predicted theoretically [7,11,12].
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APPENDIX A: CALCULATION OF THE CAPTURE RATE
COEFFICIENT OF THE HD+ + HD REACTION
CONSIDERING THE PERMANENT ELECTRIC

DIPOLE MOMENT OF HD

To verify that the rise of the rate coefficient of the HD+

+ HD(J = 0) reaction near zero kinetic energy does not
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FIG. 4. Rate coefficient of the reaction HD+ + HD(J = 0)
calculated at low collision energies using the charge-dipole and
charge-quadrupole capture models described in Refs. [49,51]. See
text for details.

originate from the contribution of the charge-dipole inter-
action, calculations of the capture rate coefficients were
performed under consideration of the charge-dipole and
charge-quadrupole interactions, but neglecting the effect of
quantum scattering. The charge-dipole and charge-quadrupole
interactions were included in the capture model as explained
in our studies of the He+ + CH3F [50], He+ + NH3 [51],
and He+ + N2 reactions [49]. Figure 4 displays the capture
rate coefficients calculated in the range between Ecoll/kB = 0
and 1 K, where the deviation attributed to quantum cap-
ture is observable in Fig. 2(d) of the paper (blue area).
For these calculations, we used values of 8.36 × 10−4 D
for the dipole moment of HD [43], 0.791 × 10−30 m3 for
the polarizability volume of HD [52], 3.14 × 10−31 m3 for
the polarizability-volume anisotropy of HD [10], and Qzz =
2.1266 × 10−40 Cm2 for the quadrupole moment of HD [12].
No significant deviation of the capture rate from kL is visible.
We therefore rule out the charge-dipole interaction as the
cause of the enhancement of the rate coefficient of the HD+

+ HD(J = 0) reaction at low collision energies.

APPENDIX B: CHARACTERIZATION OF THE HD
GAS SAMPLE

The HD sample was taken from a commercial lecture bottle
with a specified 97% isotopic purity (volume %). To deter-
mine the amount of H2 and D2 impurities in the sample, we
recorded high-resolution room-temperature Raman spectra of
the 1-0 Stokes vibrational Raman band following excitation
with a Nd:YAG laser operated at the 532 nm second-harmonic
wavelength. The sample was extracted out of the lecture bottle
at the end of the measurement session. The measurements
were carried out with a high-resolution Raman spectrometer
located at the electron-microscopy center ScopeM of ETH
Zurich. The determination of the H2 and D2 impurity contents
were made by comparison with the Raman spectra of pure H2

and D2 samples recorded at well-defined pressures (measured
with a baratron capacitance manometer) for normalization,
under otherwise identical conditions. Relevant measurements
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FIG. 5. Overview of Raman spectrum of the gas sample extracted from the HD lecture bottle at the end of the measurements (a) and details
of the spectrum in the regions of the v = 1 ← v = 0 Stokes Raman band of HD (b), H2 (e), and D2 (f). For comparison, the Raman Stokes
bands of H2 and D2 recorded using pure samples are displayed in (c) and (d). The red and blue lines in (e) and (f) correspond to the pure
spectra of H2 and D2, scaled by 0.9%, respectively. See text for details.

are presented in Fig. 5, which shows an overview spectrum of
the sample extracted from the lecture bottle in Fig. 5(a) and
the spectral ranges corresponding to the Raman bands of HD,
H2 and D2 on expanded scales in Figs. 5(b), 5(e) and 5(f),
respectively. Figures 5(c) and 5(d) show the Raman spec-
tra of pure natural H2 and D2 samples for comparison. The
relative intensities of the rotational lines of each band were
found to closely match the intensities reported for the same

transitions recorded at room temperature in the dissertation of
Schlösser [53].

Comparison of the intensities in the spectra of H2 and
D2 recorded with the HD sample extracted from the lecture
bottle with the spectra of the pure H2 and D2 samples leads to
the conclusion that the HD lecture bottle contains 0.90(5)%
(volume %) impurities of both H2 and D2, which suggests
that these impurities were formed by the decomposition of
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FIG. 6. (a) Comparison of the R(0) transitions in the LIF spec-
trum of the B 1�+

u (v = 4)–X 1�+
g (v = 0) band of HD and D2 used

to determine the relative concentration of the D2 impurity in the
supersonic expansion of HD. (b) Comparison of the R(0) and R(1)
transitions in the LIF spectrum of the B 1�+

u (v = 4)–X 1�+
g (v = 0)

band of HD used to determine the relative population of the J = 0
and J = 1 of HD in the supersonic expansion. The dotted lines
represent magnifications by a factor of 40. See text for details.

HD. A measurement of the D2 impurity content of the HD
gas sample was also carried out in the supersonic expansion
by LIF spectroscopy of the B(v = 4)–X (v = 0) band of HD
and of D2. The result of this measurement is presented in
Fig. 6 where the top panel compares the intensities of the R(0)

lines of HD and D2. This measurement also unambiguously
reveals the presence of D2 in the sample. Because the lecture
bottle contains equal amounts of H2 and D2, we conclude
that the H2 content of the gas in the supersonic expansion
must be equal to that of D2. The dotted line represents the
D2 line after magnification of the vertical scale by a factor
of 40. The Franck-Condon factors of the B(v = 4)–X (v = 0)
band of HD and D2 are 0.00227 and 0.00447, respectively.
From the normalized integrated intensities of these two R(0)
lines and taking the different Franck-Condon factors into ac-
count and the fact that 95% of the HD molecules are in the
J = 0 rotational level (see below), one concludes that the
D2:HD concentration ratio is 4.25(80)%:91.5(80)%, assuming
that the D2 impurity concentration is equal to that of the H2

impurity. The D2 content determined in this measurement
is about three to four times larger than obtained from the
Raman spectra. This observation indicates that HD partially
decomposes in the gas line. Further measurements indicated
that the decomposition took place in the pressure regulator.

Figure 6(b) compares the intensities of the R(0) and R(1)
lines of the LIF spectrum of the B 1�+

u (v = 4)–X 1�+
g (v = 0)

transition of HD. The dotted line represents the R(1) line
drawn at a vertical scale magnified by a factor of 40. Com-
paring the relative intensities of these two lines and of the
extremely weak R(2) line indicates that the relative popula-
tions of the J = 0, 1, and 2 rotational levels of HD in the
supersonic expansion are 95%, 4%, and 1%, respectively. This
analysis gives the following composition of the gas sample in
the supersonic expansion of HD: HD(J = 0): 86.9%, HD(J =
1): 3.7%, HD(J = 2): 0.9%, H2(J = 0): 1.1%, H2(J = 1):
3.2%, D2(J = 0): 2.8%, and D2(J = 1): 1.4%.
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