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Achieving Heisenberg scaling on measurement of a three-qubit system
via quantum error correction
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In many-body quantum systems, the quantum Fisher information (QFI) an observer can obtain is susceptible to
decoherence. Consequently, the Heisenberg scaling in quantum-enhanced metrology cannot usually be achieved.
We show, via two different approaches and under certain approximations, that by applying periodic quantum
error corrections we can achieve the Heisenberg scaling both for time (i.e., QFI ∝ t2) and the number of atoms
s (i.e., QFI ∝ s2) for an extended period of time on measurement of detuning frequency of the Tavis-Cummings
model, where initially maximally entangled two-level atoms interact with a single cavity mode.

DOI: 10.1103/PhysRevA.106.052609

I. INTRODUCTION

One of the fundamental topics in metrology is how to
improve the precision of measurements. Quantum metrol-
ogy, which has a growing number of applications in modern
physics [1–7], is not an exception. In quantum metrology,
quantum-related characteristics such as quantum entangle-
ment and quantum squeezing are utilized to improve the
precision of measurements [8–11], an enhancement that clas-
sical metrology does not enjoy. However, as any quantum
system to be studied cannot be perfectly isolated from the
environment, such enhancement can be easily undermined by
decoherence [12,13]. More explicitly, in many-atom systems,
the Heisenberg scaling says that the quantum Fisher informa-
tion (QFI), a measure of precision in measurements, can scale
as N2 with good quantum correlation between systems, but
only as N without correlation [9], where N is the number of
systems. A similar law also applies in terms of time, which
means that the QFI scales as T 2 for systems with good coher-
ence, but only as T for decoherent ones, where T is the time
at measurement.

Many attempts [14–17], thereby, have been made to pre-
serve the coherence of the system, so that the Heisenberg
scaling can be achieved for a longer period of time for the
purpose of maximizing the QFI. Among them, the idea of
quantum error correction (QEC) [18–27] has been increas-
ingly popular in recent years, which can be very useful when
applied in quantum-enhanced metrology [28].

In this paper, by making use of periodic QEC, we show
via two different approaches how the Heisenberg scaling is
achieved both for the time scaling (i.e., QFI ∝ t2) and the
number of atoms s scaling (i.e., QFI ∝ s2), for the mea-
surement on the detuning frequency of the Tavis-Cummings
model. We first study the three-qubit case and then discuss
the generalization to the arbitrarily many qubits case. The
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results are obtained under the approximation that the number
of photons in the cavity is sufficiently large, which makes the
analytical calculation of the evolution of the system simpler.
We show that the method works well in both cases where the
photons are in the Fock state and in the coherent state. While
a large number of photons in a Fock state is too ideal for a
real environement, the idea of such an approximation is that
if we treat photons, regardless of them being in the Fock state
or in the coherent state, as noise that undermines the initial
coherence of the atomic system, and then if the QEC works
well in a noisy environment, it is reasonable to expect the QEC
will work as well, if not better, in a less noisy environment,
such as in a vacuum.

II. FORMULATION OF THE PROBLEM

Let us first consider the Tavis-Cummings model [29–31]
for the three-atom case in the region where the rotating-wave
approximation works. Those two-level atoms interact with a
single cavity mode, experimentally realizable by supercon-
ducting cavity (Fig. 1), which usually has a very high quality
factor. The Hamiltonian is given by

Ĥ = h̄ωcâ†â + h̄ωa

3∑
i=1

σ̂ (i)
z

2
+ h̄�

2

3∑
i=1

(âσ̂
(i)
+ + â†σ̂

(i)
− ), (1)

where â and â† are the annihilation and creation operators for
the cavity mode, σ̂ (i)

z is the Pauli z matrix of the ith atom, ωc is
the angular frequency of the field, and ωa is the atomic transi-
tion frequency. The raising σ̂

(i)
+ operator and the lowering σ̂

(i)
−

operator of the ith atom is defined as σ
(i)
± = σ (i)

x ± iσ (i)
y .

To obtain the maximum QFI of the frequency, it is
sufficient to let the atoms initially be at a maximally entangled
state (Greenberger-Horne-Zeilinger state) [1,32] |�(0)〉 =

1√
2
(|000〉 + |111〉). Here we consider the case where the en-

vironment is initially in the Fock state |n〉 (for the analysis for
the coherent state, see Method II). The density matrix of the
whole system at time t = 0 can then be described as ρ(0) =
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FIG. 1. Three two-level atoms in a cavity with periodic QECs.

ρS (0) ⊗ ρE (0), where ρS (0) = |�(0)〉〈�(0)| and ρE (0) =
|n〉〈n|, which at time t evolves to ρ(t ) = U (t )ρ(0)U †(t ),
where U (t ) = exp(−iHt/h̄). Suppose we then make local
measurements on the atoms, meaning that all the information
we can possibly gain is contained in the partially traced
density matrix ρS (t ) = TrE (ρ(t )), which shall be used to
calculate the QFI Fτ . This can be done by utilizing [33–35]

Fτ =
n∑

i=1

λ−1
i (∂τλi )

2 + 4
n∑

i=1

λi(〈∂τvi|∂τvi〉 − |〈vi|∂τvi〉|2)

− 8
n∑

i �= j

λiλ j

λi + λ j
|〈vi|∂τv j〉|2, (2)

where λi and |vi〉 are the eigenvalue and the eigenstate
of ρS (t ), respectively, and τ (which in our case is the
detuning frequency), contained in ρS (t ), is the parameter to
be measured. The QFI obtained directly through this way,
i.e., without any QEC, achieves the Heisenberg scaling only
at the time very shortly after the system begins to evolve,
when the decoherence has not yet done much to the system.
As time elapses, the atoms start to lose coherence quickly as
they become entangled with the cavity, which is manifested
in our cases as bit-flipping as can be seen in ρS (t ). This effect
will lower the maximum QFI.

The idea then is to apply a QEC that unflips wrongly
flipped qubits, at a short time ε after the systems begin to
evolve when the coherence of the system is still mostly pre-
served. Note that we assume the QEC happens fast enough
such that at most one qubit is wrongly flipped. The corrected
system then begins to evolve and lose coherence again and
we must reapply the QEC, e.g., at the fixed time interval ε.
This should save the system from decoherence for an extended
period of time until remedies eventually fail. It is naturally
expected that the shorter the time interval ε is, the better the
result is, as less coherence is lost every round. This means that
in principle the coherence can be preserved well for a long
time T as long as the time interval ε is small enough.

III. APPROXIMATE SOLUTION—METHOD I

A. Derivation

While the appealing idea above is not complicated, com-
puting it for many-atom cases is nontrivial, especially if the
number of atoms s becomes large. The reason is that the
dimension of the Hilbert space grows by 2s, which along with
the noncommutativity between â and â† makes its diagonal-
ization difficult.

To get around this, we take the approximation n � s such
that

(â)i|n + i〉 =
√

(n + i)!/n!|n〉 ≈
√

ni|n〉,
(â†)i|n〉 =

√
(n + i)!/n!|n + i〉 ≈

√
ni|n + i〉, (3)

where i = 1, 2, . . . , s. This approximation essentially says
that ([â, â†]|n〉)/(〈n|â†â|n〉) ≈ 0 for large enough number
states |n〉; i.e., the noncommutativity between â and â† affects
very little on the eigenvalues when n � 1. To begin with the
three-atom case, initially ρ(0) is given by ρ11 = ρ18 = ρ81 =
ρ88 = 1/2ρE (0) and all other entries are zero. After the state
evolves for a certain time, we then apply the QEC map:

Ecorr (ρ) = P0ρP0 +
3∑

i=1

XiPiρPiXi, (4)

P0 = |000〉〈000| + |111〉〈111|,
P1 = |100〉〈100| + |011〉〈011|,

(5)
P2 = |010〉〈010| + |101〉〈101|,
P3 = |001〉〈001| + |110〉〈110|,

where Xi is the Pauli X gate acting on the ith qubit. It is
straightforward to show that, no matter what the explicit ex-
pression of ρ(t ) is, with QEC applied, the resultant density
matrix Ecorr (ρ(t )) contains up to four nonzero terms, which
reside at the four corners of the density matrix. The resul-
tant matrix can then be transformed into a block-diagonal
one, where only the 4 × 4 block matrix at the lower right is
nonzero:

⎛
⎝p11 p18

06×6

p81 p88

⎞
⎠ →

⎛
⎜⎝

04×4

p11 p18

02×2

p81 p88

⎞
⎟⎠. (6)

The 4 × 4 submatrix has bases | − 3
2 〉a, | − 1

2 〉a, | 1
2 〉a, and | 3

2 〉a,
where |i〉a denotes there are (i + 3

2 ) atoms in excitation. This
collective-spin treatment neglects the detailed configuration of
the atoms, but instead considers only the number of atoms be-
ing excited, which helps to switch the dimension of the Hilbert
space of the atoms from 23 to 4. The original Hamiltonian can
be correspondingly rewritten as

H = h̄ωc

(
â†â + Ŝz

2

)
︸ ︷︷ ︸

HI

+ h̄δ
Ŝz

2
+ h̄�

2
(âŜ+ + â†Ŝ−)︸ ︷︷ ︸
HII

, (7)

where δ = ωa − ωc is the detuning frequency, and Ŝα =∑3
j=1 σ̂

( j)
α , where α ∈ {z,+,−}. Note that the dimension of

Ŝα is 4, the same as the 4 × 4 submatrix we introduced above.
Since [HI, HII] = 0, we have U (t ) = UI(t )UII(t ). Then at time
t = ε,

ρ(ε) = UII(ε)UI(ε)ρ(0)U †
I (ε)U †

II (ε). (8)

The UII(ε) can be computed as an ordinary matrix exponential
as we have considered the approximation case where n � 3
such that [a, a†] ≈ 0 [Eq. (3)]. Tracing over the environment
by ρS (ε) = ∑

m〈m|ρ(ε)|m〉, where {|m〉} is the basis in the
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FIG. 2. The QFI regarding the detuning frequency δ obtained at time t , using the approximation method I, for the uncorrected case (orange
dotted curve), the QEC case [blue square in panel (b)], the case in between two successive QECs [gray zigzag line in panel (a), straight line
in panel (b) and dashed line in panel (c)], and the ideal Heisenberg scaling case Fδ (t ) = 9t2 (red curve). The time interval ε = 1/2t0 is
dimensionless where  =

√
δ2 + (n + 1)�2 and t0 is the dimensional time. We take δ = 2, � = 2, n = 99, and ρE = |n〉〈n| (Fock state) for

plotting purposes; the choice of ωa or ωc alone does not matter.

Fock space, the only nonzero entries are given by

ρS11(ε) = ρS44(ε) = χ3(ε) + [1 − χ (ε)]3,

ρS22(ε) = ρS33(ε) = 3χ2(ε)[1 − χ (ε)] + 3χ (ε)[1 − χ (ε)]2,

ρS14(ε) = ρ∗
S 41(ε) = p14(ε)ei3ωcε, (9)

where

χ (ε) = (n + 1)�2 sin
(

1
2ε

)
2

,

(10)
 =

√
δ2 + (n + 1)�2,

and

p14(ε) = 1

164

{
iδ

[
3χ (ε) +

(
4δ2

(n + 1)�2
+ 3

)
χ (3ε)

]

+ 3χ (ε) cot

(
1

2
ε

)

+ (2 + 3δ2)


cos

(
3

2
ε

)}2

. (11)

Note how the diagonal terms are “symmetric,” which
means if we apply QEC before tracing over the environment
and then do the tracing over part, the result should be

ρ ′
S (ε) =

∑
m

〈m|Ecorr (ρ(ε))|m〉, (12)

of which the only nonzero entries are

ρ ′
S14(ε) = 1

2
ei3ωcε

∑
m

〈m|(UII(ε))11ρE (0)(U †
II (ε))44|m〉,

(13)

ρ ′
S41(ε) = ρ ′

S
∗
14(ε), and ρ ′

S11(ε) = ρ ′
S44(ε) = 1/2. Note that in

Eq. (13) terms that did not survive after partial tracing have
been omitted. The prime on ρ ′

S (ε) denotes that QEC has been
applied. Notice the similarity between ρ ′

S (ε) and ρS (0); the
only difference is the off-diagonal corner entries ρ14 and ρ41,
the evolution of which indicates the loss of coherence despite
QEC. The corrected density matrix ρ ′(ε) continues to evolve
according to the same time evolution operator such that at time
t = ηε, when η times of QECs have been applied for a fixed
time interval ε, the density matrix becomes ρ ′

S (ηε), where the

nonzero entries are

ρS
′
14(ηε) = 1

2
ei3ωcηε

∑
m

〈m|(UII(ε))η11ρE (0)(U †
II (ε))η44|m〉,

(14)

ρS
′
41(ηε) = ρS

′
14

†(ηε), and ρS
′
11(ηε) = ρS

′
44(ηε) = 1/2. More

generally, at time t = ηε + τ , the nonzero entries of the den-
sity matrix ρ ′

S (ηε + τ ) are

ρS
′
14(ηε + τ ) = 1

2
ei3(ωcηε+τ )

×
∑

m

〈m|UII(τ )11(UII(ε))η11ρE (0)(U †
II (ε))η44

× (U †
II (τ ))44|m〉, (15)

ρS
′
41(ηε + τ ) = ρS

′
14

∗(ηε + τ ) and ρS
′
ii(ηε + τ ) = ρSii(ε) for

i ∈ {1, 2, 3, 4}. It is then straightforward to calculate QFI ac-
cording to Eq. (2).

It has to be noted that, in the above discussions and follow-
ing numerical simulations, we assume that the cavity remains
at |n〉 even if multiple QECs have been applied. This is not
exactly the case but should be a good approximation as long
as n is large enough and t is not too large.

B. Results

Figure 2 shows the approximation results for δ measure-
ment and Fig. 3 shows the results from numerical simulation
for comparison purposes. To summarize, the QECs sig-
nificantly improve the QFI gained, confirmed in both the
numerical and the analytical cases.

In general, the shorter the period ε of QECs is, the better
the effect is. If we define the error rate as the rate that at least
one error occurs, ε(ε) = [1 − 4ρ11(ε)]/ε, then for the s-atom
case and under the limit ε → 0 we obtain

ε(ε) = s

4
(n + 1)�2ε + O(ε2), (16)

which means the error rate decreases linearly as ε decreases.
We see this more evidently in Figs. 4(a) and 4(b). It is worth
noting that in a noisy environment where n is large, the cor-
recting period ε has to be shortened accordingly for ε ∝ nε to
remain constant.
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FIG. 3. The QFI regarding the detuning frequency δ obtained at time t . Panel (a) shows a comparison between numerical and analytical
results for QEC and non-QEC cases. Panel (b) shows a zoomed-in view for numerical results with QEC. Panel (c) shows the ideal Heisenberg
scaling case Fδ (t ) = 9t2 (red curve) and the numerical simulation results for uncorrected (orange curve) and QEC (gray dash-dotted curve)
cases. In all three plots, δ = 2 and � = 2.

C. Discussion on the generalized cases

If we have s atoms where s > 3, the dimension of the
Hilbert space will be 2s, which can be reduced to s + 1 by
the same aforementioned method. The corresponding s-qubit
QEC is made such that any wrongly flipped qubits shall be
unflipped according to the majority voting rule, assuming that
the QEC is fast enough so that less than half of the qubits
are wrongly flipped. At time t = ηε, there are only up to
four nonzero entries in ρ ′

S (ηε), just as in the three-qubit case,
which means that the only new terms we need to calculate are
ρS

′
1,(s+1) and ρS

′
(s+1),1. At time t = ηε + τ , the general expres-

sion of ρ ′
S (ηε + τ ) for the s-atom case can be speculated:

ρii = 1

2
[|ui1|2 + |ui,(s+1)|2]

= 1

2

(
s

i − 1

)
{[χ (τ )]i−1[1 − χ (τ )]s−i+1

+ [χ (τ )]s−i+1[1 − χ (τ )]i−1}, i ∈ {1, 2, . . . , s + 1},
(17)

where ρii = [ρ ′
S (ηε + τ )]ii and ui j = (UII(τ ))i j . All other en-

tries are zeros except ρ1,(s+1) and ρ(s+1),1. The results can
be derived from calculations similar to those in Eqs. (8) and
(9), where the main difficulty lies in calculating UII(ε), even
with the large n approximation applied. The above speculated
formula is verified for s = 2, 3, and 4 cases.

IV. APPROXIMATE SOLUTION—METHOD II

A. Derivation

In the second method, we still consider the approximation
n � s such that â and â† can be treated as c-numbers a and
a∗, instead of operators for the moment; they will be restored
to operators later. If we consider the s-atom case where s is
odd, then the original Hamiltonian [Eq. (1)] becomes

H =
s∑
i

1

2

(
ωaσ

(i)
z + �aσ

(i)
+ + �a∗σ (i)

−
) + ωcaa∗. (18)

For each i, we have the eigenvalues E± = nωc ± 1
2,

where  = √
n�2 + ω2

a and n = |a|2, and the eigenstates
|�+〉 = c0|0〉 + c1|1〉 and |�−〉 = −c∗

1|0〉 + c∗
0|1〉, where

c0 = b/
√

|b|2 + 1, c1 = c0/b, and b = ( − ωa)/(�a∗). The
eigenstates can be rearranged such that |0〉 = c∗

0|�+〉 −
c1|�−〉 and |1〉 = c∗

1|�+〉 + c0|�−〉, which after time ε

become

|0〉ε = x1(ε)|0〉 + x2(ε)|1〉,
|1〉ε = x3(ε)|0〉 + x4(ε)|1〉, (19)

where xi(ε) are some functions that are easily solvable.

FIG. 4. Panels (a) and (b) show the QFI with different QEC frequencies. The more frequent (smaller ε) the QEC is, the better the QFI
approaching to the Heisenberg scaling limit Fδ (t ) = 9t2 is (red curve). Panel (c) shows the QFI under different numbers of atoms, at ε = 0.005
and t = 10. Note that different from Figs. 2 and 3, ε here is dimensional and has the same dimension as t . In all figures we take ωc = 2.5,
ωa = 0.5, n = 100, � = 2, and ρE = |α〉〈α| (coherent state) for plotting purposes.
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If the initial state of the atoms is given by |ψ0〉 =
1√
2
(|0〉⊗n + |1〉⊗n), then at time ε it becomes

|ψε〉 =
s∑

k=0

[
1√
2

[
xk

1 (ε)xs−k
2 (ε) + xk

3 (ε)xs−k
4 (ε)

]]

×
∑

P

P(|0〉⊗k|1〉⊗s−k ), (20)

where P sums over all permutations on the s atoms. We then
apply QECs to unflip all wrongly flipped qubits according to

the majority rule, ρ(ε)
QEC−→ ∑

k Q̂kρ(ε)Q̂†
k , where

Q̂k = P
(|0〉⊗s〈0|⊗k〈1|⊗(s−k) + |1〉⊗s〈0|⊗(s−k)〈1|⊗k

)
(21)

for all k = 0, 1, 2, . . . , (s − 1)/2. After one run of QEC, the
density matrix at time ε becomes

ρ ′(ε) =
s∑

k= s+1
2

(
s

k

)
Â(k, ε)ρ0Â†(k, ε), (22)

where z0(k, t ) = xk
1 (ε)xs−k

2 (ε), z1(k, t ) = xk
3 (ε)xs−k

4 (ε), and

Â(k, ε) =
(

z0(k, ε) z1(k, ε)
z0(s − k, ε) z1(s − k, ε)

)
, (23)

which is written under the basis {|0〉⊗s, |1〉⊗s}.
We notice that Â(k, ε)ρ0Â†(k, ε) can be written as a sum of

Â(k, ε)σαÂ†(k, ε), where α ∈ {I, x, y, z} (we denote σI = 1),

Â(k, t )σαÂ†(k, t ) :=
(

aα cα

c∗
α bα

)
= �vα · �σ (24)

such that

Â(k, ε)ρÂ†(k, ε) = 1/2(1, x, y, z)V (k, ε)�σ , (25)

where

�vα = (aα + bα, cα + c∗
α, i(cα − c∗

α ), aα − bα )T
,

�σ = (1, σ̂x, σ̂y, σ̂z )T ,

V (k, ε) = 1/2

(
s

k

)
(�vI , �vx, �vy, �vz ). (26)

Here aα , bα , and cα are some terms that can be easily calcu-
lated. By Eq. (22), the corrected density matrix can then be
written as ρ ′(ε) = 1/2(1 x y z)V (ε)�σ , where V (ε) =∑s

k=(s+1)/2 V (k, ε). The benefit of the above approach is that
to know the density matrix after η number of QECs we only

need to raise the power of V (ε) to η, which is very handy:

ρ ′(ηε) = 1/2(1, x, y, z)Vη(ε)�σ . (27)

It is worth noting that V (ε) is always a 4 × 4 matrix, no
matter how many atoms we have. For the three-atom case,
V (ε) turns out to be a block matrix V (ε) = 11×1 ⊕ V3×3 with
the analytic expressions of each entry explicitly solvable, but
too cumbersome to be shown here.

After obtaining ρ ′(ηε), the c-numbers a, a∗, and n can
be restored to operators. We can then calculate ρ ′

S (ηε) =∑
m〈m|ρ ′(ηε)|m〉. It would be the best if we choose the cavity

to be initially at the coherent state |α〉 such that â|α〉 = α|α〉,
where |α|2 equals the mean number of photons. In this case,
the c-numbers a and a∗ can be replaced to

√
n throughout the

calculation, if considering the n � s approximation such that
â†|α〉 ≈ α∗|α〉.

B. Results

Figures 4(a) and 4(b) show QFI with different QEC fre-
quencies, using the results from the second method. Smaller ε

indicates more frequent QECs, which gives high QFI even in a
prolonged time. Figure 4(c) shows that the Heisenberg scaling
applies not only to the time t but also to the number of atoms
s, i.e., Fδ (s) ∝ s2. Note that different from Figs. 2 and 3, we
assume the cavity is initially in the coherent state |α〉, instead
of the Fock state |n〉.

V. CONCLUSION

By using two different approaches, we show that by apply-
ing periodic QECs, we can achieve the Heisenberg scaling for
an extended period of time on a three-qubit Tavis-Cummings
model, where three two-level atoms interact with a single cav-
ity mode, under the many-photon approximation. Moreover,
we show that the higher the frequency of the QEC is, the
longer the QFI can be kept at Heisenberg scaling, because
the error rate decreases as the correcting frequency increases
([Eq. (16)]. Such Heisenberg scaling not only applies to the
time t (i.e., QFI ∝ t2) but also applies to the number of atoms
s (i.e., QFI ∝ s2) [Fig. 4(c)].
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