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Expanding the memory effect in scattering imaging by manipulating photon distributions

Zhengjia Zhang , Zhengjun Liu ,* and Shutian Liu †

School of Physics, Harbin Institute of Technology, Harbin 150001, China

(Received 22 February 2022; revised 5 August 2022; accepted 21 September 2022; published 11 October 2022)

Speckle correlation techniques based on the memory effect can recover objects from multiple scattered light
without the information of the scattering media. The existing methods, however, are limited by the inherent
angular width of the memory effect, and the retrieval algorithms frequently converge to erroneous solutions. In
this paper, we propose an autoshrinking algorithm to expand the field of view in scattering imaging. We also
develop a pretreatment iteration scheme to achieve high accuracy reconstruction. The autoshrinking method
improves the quality of the energy spectrum by adaptively shrinking the speckle autocorrelation to its expanded
central peak region and enhancing the ratio of the ballistic photons to the scattered photons. In the pretreatment
iteration, the Brenner gradient function of a short testing iteration is employed to select the initial random Fourier
phase to ensure the iteration can quickly and accurately converge. Experiments and simulations successfully
confirm the effectiveness of our method.
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I. INTRODUCTION

Imaging through scattering media is a tough task and yet
a powerful tool in various applications [1–7], such as seeing
aircrafts and vehicles through the foggy atmosphere [8–11],
detecting cells through biological turbid media [12–14], and
underwater optical communications [15–17]. The current
scattering imaging techniques include acousto-optic imaging
[18], transmission matrix measurements [19–21], phase con-
jugation imaging [22], point spread function [23–25], optical
time of flight [26], and super-resolution scattering imaging
[27–29]. The above techniques need to measure or control
the wavefronts of the light field on two sides of the scattering
media. These measurements are not available in some appli-
cations, for instance, in the living organisms for biomedical
imaging. Hence, it is significant to develop the scattering
imaging for reconstructing the object behind the multiple-
scattering regime without disturbing the scattering media.
Such a difficulty of scattering imaging without knowing the
information of the scatterer can be avoided by considering the
correlation in speckle intensity, or so-called memory effect.
It indicates that beyond the multiple-scattering process, there
still exist ballistic photons that can transmit directly through
the scatterer without scattering. The ballistic photons can
preserve the information of the incident wave or the objects
[30–33]. These speckle correlation techniques based on the
memory effect can perform noninvasive imaging of the object
hidden behind the scatterer [14,30,34–37].

The single-shot imaging via speckle correlations suffered
from a limited field of view (FOV) and a low success rate
of reconstruction [30,34]. In particular, the FOV is usually
much narrower than the width limited by the memory effect.
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Various approaches were proposed to increase the maximum
angular width of the memory effect include low-pass filter-
ing [38], scaling-vector-based detection [39], and effective
energy ratio [40]. However, these imaging methods have not
exceeded the theoretical predicted width of the memory effect
for the object in which all parts are connected. It is difficult
to expand the memory effect for such integrated object be-
cause the ballistic photons within the scattering field should
“remember” the information of the entire object. It is rel-
atively easier to recover several isolated objects with each
object having its own memory effect. Expanding the width
of the memory effect depends extensively on the recovery of
the distribution of ballistic photons. Indeed, the number of
ballistic photons decreases rapidly with the thickness of the
scattering layers increasing. Obviously, it is still necessary to
find approaches to collect more ballistic photons and reduce
the multiple scattered ones. In this process of manipulating
photon distributions, the scattered photons cannot be elim-
inated completely. Therefore, the successful retrieval of the
objects from noise-contaminated information is another tough
task. Several reconstruction approaches have been proposed
to improve the accurate convergence of phase retrieval for
prior-free and real-time processing [13,40,41]. More effective
algorithms to speed up the retrieval with high accuracy are
still in demand.

In this paper, we present a strategy that can expand the
FOV with high accuracy for the speckle correlation imag-
ing. We manipulate the distribution of the ballistic photons
by a small aperture in the spatial domain and propose an
autoshrinking (AS) algorithm to select more intensities of
the ballistic photons and suppress noises caused by the scat-
tered photons. The small aperture filter is a spatial-angular
approach to grossly reduce background noise intensity from
the multiple-scattered light. The autoshrinking algorithm ex-
pands the range of high-fidelity imaging by retaining the
ballistic photons and eliminate the noises in the entire
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autocorrelation of the speckle pattern. By autoshrinking, we
mean that we can adaptively choose and expand the central
part of the autocorrelation peak of the speckle intensity pat-
tern. In addition, to enhance the convergence and the accuracy
of the calculation, we propose a pretreatment iteration algo-
rithm to speed up the reconstruction. It implies that compared
with the previous works [13,40,41], a precise convergence,
even for a complex structured object, can be achieved by
employing the autoshrinking algorithm and the pretreatment
iteration algorithm sequentially. In the pretreatment iteration,
a no-reference perceptual quality assessment is utilized in
an initialization pretreatment process, which determines the
choice of the random initial Fourier phase and the necessity
of the following iterations. We have experimentally and nu-
merically demonstrated the effectiveness of our approach.

II. ALGORITHMS OF IMAGING PROCESS

Single-shot intensity correlation scattering imaging tech-
nique retrieves the intensity of the object solely depends on
the speckle pattern after its information passing through a
scattering medium. The information of the object correlates
with the speckle pattern by their autocorrelation distributions,
even though the speckle pattern itself is a random distribu-
tion. The correlation between two autocorrelations, i.e., the
memory effect, is a short-range angular dependent intensity
correlation with a small angular width. Within the memory
effect, the ballistic photons play a central role in the scattering
imaging. It is widely accepted that only the ballistic light in-
tensities can be used for the retrieval of the object information,
and the scattered light distributions are regarded as noises. In
this scheme, we can write the autocorrelation of the speckle
pattern as

I ⊗ I ≈
�∑

�ϕn=0

[(O ⊗ O)Cn](�ϕn) +
π∑

�ϕn=�

Snoise(�ϕn),

(2.1)
where I indicates the measured intensity of speckle pattern,
⊗ is an autocorrelation operation, and O denotes the inten-
sity of the object. � is the angular width of the memory
effect. Here we discretized the commonly used equation in
the integral format [34] for the convenience of treating digital
image and sampling. The discretization process and deriva-
tion of Eq. (2.1) is given in the Appendix. We adapt the
polar coordinate system. �ϕn denotes the angle between the
beams incident and transmitted through the scatterer. Or we
can regard it as the angle between the nth pixel (nth circular
ring around the optical axis) on the imaging plane and the
optical axis with respect to the origin on the scatterer, when
we exam the memory effect with the retrieved image and the
field of view. The first part of Eq. (2.1) represents the object
autocorrelation contributed by the memory effect, and the
second term describes the noise. The correlation function Cn

is a coefficient that describes the memory effect. Theoretical
analysis indicates that it relates with the autocorrelation of the
point spread function of the system (see the Appendix). The
memory effect region lies in the existence area of the ballistic
photons. That means the scattered photons have no contribu-
tion to the imaging. Generally, Cn is a sharp distribution and
decreases with the increase in angle �ϕn. That fact indicates

that, within the first term, there still exist noises contributed by
the scattered photons. These noises degrade the image quickly
at the edge. The theoretical estimation of the correlation Cn

[32,42] is given by

Ctheory(�ϕn, Leff ) = [k�ϕnLeff/ sinh(k�ϕnLeff )]2, (2.2)

where k is the wave number, and Leff is the effective thickness
of the scatterer. Theoretical estimation gives a FOV width of
∼3λ/(4πLeff ) (half width at half maximum of Ctheory). We
can regard it as the theoretical maximum width of the mem-
ory effect. However, this theoretical prediction is extremely
ideal, current experimental data usually suggest much nar-
rower widths.

The first term in Eq. (2.1) only exists with the existence
area of the ballistic photons. Usually the region that the ballis-
tic photons exist are more wider than �. The contributions
of the ballistic photons are mostly located at the center of
I ⊗ I . Few ballistic photons locate with a certain region out-
side but are immersed within the scattered photons, which
are described by the second term, the noise term. From this
perspective, we can recollect more ballistic photons from the
second term and subdue noises and, therefore, expand the
width of the memory effect for � to a broader one �′. We
can rewrite Eq. (2.1) into

I ⊗ I ≈
�′∑

�ϕn=0

[(O ⊗ O)Cn](�ϕn) +
π∑

�ϕn=�′
Sscat

noise(�ϕn).

(2.3)
Our task is to tailor the coefficient Cn, making it more flatter
and reasonably high and cleaning the noises both inside and
outside the expanded memory effect region. The background
noise parts are mostly of high spatial frequencies and can be
eliminated grossly in the recording process of the speckle pat-
tern, for example, with spatially low-pass filtering. We must
tailor Cn in the computational reconstruction process.

The primary technique to select the ballistic photons and
roughly reduce the background noise is the spatially low-pass
filtering. Chen et al. employed a low-pass filter with an iris in
the Fourier domain of a 4 f system [38]. In our preliminary
experiment, we also use a small aperture, just behind the
scatterer, to choose the ballistic photons in the propagation
process. The diameter of the aperture should surpass the width
of the autocorrelation peak to ensure all the information of
the object passes through. In this case, most of the scattered
photons with high frequencies will be discarded. However, the
performance of the small aperture to extend the memory effect
region is limited because there still exist certain amounts of
background noise with high frequencies. In addition, most of
the noises in the signal term

∑�′
�ϕn=0[(O ⊗ O)Cn](�ϕn) are

still untouched. In the following, we propose the autoshrink-
ing algorithm to further expand the range of the memory
effect, denoise, and improve the image quality.

The small aperture is physically real and can be regarded as
a pretreatment in experiments, however, we can also employ
an imaginary aperture in the retrieval process. The measured
intensity of the speckle pattern is a superposition of the bal-
listic photons and the multiple scattered photons, i.e., the
signal and the noises. The automatic shrinking algorithm can
separate the ballistic beam intensity from the superposition
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FIG. 1. Schematic of the autoshrinking algorithm. The algorithm includes modified filters and template calculation. The longitudinal profile
of each process represented by a green curve, which indicates the photon distribution. The algorithm achieves a higher correlation coefficient
of the memory effect Cn ≈ 1 with the speckle pattern as the only available information.

image and eliminate noises caused by the scattered photons
simultaneously. The algorithm is inspired by shrinking sup-
port used in the diffraction imaging [43]. The aim of the
autoshrinking algorithm is to find an optimal autocorrela-
tion function of speckle pattern with signal enhancement and
denoising. Figure 1 shows the calculation processes of the
autoshrinking algorithm. The subfigures in the upper row in-
clude the speckle pattern, the autocorrelation of the speckle
pattern, template sampled autocorrelation function, and fi-
nally the optimal autocorrelation function after a Gaussian
denoising. The lower columns represent the generation of the
template Te, the imaginary aperture, and the regularization.
We generate the template Te by adaptively shrinking the au-
tocorrelation of speckle pattern Q to its peak region with the
following operations,

Te = {mc[bin (Q)W] ⊕ B} ∗ G1, (2.4)

where ⊕ and ∗ denote vector addition and convolution, re-
spectively. Generally, around the “island” of the center peak of
Q, there exist the “sea” of noises, complicatedly tangled with
ballistic photons and scattered photons in various different
scattering regimes. The noises will immerse the edge part of
correlation function which is also useful for recovering the
object. Researchers regard this central peak as the memory
effect region, therefore, in experiments, the width of the mem-
ory effect � is much narrower than the theoretical predicted
one. The autoshrinking algorithm cleans the edge part of the
correlation peak and utilize the ballistics photons in this area
for imaging. In Eq. (2.4), we first employ the binarization
bin to separate these two areas by setting the minimal level

of noise around the peak to zero and other areas to one. We
then utilize a rectangular window W, whose size is chosen
according to the shape of the zero profile of bin(Q), to select
the peak of Q and assign the pixels out of the window to zero
through the matrix completion mc. In order to expand the area
of scattering imaging, the width of the peak region should
be increased. Thus, we utilize the vector addition with the
structuring element B to dilate the template. B is a binary pix-
elwise solid circle with an adjustable radius, that can control
the amount of dilation. Finally, in the regularization process,
the dilated template convolves with the Gaussian kernel G1
to denoise in the outer part and prevent overfitting in the
signal enhancement. The lower columns in Fig. 1 list these
processing in detail. We also plot section profiles in green
curves at the edge of the center peak to demonstrate the effects
of extension and denoising.

In the generation of the template Te, we dilate the central
peak to a broader one to include more ballistic photons and use
the Gaussian low-pass filter G1 to suppress the noise. This will
take effect when we use the template to choose the shrinked
autocorrelation function. The final optimal autocorrelation
function is given after another Gaussian low-pass filtering as

AS(Q) = (Te · Q) ∗ G2, (2.5)

where G2 represents the second Gaussian filter. The per-
formance of the autoshrinking algorithm is displayed in the
upper right of Fig. 1, i.e., the optimal autocorrelation func-
tion AS(Q). As we can immediately note the autoshrinking
process directly discards the background noise. The Gaus-
sian denoising and the regularization processes will reduce

043508-3



ZHANG, LIU, AND LIU PHYSICAL REVIEW A 106, 043508 (2022)

FIG. 2. Block diagram of the pretreatment iteration algorithm. The initial guess g0 input to (a) the short iteration to produce an immediate
reconstruction h(x, y). (b) A brief diagram of the retrieval process with the HIO-ER algorithm. (c) An example of Brenner function. It serves
as the constraint in the pretreatment iteration with the merit B0

g. The reserved g0 continues to a long iteration for a reconstruction. F is the
Fourier transform, and F−1 is the inverse Fourier transform.

the noise and enhance coefficients of Cn within the entire
expanded area effectively. These processes are nonlinear.
They can broaden and flatten the memory effect region and,
therefore, enlarge the effective imaging area.

We can choose a proper-sized B so that the template Te
includes the object scale l0. Therefore, the maximum width
can be enhanced from � to �′ ≈ l0/2l1 as

AS(Q) ≈
l0/2l1∑

�ϕn=0

(O ⊗ O)(�ϕn), (2.6)

where l1 is the distance between the object and the scatterer.
The correlation coefficient Cn ≈ 1. Different from the round
hole used in the small aperture filter, the autoshrinking algo-
rithm shrinks to the edge of a speckle autocorrelation peak
by the memory effect. Therefore, the algorithm is valid for
arbitrary-shaped objects.

For the final retrieval of the object image, its magnitude of
the Fourier spectrum M can be approximately generated as

M = |F{O}| ≈
√

|F{AS(Q)}|, (2.7)

where we use the Wiener-Khinchin theorem and F denotes
the Fourier transform. The missing Fourier phase is retrieved
by a phase retrieval algorithm and accelerated by our pretreat-
ment iteration algorithm.

We use the hybrid input-output and error reduction (HIO-
ER) phase retrieval algorithms [30,34] for the reconstruction
of the objects as shown in Fig. 2. Unlike the iteration pro-
cesses in the previous studies [13,40,41], we concentrate more
on an initialization pretreatment in order to quickly get an
accurate retrieval with less iteration steps. The iterative type
algorithm is usually sensitive to its initial value. Therefore, we

set an initial pretreatment testing iteration, called the “short
iteration” process. We employ a gradient function as a no-
reference perceptual quality assessment to select the initial
value that can converge quickly. The flow chart in Fig. 2(a)
actually depicts the entire process of generating the retrieved
image. The loop shows the pretreatment iteration algorithm,
which includes a short iteration and an evaluation. Once the
immediate reconstruction satisfies a preset in the evaluation,
the iteration will continue and complete the phase retrieval
process. The detailed descriptions of the pretreatment iteration
algorithm are given below.

In step 1, we select an initial random guess g0 and run the
phase retrieval algorithm, Fig. 2(a), for q iterations (∼10–100)
in the short iteration process. An immediate reconstruction
h(x, y) of the object is acquired. Here, the magnitude of the
spatial Fourier spectrum M is required as the obtained am-
plitude. The quality of h(x, y) decides to reserve or abandon
this initial guess g0. The HIO-ER phase retrieval algorithm
is briefly illustrated in Fig. 2(b). A real image gk should
obey the physical constraint that every pixel value should be
non-negative and real.

In step 2, we employ a Brenner gradient function [44,45]
to assess the immediate reconstruction h(x, y),

Brenner(h) =
M∑

x=1

N∑
y=1

[h(x, y) − h(x + 2, y)]2, (2.8)

where M and N are the dimensions of an MN image h(x, y).
Statistically a clear and meaningful image will have a high
gradient value than a blurred one. We depict an example curve
of the Brenner function in Fig. 2(c).
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FIG. 3. Schematic of the apparatus for imaging through a scattering medium. (a) The optical setup for a single-shot scattering imaging.
Light-emitting diode: LED; an incoherent source with central wavelength of 625 nm; collimated lens: CL; narrow-band filter: NF; cylindrical
hood: CH; scatterer: S; small aperture: A; and the camera: CCD. (b) The conceptual schematic our proposal. The first part indicates the photons
manipulation by the small aperture, the second part is the auto-shrinking calculation from the speckle pattern.

In step 3, we can set a merit B0
g, as shown in Fig. 2(c),

to examine the immediate image h(x, y). If Brenner(h) > B0
g,

then the immediate result is acceptable and the iteration can
continue for several hundred steps in the long iteration pro-
cess, by feeding h(x, y) as g0 in Fig. 2(a). Otherwise, the short
iteration will stop and repeats by picking another initial guess
g0.

The final output of the long iteration retrieves the object,
with only hundreds of iterations, much shorter than the itera-
tive processes in the previous works.

III. EXPERIMENTS AND DATA PROCESSING

We demonstrate the effectiveness of our technique in
experiments and computational retrievals with the setting il-
lustrated in Fig. 3. Figure 3(a) depicts the optical setup. A
beam from a LED with the central wavelength of 625 nm
(fiber-coupled LED, 625 nm, Thorlabs M625F2) is mod-
ulated by a collimated lens ( f = 20 cm) and then passes
through a narrow-band filter (632 ± 15 nm) to form a spa-
tially incoherent narrow-band illumination. We use negative
objects created by lithography as the targets. Four sets of
objects are used in the experiments with sizes of 1.0, 2.0,
3.0, and 4.0 mm, respectively. The scattering medium is a
220 grits (220 grits, Thorlabs DG10-220-MD) 2-mm-thick
ground glass with Leff = 61 μm. A CCD camera (Point gray
2016 × 2016 pixels, 3.1 μm of pixel size) is employed to
capture the intensity of the speckle pattern. The object and
the CCD camera are placed on two sides of the scatterer. The
scatterer connects the small aperture with a cylindrical hood
(CH). The distances among the object, the scatterer, the aper-
ture, and the CCD camera are l1, d , and l2, respectively. By
default, the experiments are performed with l1 = 50, d = 2.0,
and l2 = 10 cm. The diameter of the aperture is adjustable

and should be greater than the size of the autocorrelation
peak [30]. Figure 3(b) illustrates an abstract scheme that we
select the ballistic photons by the aperture in experiments
and enhance the coefficient Cn of the memory effect by the
autoshrinking algorithm in the computational imaging.

We capture the speckle patterns of the objects with four
different sizes, under two imaging conditions of with and
without the aperture. Each set of object has eight digits from 1
to 8 and several symbols. To demonstrate the robustness of our
algorithms to possible random variations in the experiments,
we take these speckle patterns in about 1 week. The experi-
mental data are divided into three groups to characterize the
effectiveness of our method from different perspectives.

Group 1 tests the ability to expand the memory effect
region of the small aperture filter.

Group 2 tests the performance of the autoshrinking al-
gorithm in imaging exceeding the memory effect width by
shrinking the speckle autocorrelation to its peak region. We
take the second set of object (2.0-mm size with line width of
300 μm) for the demonstrations. We choose a binary circle
with a 5 × 5 size as the structuring matrix B. The Gaussian
filters G1 and G2 are 5 × 5 matrices with variances of σ = 1.0
and σ = 2.0, respectively. This group also examines a combi-
nation of the autoshrinking algorithm and the small aperture.
Then, the quick and accurate convergence of the pretreatment
iteration algorithm are quantified. We calculate the success
rate and rebuilding time of 700 reconstructions by the algo-
rithm. The speckle pattern for each object is reconstructed 100
times. We then recover off-centered objects from the speckle
patterns by modifying the autoshrinking algorithm.

Group 3 tests the enhancement of memory effect with
larger sized object (4.0-mm scale with a linewidth of
600 μm.). The FOV width of the retrieval images can exceed
the maximum width predicted by theory.

043508-5



ZHANG, LIU, AND LIU PHYSICAL REVIEW A 106, 043508 (2022)

(a)

(b)

(d)

(c)

FIG. 4. The imaging performance with the small aperture. (a) The objects of six digit and a triangle symbol. (b) The images reconstructed
from raw speckle patterns by the phase retrieval algorithm with 10200 iterations. The dashed circle indicates the nonimaging region for each
object. (c) and (d) The reconstructions of the speckle patterns with the small aperture with 3825 iterations in common phase retrieval algorithm
and with 102 and 663 iterations in the pretreatment algorithm, respectively. The scale bars indicate 0.5 mm at the object plane.

The number of the noise points on the measured image
increases with the exposure time. In the long exposure (∼1 s),
we employ the downsampling technique to reduce the noise
points. The speckle pattern downsampled from 2016 × 2016
to 512 × 512 pixels is used as the data for the calculation and
testing of the proposed algorithms. The computational com-
plexity is O(N2log N ) for an N × N measurement area. For
the cubic convolution interpolation, the white noise points in
the experimental data significantly reduce after the downsam-
pling and it may cause the loss of imaging details. However,
this trade-off is demonstrated to be more instructive than
disadvantageous.

IV. RESULTS AND DISCUSSIONS

In the first experiment, we examine the ability of expanding
the FOV by the small aperture (Group 1) as shown in Fig. 4.
Figure 4(a) displays the objects, six digits and a triangle
symbol. Their corresponding speckle patterns and retrievals
are presented in the backgrounds and the forefront images in
Figs. 4(b)–(d), respectively. The retrievals in Figs. 4(b)–(d)
represent the cases of without aperture, with aperture, with
aperture, and pretreatment iteration, respectively. The white
circles in Fig. 4(b) indicate the missing parts that are outside
the memory effect region. However, these external regions
outside the memory effect have been restored with the small
aperture filtering [see Figs. 4(c) and 4(d)].

In the reconstructions, the common phase retrieval algo-
rithm usually needs 10200 iterations to rebuild an object from
the raw speckle pattern [Fig. 4(b)]. The reconstruction from
the speckle pattern with aperture by the phase retrieval al-

gorithm still costs 3825 iterations [Fig. 4(c)]. However, in
Fig. 4(d), the pretreatment iteration algorithm retrieves the
object from the speckle pattern with aperture only with 102
and 663 iterations. That fact demonstrates that our algorithm
can quickly find the optimal solution and converge with high
success rate.

In the second experiment, we prove that the autoshrinking
algorithm can enhance the correlation to broaden the high-
fidelity imaging area of the memory effect (Group 2). First, we
compare the similarities between the autocorrelations of the
objects and their speckle autocorrelation functions with the
autoshrinking algorithm as shown in Fig. 5. The comparisons
directly reveal how the correlation coefficient Cn is enhanced.
Figures 5(a) and 5(b) are the objects and their autocorrela-
tions, respectively. Figures 5(c)–(e) are the autocorrelations
of raw speckle patterns with the autoshrinking algorithm and
with the autoshrinking algorithm and aperture, respectively.
We calculate the mean-square errors (MSEs) of the selected
areas of the speckle autocorrelations with the corresponding
truth values [Fig. 5(b)] and display these MSEs on the bottoms
of each subfigure. Obviously, the quality of the retrieve image
is better with a higher Cn and a lower MSE. The white outlines
indicate the calculation area according to the expanded central
peak region in the autoshrinking process. The error of the
raw speckle autocorrelation in Fig. 5(c) is almost two times
greater than autocorrelation by the autoshrinking algorithm
in Fig. 5(d) and that of the autoshrinking algorithm with the
aperture in Fig. 5(e). Therefore, the object autocorrelation and
the result of the autoshrinking algorithm [Figs. 5(b) and 5(e)]
show an excellent resemblance to each other. Certainly, the
lower error paves the way to enhance the recovery quality.
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8430.01420.05910.07220.00.0224 5310.06220.0
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(b)

(d)

(c)

(e)

(a)

FIG. 5. Correlation enhancement by the autoshrinking algorithm. (a) Objects and their (b) autocorrelation patterns. (c) The autocorrelation
of the raw speckle images. (d) and (e) are the results of the autoshrinking algorithm without and with the small aperture, respectively. All the
autocorrelations are normalized. The MSEs of the selected areas are denoted at the bottom right. The scale bars correspond to 0.5 mm at the
object plane.

Figure 6 shows the reconstructions with autoshrinking al-
gorithm. Figure 6(a) is the objects. Figure 6(b) displays the
recovery of the raw speckle pattern with a limited mem-
ory effect region. We then demonstrate the reconstructions
with the autoshrinking algorithm without and with the small
aperture in Figs. 6(c) and 6(d), respectively. The imaging
results display an excellent resemblance to the object in ex-
ceeding the maximum angular width of the memory effect
in experiments �. The region with the coefficient Cn higher
than 0.98 is regarded as the high-fidelity area. There is no
high-fidelity area in the raw speckle retrieval. After expanding
the memory effect region, ∼78% of the reconstruction by the
autoshrinking algorithm fulfills that standard [Fig. 6(c)]. For
the combination of the small aperture and the autoshrinking
algorithm, there is an 80% area of the recovery that meets the
high-fidelity standard as shown in Fig. 6(d). That may indicate
that the roughly denoising operation by the small aperture can
help autoshrinking to reduce more noises within the expanded
region. All the Fourier phases of Fig. 6 are retrieved by our
pretreatment iteration algorithm.

We quantify the performance of the pretreatment iteration
algorithm in the retrieval processes with the large FOVs. In
Table I, AS + PR (phase retrieval) and AS + PI (pretreatment
iteration) denote the recovering success rate of the combi-
nation of the autoshrinking algorithm with and without the

pretreatment iteration, respectively. TimePR and TimePI are the
running time of the phase retrieval and pretreatment iteration
algorithms of the combinations. The success rates of the pre-
treatment iteration algorithm are ∼2.0 times than that of the
phase retrieval one. Even including all initialization processes,
the running time of the pretreatment iteration can significantly
drop to ∼1/3 of the running time consumed by the common
phase retrieval algorithm.

TABLE I. Success rates and running times of the phase retrieval
algorithm and the pretreatment iteration algorithm. The data are
obtained from the retrievals with large FOVs. The size of the target
is 2.0 mm with a linewidth of 300 μm. All the time consummations
are for 100 reconstructions.

Target AS + PR (%) TimePR (s) AS + PI (%) TimePR (s)

2 28 238.91 72 85.73
3 26 262.21 45 62.80
4 22 230.35 52 56.59
5 34 247.55 69 64.72
6 27 224.66 47 45.55
7 44 236.58 74 52.68
Triangle 32 227.46 69 46.61
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(b)

(c)

(d)

(a)

FIG. 6. The retrievals of high-fidelity images in larger FOV with autoshrinking algorithm. (a) The objects. (b) The reconstructions of the
raw speckle patterns. (c) and (d) are the recovered images by the autoshrinking algorithm without and with the aperture, respectively. The
Fourier phase of all images in (b)–(d) are retrieved by the pretreatment iteration algorithm. The scale bars denote 0.5 mm at the object plane.

We also test the ability of our autoshrinking algorithm to
recover off-centered objects with a broader view as shown in
Fig. 7. The relative shift between the object and the center is
2.0 mm in the horizontal direction. The measurements here
include the speckle pattern of the central object I0 and the
speckle of the off-center object Ioff . In the modified algo-
rithm, we use the cross-correlation of Ioff and I0 instead of
the autocorrelation. Figures 7(a) and 7(b) are the off-centered

(a) (b)

(d) (e) (f)

(c)

FIG. 7. Imaging an off-centered object through the scatterer by
the modified autoshrinking algorithm. (a) The digit 2 with a 2.0-mm
relative shift from the center and its (b) speckle intensity pattern.
(c) The autoshrinked cross-correlation function. (d) Object recovered
from autocorrelation, the location of object is undefined but it can
be restrained to the center. (e) The recovered object from the cross-
correlation by the modified algorithm. (f) Zoomed image of (e). The
scale bars correspond to 0.5 mm at the object plane.

object and its speckle pattern. The autoshrinked optimal cross-
correlation of two speckle patterns is shown in Fig. 7(c). We
can still use the autocorrelation of the off-centered speckle
pattern, however, its position information will be undefined.
Figure 7(d) is the retrieval image with the autocorrelation.
The retrieved image is restrained at the center. The modified
autoshrinking algorithm can reconstruct the object right in its
coordinate [Fig. 7(e)] with high quality [see the zoomed image
in Fig. 7(f)].

We calculate the coefficient of the angular correlation Cn

from the experimental data and compare our scheme with
other techniques. In the quantification of Cn, we use expres-
sion I (�ϕn) ⊗ I (�ϕn) = [(O ⊗ O)Cn](�ϕn) and adapt the
zero-mean normalized cross-correlation [46] as

Cexp =

∑
x

[r(x, y) − r̄][t (x, y) − t̄]

√∑
x

[r(x, y) − r̄]2

√∑
x

[t (x, y) − t̄]2
, (4.1)

where we turn the coordinates to the Cartesian system with the
origin at the center and r(x, y) and t (x, y) denote the element
of the MN intensities for the reference and target, r̄ and t̄ de-
note their corresponding mean intensities along the x direction
for each y, respectively. The sampling step in y direction is
4 pixels, about 0.05 mrad. The reference and the target, r and
t , represent the autocorrelation of the object [see Fig. 5(b)]
and the autocorrelation of its speckle pattern, respectively.
We compare Cn (Cexp) with various methods include, theo-
retical calculation, raw, aperture, autoshrinking, aperture, and
autoshrinking, multimode fiber illumination (MMF) [37] and
low-pass Fourier domain filtering (LPF) [38]. The results are
shown in Fig. 8.
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FIG. 8. Calculations and comparisons of the correlation coef-
ficients Cexp for different methods with the theoretical prediction
Ctheory. The dark-green solid curve indicates Ctheory. All the calcu-
lations are based on normalized autocorrelation distributions. The
object is the digit 2 with size of 2.0 mm. SA: small aperture; AS:
autoshrinking.

Theoretical estimation indicates that the region with co-
efficient Cn greater than 0.6 can be used for imaging. In
this case the theoretical prediction (solid dark-green curve)
seems extremely different from the practical one. The imaging
width of the raw retrieval (orange circle-dashed curve) is only
∼0.8 mrad (half-width), which is the lowest among those
methods. The Cexp with the MMF (green star-line curve) and
the LPF (blue asterisk-line curve) are larger than that of raw,
but the expanding is limited. The method with small aperture
(red triangle-dashed curve) is better than those three. The best
techniques for expanding the imaging area are the schemes
with autoshrinking and with autoshrinking and aperture (the
purple triangle-line curve and the cyan circle-line curve). They
are nearly the same because the autoshrinking algorithm dom-
inates this process. The FOV widths in these two schemes

can be enhanced to ∼1.7 mrad. The correlation coefficient
Cexp ≈ 1 within this region, that means the autoshrinking al-
gorithm can retrieve high-fidelity images.

The corresponding data of Cexp with different approaches
are displayed in Table II. CTheory lists here only for a
reference. We compare the imaging (Cexp > 0.6) and high-
fidelity imaging (Cexp > 0.98) areas for those methods.

Our strategy of extending the memory effect is according
to the size of object. The aim is clear that we intend to get
the image of the entire object with high fidelity. Therefore,
the theoretical estimation of maximum width �′ is currently
unavailable in our scheme. We can only expect the FOV in
experiments approaching �′ ≈ l0/2l1 by setting the size of B.
For the object with the size of 2.0 mm, the maximum FOV
width is �′ ≈ 2.0 mrad. The measurement indicates that the
FOV can be �′ ∼ 1.7 mrad. These two values are close and
two times wider than that of raw retrieval. To further demon-
strate the expanding power of the autoshrinking algorithm,
we reconstruct the images from the experimental data (Group
3) for the object with the size of 4.0 mm. The retrievals are
displayed in Fig. 9.

For the scattering imaging of an object with larger size,
its speckle pattern has a wider distribution of the ballistic
photons, and its autocorrelation peak should also be wider.
Therefore, we add the amount of dilation in preparing the
template Te with a larger structuring element B (12 × 12
binary solid circle). The corresponding central peak area di-
lates from ∼1.50 to ∼1.64 mm. Figures 9(a)–9(d) display
the objects, their speckle patterns, the raw retrievals, and the
retrievals with the autoshrinking algorithm, respectively. From
Fig. 9(d), we can see that the objects in their full size can
be recovered with high fidelities. On the contrary, we cannot
recognize the objects from the raw retrievals in Fig. 9(c)
because a width of FOV ∼0.8 mrad is too small to unveil the
entire object.

We also qualify the correlation coefficient Cexp in this
case and show the curves in Fig. 10. We only compare our
autoshrinking technique with theoretical prediction and the
experimental data of the raw retrievals. From the experimental
data, we have �′ ∼ 3.0 mrad for the autoshrinking algorithm,
which surpasses the maximum half-widths of FOV by theory
∼2.4 mrad and the raw retrievals by ∼0.8 mrad.

TABLE II. The comparison of the expanding the FOV with different methods. The coefficient Ctheory or Cexp larger than 0.6 can be used for
imaging. The coefficient larger than 0.98 can achieve high-fidelity imaging. Ctheory or Cexp > 0.6 and Ctheory or Cexp > 0.98 are the maximum
angles of the two regions. Average0.6 and Average0.98 are the average values of these regions.

Test Ctheory or Cexp > 0.6 (mrad) Average0.6 Ctheory or Cexp > 0.98 (mrad) Average0.98

Theorya 4.13 0.85 0.79 0.99
Rawb 1.66 0.80
MMFc 1.95 0.85
LPFd 2.05 0.80
SA filter (this paper) 2.64 0.80
AS algorithm (this paper) 3.42 0.97 2.78 0.99
AS+SA (this paper) 3.37 0.98 2.88 0.99

aReferences [32,42].
bReference [30].
cReference [37].
dReference [38].
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(b)

(c)

(d)

(a)

FIG. 9. Retrievals of objects with the size of 4.0 mm with autocorrelation algorithm. (a) The objects and (b) their corresponding speckle
distributions. (c) The raw retrievals and (d) the retrievals with autoshrinking algorithm. The scale bars correspond to 1.0 mm at the object
plane.

The autoshrinking algorithm is the core of this paper, that
can break the limit of theoretical estimation of the maximum
width of the memory effect. We assume that there should exist
a boundary of our scheme in extending the memory effect
because that effect is mostly of the property of the scattering
imaging system and depends strongly on the characteristics
of the scattering medium. Our method only chooses a certain
region of the central correlation peak of the speckle pattern
and enhances the ratio of the ballistic photons to the scattered
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FIG. 10. Comparisons of the correlation coefficients Cexp of the
autoshrinking scheme with theoretical prediction Ctheory and the raw
retrievals. The autoshrinking technique has wider FOV width than
the theoretical prediction and the raw retrievals.

photons. We cannot rigorously preserve the ballistic photons
and completely eliminate the scattered ones within this cen-
tral peak region for there exist extremely complicated noise
distributions. The power of the autoshrinking algorithm may
demand more delicate denoising techniques. Nevertheless, our
proposal demonstrate that it is effective to expand the width
of the memory effect by manipulating the distribution of the
photons at the central region of the autocorrelation function.

V. CONCLUSION

We have proposed and experimentally demonstrated the
autoshrinking and the pretreatment iteration algorithms to
significantly broaden the FOV of the speckle correlation scat-
tering imaging with high-fidelity retrievals and high success
rates. The autoshrinking algorithm can collect more ballistic
photons by adaptively shrinking the speckle autocorrelation to
the expanded central region and simultaneously eliminate the
noises contributed by the scattered photons. The essence of
the autoshrinking algorithm is to preserve the information of
the object, as much as possible by enhancing the ratio of the
ballistic photons to the scattered photons within the central
area of the speckle autocorrelation. The width of the mem-
ory effect or the FOV can be enhanced by the autoshrinking
algorithm, up to the width that can include the entire object
with high-fidelity imaging. The correlation coefficient Cn of
the expanded area can approach one. In the retrieval process,
we set an additional constrain of the pretreatment, the Brenner
gradient function, in the phase retrieval algorithm for selecting
the optimal initial guess. The speed of the retrieval process
and the success rate of reconstruction are enhanced. The
experimental and the retrieval data confirm the effectiveness
of our proposals. This prior-free and noninvasive imaging

043508-10



EXPANDING THE MEMORY EFFECT IN SCATTERING … PHYSICAL REVIEW A 106, 043508 (2022)

technique may find broad applications in biomedical detec-
tions, communications, and industries.
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APPENDIX: THE DISCRETIZATION ANALYSIS
OF THE SPECKLE INTENSITY CORRELATION

In this Appendix we provide the discretization of the
speckle correlation, which usually is represented in an integral
form [34]. The discretization is straightforward, only substi-
tuting the integral with summation for the reason that we treat

the MN digital image. From this perspective, the discretized
representation may be more convenient.

We adapt the polar coordinates. �ϕn is an angle between
the nth pixel (the nth circular ring) on the imaging plane and
the optical axis with respect to the origin on the scatterer
plane. The intensity of the scattered beam I at angle �ϕn is
the convolution of the object intensity O and the point spread
function (PSF) of the system PSF(�ϕn) at the same angle.
Thus, that can be expressed as

I (�ϕn) = PSF(�ϕn) ∗ O(�ϕn), (A1)

where ∗ is the convolution operation. The phase and inten-
sity of the beam are different even with the same spreading
direction due to the random nature of the scattered beam.
The measured speckle displayed in Fig. 4 cannot directly
resemble the original object behind the scatterer. To separate
the object intensity from the speckle pattern, we employ the
autocorrelation generated by the captured pattern,

I (�ϕn) ⊗ I (�ϕn) = [O ∗ PSF](�ϕn) ⊗ [O ∗ PSF](�ϕn)

= [O ⊗ O](�ϕn) ∗ [PSF ⊗ PSF](�ϕn). (A2)

The term PSF(�ϕn) ⊗ PSF(�ϕn) is also a sharp peak distribution and described as Cnδ [34]. Therefore, Eq. (A2) can be
written as

I (�ϕn) ⊗ I (�ϕn) =
{{[(O ⊗ O) ∗ δ]Cn}(�ϕn), if �ϕn ∈ [0,�],

Snoise(�ϕn), if �ϕn ∈ (�,π], (A3)

where δ is the Kronecker function that describes the existence of ballistic photons. For the ballistic photons δ = 1, otherwise, for
scattered photons δ = 0. According to the unity of the memory effect and the spatial shift invariance [33], the optical memory
effect is contributed by the ballistic photons. Generally, the width of the ballistic photons distribution is wider than that of the
memory effect. Therefore, Eq. (A3) can be expressed as

I (�ϕn) ⊗ I (�ϕn) =
{

[(O ⊗ O)Cn](�ϕn), if �ϕn ∈ [0,�],
Snoise(�ϕn), if �ϕn ∈ (�,π]. (A4)

Here, we consider both forward scattering and backscattering. The maximum angle produced by a scattered beam is defined as
π. Therefore, the autocorrelation of the total measured speckle pattern is written as Eq. (2.1) by summing Eq. (A4) with �ϕn

from 0 to π.
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