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Coherent control of the vibrational dynamics of aligned heteronuclear diatomic molecules
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We present an analytical pulse design protocol for controlling the vibrational dynamics of polar diatomic
molecules within a given electronic state. Altering the potential energy function via the position-dependent
electric permanent dipole moment, the vibrational state population dynamics is directly controlled using ap-
propriately shaped laser pulses in the midinfrared regime. The optimal pulse shapes—that are expected to drive
the molecule along user-defined quantum pathways—are obtained by reverse engineering, that is, solving the
Schrodinger equation of the nuclei inversely in a relevant subspace. The proposed control scheme is validated by
accurately solving the full time-dependent Schrodinger equation of the HeH™ molecular ion with two completely
different methods: (1) propagating the complex population amplitudes of many field-free eigenstates or (2)
propagating directly the nuclear wave packet on a grid. We find that besides smooth transitions, arbitrary Rabi
oscillations as well as vibrational ladder climbing can be efficiently controlled with the present scheme. As a
result, the molecule is successively excited beyond the potential barrier, leading to enhanced dissociation in
the ground electronic state. Rotational effects and possible extensions of the presented control are also briefly

discussed.
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I. INTRODUCTION

The control of atomic and molecular processes using co-
herent light pulses has gained much interest over the past four
decades [1-7]. The ultimate goal of the devised control proce-
dures is designing specific laser pulses to prepare the system
under consideration in a desired electronic, vibrational, and
rotational state and hence manipulate the outcome of chemical
reactions. Several different control strategies have been pro-
posed to selectively guide the system from its initial state to a
desired final state with high efficiency. Many of the control
scenarios rely on delayed laser pulses. Varying the relative
phase or the timing between these control pulses opens up
alternative pathways for the system to reach the final target
state. By an appropriate tuning of the relative phase or delay
parameters, the control of reaction yield or branching ratio
of competing channels can be interpreted as the interference
of nuclear and/or electronic wave packets [1-3]. Adiabatic
passage techniques, like stimulated Raman adiabatic passage
(STIRAP), have opened new opportunities for coherent laser
control of atomic and molecular processes [4]. To increase
the speed of transition, shortcuts to adiabaticity (STA) tech-
niques have been developed [8,9]. Alternative methods, e.g.,
feedback control [10,11], optimal control [12-18], or reverse
engineering [19-24], have been devised, which might be
less intuitive but on the other hand very efficient. The laser
control of high-dimensional nuclear [25] and coupled nuclear-
electronic motion [26—28] has been also addressed based on
accurate numerical simulations.
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Contrary to weak-field control, where the target states
are not altered by the field, a particularly challenging area
is the strong-field regime, where the potential energy sur-
faces (PES) become time-dependent [29-41]. These so-called
dynamically Stark shifted (or light-induced) potentials signif-
icantly modify the underlying physics and has to be properly
taken into account in the control procedure. The dynamic
Stark effect (DSE) can be interpreted in the dipole—or in
the Raman limit. In the former case the interaction follows
the instantaneous electric field, while in the latter one—when
the transition is forbidden by symmetry—the interaction fol-
lows the laser pulse envelope [30]. It has been shown in
recent years that electronically resonant light pulses can give
rise to so-called light-induced nonadiabatic phenomena by
mixing the electronic and nuclear degrees of freedom of
molecules [42-44]. These quantum objects, i.e., conical inter-
sections induced by light, were then found to have significant
impact on spectroscopic and dynamical molecular properties
in both theory [45—48] and experiment [49-51].

Controlling not only the final state, but also the quan-
tum path completed by the system during the interaction
with the laser, is of particular importance [52-58]. In the
procedure of reverse engineering, target functions are cho-
sen in advance to define the desired time evolution of the
controlled quantities (e.g., state populations and/or phases).
After that the Schrodinger equation (or the density equation)
is solved inversely to obtain the electric field that drives the
system along the prescribed quantum path. In order to find
analytical laser pulse shapes, different approximations, e.g.,
the rotating wave approximation (RWA) [59-63] or adiabatic
elimination (AE) [64], are usually applied during the design
of the effective few-level model of the atom or molecule
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under consideration. In some cases the RWA can be avoided,
which allows for fast manipulation even in the strong-field
regime [22,57].

Two-level systems (TLS) provide a very powerful tool
to elucidate complicated light-induced molecular processes.
However, in realistic systems the neighboring states can
significantly affect the two-level dynamics when the pulse
bandwidth is large compared to the relevant detunings. In
this case the AE + RWA = AER fails, and as a conse-
quence, a nonnegligible amount of population is distributed on
the neighboring states, making the two-level approximation
(TLA) inappropriate. One can overcome such difficulties by
simply decreasing the pulse bandwidth and compensating the
emerging Stark shifts [58] or by exposing constraints to inhibit
unwanted transitions [65].

In the present work, we will introduce a pulse design
protocol for controlling the internal motion of polar diatomic
molecules in a given electronic state. Our scheme to ob-
tain appropriately shaped analytical laser pulses is built on
a reverse engineering idea [52], which has been applied in
problems like the control of charge migration [53], the control
of open systems [54,56], the simultaneous control of popula-
tion and phase dynamics [55], or strong-field control [57,58].
First, an effective model of the controlled pair of nuclear
eigenstates is introduced, which includes the dynamic level
shifts caused by the electric permanent dipole moment (PDM)
of the molecule. The Schrodinger equation of this model is
then solved inversely to find the optimal electric field that
drives the molecule along the predefined control function.
Besides smooth transitions, Rabi oscillations as well as vi-
brational ladder climbing [66—75] are efficiently controlled
by the present scheme. The presented control may also find
application in vibrational quenching, which is a key technique
in the formation of ultracold molecules [76]. The validity of
the control procedure, which is directly linked to the validity
of the RWA and AE, is verified by two different numerical
methods: (1) propagating time-dependent expansion coeffi-
cients of numerous field-free states (TDEC method) and (2)
directly propagating the nuclear wave packet on a grid (TDWP
method). For our study, we consider the helium hydride ion
(HeH™) as a concrete showcase example, which has been
widely studied in recent years [77-83]. Being the simplest
polar heteronuclear molecule, HeH™ is an excellent candidate
for testing our control scheme. Due to the strong electronic
and mass asymmetry, HeH" has large permanent dipole mo-
ment [81]; furthermore as the first excited electronic state has
very high energy, single-channel effects dominate, and this
molecule behaves analogously to an atom in a laser field [78].
In our analysis, we focus on multistate effects in light of
the validity of the RWA and AE; furthermore enhancing the
ground-state dissociation of HeH™ is also discussed.

II. MOLECULAR TRANSITIONS

In this section, we describe the theoretical framework of
the laser-molecule interaction studied in this work. As a con-
crete example, we consider the helium hydride molecular ion
in the Born-Oppenheimer approximation. Owing to the large
separation of the ground and first excited electronic state
potentials (>20eV), the nuclear dynamics of the molecule
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FIG. 1. Schematic representation of the control scenario dis-
cussed in this work. The shaped E(¢) laser pulse drives the
populations of the controlled vibrational states according to a
prescribed quantum path. The amplitude and phase of E () are engi-
neered such that the dynamical energy level shifts are compensated
and the molecule is driven to the desired final quantum state superpo-
sition. Controlled Rabi oscillations can be also induced between the
states of interest; furthermore an appropriate sequence of different
E(t) can induce a vibrational ladder climbing of the molecule. wes
is the resonance angular frequency, and p is the nuclear transition
dipole of the controlled pair of states.

is safely confined to the ground electronic state potential
Ver (R) [84] (R is the internuclear distance) for the considered
midinfrared (MIR) photon energies. The orientation of the
molecular axis is assumed to be parallel with the laser polar-
ization, which allows one to focus on the pure vibrational state
control of the system. The molecule is considered initially in
the superposition of two of its vibrational eigenstates, e.g., |1)
and |2). Applying a coherent laser pulse (to be designed by
reverse engineering), the system is transferred to the desired
final superposition of the |1) and |2) states along some user-
defined control function (see Fig. 1). The field-free molecule
is represented by the Hy = —ﬁ% + V& (R) nuclear vibra-
tional Hamiltonian and its corresponding |j) eigenstates and
w; eigenenergies (atomic units are used), where the j index
runs over all the vibrational states of the molecule in the
ground electronic state (m, is the reduced mass). The inter-
action of the molecule with the laser pulse is treated in the
dipole approximation, that is, W (¢) = _jgr E (1), where Jgr
is the R-dependent electric permanent dipole moment vector
and E(r) is the linearly polarized electric field. Throughout
this work, the form of the laser pulse with w central angular
frequency is considered as

E(t) = e()e ™ &po + 1% (1) Epot, (1

where &, is the polarization vector, while the &(¢) complex
quantity and its £*(¢) complex conjugate include the &, elec-
tric field amplitude, the g(¢) envelope function and the ¢(¢)
phase of the field

e(t) = eog(t)e'?™, (2a)
e*(t) = eog(t)e ¥, (2b)

In the total time-dependent wave function of the system both
the bound and continuum states are explicitly included, and it
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reads [85]
waﬁ=icunmw4W% 3)
k

Upon inserting Eq. (3) into the time-dependent Schrodinger
equation iV = [Hy + W (¢)]¥ we arrive at the full set of cou-
pled differential equations for the c¢;(¢) complex amplitudes,

icj(t) = ?; cx(1)e ™ I Wi (1), “4)

where wy; = w; — w; and the light-matter interaction term
is written as W () = —E(t)pjx with i = (jldg|k) being
the nuclear permanent dipole (j = k) and nuclear transition
dipole (j # k) matrix elements between the corresponding
eigenstates of the molecule. Equation (4) is often limited to a
relevant subset of the total manifold for practical reasons. To
allow for an analytical treatment, two dipole-coupled states
of the molecule will be considered among which we aim to
control the population dynamics. Denoting these controlled
states with labels 1 and 2, Eq. (4) is written as

() = (Eomy, —Eowe =) (@)
C2(1) —E(t)pe' = —E()uxn (1))’

where @ = w1, = up; is the nuclear transition dipole (as-
sumed real) and ws = wy — w) is the resonance angular fre-
quency. In case of near-resonant transitions, the off-resonant
intermediate states rapidly oscillate and their population dur-
ing the laser-molecule interaction is negligible. This holds as
long as the detunings of these states are large compared to
the pulse bandwidth, the one-photon detuning § = @ — Wyes
and the Stark shifts of interest. Making use of the general
form of the electric field [Eq. (1)] and applying the RWA, that
is dropping terms that oscillate faster than §, we obtain the

following equation:
(e Si() Q)9O (c)(t)
Nex)) = \Qa)yeior—em Sa (1) o))

where €2(7) is the Rabi frequency ©
Q1) = —5ueog(t), )
and Sk (¢) is the dynamic Stark shift of the kth level
S(t) = — i E (D). ®)

We note here that Q(¢) follows the g g(#) envelope function of
the pulse, while S;(#) oscillates with the instantaneous value
of the electric field.

It is convenient to transform Eq. (6) into the interaction
picture for later purposes, according to the well-known for-
mulas H' = UHU" +ihUU" and W' = UW. Applying the
unitary transformation matrix (which leaves the populations

unchanged)
it SiHar 0
e
U=< . ermm) ©)

the following equation is obtained for the new coefficients:

@) 0 QDN (a,(t)
’(az(r)>—<sz(t)efk<f> 0 )<a2(z)>’ (19)

where the k() laser-molecule phase has been introduced
using the relative dynamic Stark shift, 6S() = S»(¢) —
S1(t) = (11 — u)E() and its negative integral, y(t) =
= [L 88y dt’ = (uxn — ) [ E@)dr’
t
k(1) = —/ 8S(t")dt' + 8t — ¢(1). (11)
—00

Modulating the ¢(t) phase of the field such that «(¢) re-
mains constant during the light-matter interaction was found a
key technique to efficiently transfer electronic state population
in strong laser fields [86]. This phase-locking technique is
equivalent to maintaining resonance condition at each mo-
ment of time during the action of the frequency chirped laser
pulse, despite the movement of the energy levels. In con-
trast to strong-field multiphoton electronic transitions, in the
presently investigated molecular transitions, the Stark shifts
of the energy levels follow the oscillating electric field via the
permanent dipole moments.

In the present work, we aim to derive optimal pulse shapes
that compensate the relative dynamic Stark shift and effi-
ciently control the population dynamics between two arbitrary
states of the molecule. To do so, we will first predefine the
desired evolution pathway of the system and then solve the
TDSE [Eq. (10)] inversely for the field. The obtained analyti-
cal pulse will be then tested and applied to the HeHt molecule
by solving its TDSE accurately.

III. REVERSE ENGINEERING

Below we discuss the main steps of the proposed reverse
engineering method to obtain analytical pulse shapes for con-
trol purposes. We start from the Schrodinger equation of the
molecule in the two-level approximation [Eq. (10)]. Making
use of Egs. (2a) and (2b), Eq. (7), and Egs. (10) and (11) can
be written as

1 oo
ia)(t) = —Eus*(t)e’y(’)e'&az(t), (12a)

ia(t) = —%ue(t)e—"””e—"&al(t). (12b)

These coupled equations for the population coefficients are
often propagated in the presence of a given driving field to
obtain the time-dependent populations of the system. Here we
follow an inverse procedure. First, the desired quantum path
of the system is defined, and then Egs. (12a) and (12b) are
solved for the laser pulse that drives the molecule along the
prescribed path. Let us express ¢*(¢) from Eq. (12a) and e(¢)
from Eq. (12b) and insert them into the general expression of
the pulse in Eq. (1):

ax(t)

1| axt) _. .
E(t)=— az_()e*lwm,ze:y(r) +
i) a(t)

al_(t)eiwrcsfeiy(t):| . (13)

The a;(¢t) and a,(t) complex population coefficients are
written as

ar(t) = ag()e' " (k= 1,2), (14)

where @, (t) represent the absolute values and hence are real
nonnegative functions. In general, the ¢;(t) phases can be
time-dependent, which leads to additional frequency chirping
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of the pulse, allowing for the control of the phases of the
system [55]. As we are interested in the control of the state
populations, let us focus on the solution for time-independent
phases [52]. Let the population of state |1) evolve according
to a continuous function n(¢), that is |&;(z)|*> = n(¢). Due to
the conservation of norm, the population of |2) is then given
by |a2()]?> = 1 — n(t). The absolute values of the complex
population amplitudes are thus parametrized as

a|(t) = /n), (15a)
a(t) = 1 =n(). (15b)

Substituting Eq. (14) into Eq. (13) and making use of
Egs. (15a) and (15b) we have
E()= [L
2ip L /n@)(d = n(@))

_ n() e—i[wresl+(p—)/(l)]i| , (16)
V@)1 —n())
where the ¢ = ¢ — ¢, relative phase of the controlled states
has been introduced. Finally, Eq. (16) can be further written
as a real-valued sinusoid function
1w
/@O —n(@)]

The engineered laser pulse in Eq. (17) is expected to
drive the dynamically shifted molecular system along the
predefined control function 7(¢). The final form of E(¢) is
similar to that found recently for controlling electronic tran-
sitions [52,55,58] and can be considered a natural extension
to molecular vibrational transitions where dynamic Stark
shifts—caused by the electric permanent dipole moment—
become relevant. Due to the y(¢) term, Eq. (17) represents
a frequency-modulated laser pulse. It is important to note that
y(t) depends on E(t); therefore its actual form can be found
in an iterative manner.

Several different shapes can be chosen for n(¢) in Eq. (17).
The most important boundary condition for these control
functions is that their time derivative vanish at the beginning
and at the end of the control process to ensure the finite
duration of E(¢). One of the simplest choice for n(¢) is a
function that smoothly connects an arbitrary initial popula-

ilwrest +o—y (1)]

E@) = sin[wrest + ¢ — y (1)) (17)

tion value p' = |a;(t = —o0)|? and a desired final one p/ =
|ai (t = c0)*:
pl'e*at +pf
)= ——. 18
="~ (18)

Here the positive o parameter controls the rate of transition
in the populations around the center of the pulse (+ = 0). The
above population control function [Eq. (18)] prescribes half
a Rabi cycle. In Sec. IV, a more general form of n(z) will
be also presented to induce several Rabi oscillations between
the controlled pair of states of the molecule. Inserting Eq. (18)
into Eq. (17), we arrive at the concrete form of E () for driving
smooth transitions:

1 ae (pf — pHHe + 1)7!
E(it)=— = - -
1 /Ip + ple1[(1 — p)) + (1 — ple*]
X Sin[@est + @ — y ()] (19)

Applying Eq. (19), the molecule is driven from an arbitrary
initial population distribution of two of its vibrational states
to a desired final one. The « control parameter allows one to
control not only the final state of the system, but the quantum
path (hence the speed of transition) that connects the initial
and final state vectors. Fast transitions (large «) imply short
pulses which may not drive the system precisely along the
user-defined path due to the breakdown of the applied approx-
imations (TLA + RWA). This issue will be analyzed in the
next section by exactly solving the full TDSE of the molecule.

IV. RESULTS AND DISCUSSION

Let us start by applying the general engineered laser pulse
[Eq. (17)] to control an arbitrary vibrational excitation of
HeH™. The smooth transition between two controlled states is
described by the target function in Eq. (18) with which the ac-
tual form of the laser pulse is given in Eq. (19). To be specific,
we set the molecule initially in the superposition of the |1)
and |2) states with a population ratio 0.3:0.7 and require the
final population ratio 0.8:0.2 of these states, respectively. This
is equivalent to setting p' = 0.3 and p/ = 0.8 in Eq. (19). The
remaining control parameters ws and p are obtained from
the solution of the stationary Schrodinger equation [84] (for
the sake of simplicity ¢ = 0 is applied throughout the paper).
Due to the y (¢) term, Eq. (19) represents a single chirped laser
pulse with a frequency modulation dictated by the electric
field via the permanent dipoles of the controlled states [see
around Eq. (11)]. As y(¢) does depend on E (¢), its shape is de-
termined by iteration. Using the properly converged y (), the
resonance condition is fulfilled by the pulse at each moment
of time despite the movement of the molecular levels. The ob-
tained results are depicted in Fig. 2 for different values of the
o transition rate parameter. Here two kinds of numerical sim-
ulation results are shown: (1) solving Eq. (5) of the two-level
model—where the RWA is not applied—carries information
on the limits of the RWA and (2) while solving Eq. (4) in the
space of many eigenstates (TDEC method [84]) reveals the
applicability of the AE and hence the limits of the TLA. As
seen in Fig. 2(a), if the desired transition is slow (o < 1073
a.u.), then both kinds of numerical results nicely follow the
target values (dashed-dotted horizontal lines). In this case the
laser pulse is of moderate intensity, supports many cycles and
has a long duration, thus a narrow bandwidth [Fig. 2(b)]. As
a result, both the RWA and AE are satisfied, and the molecule
perfectly follows the prescribed path [Fig. 2(e)].

As soon as the required speed of transition (and the value of
«) is increased, the field gets stronger and shorter [possessing
fewer cycles, Fig. 2(c)], and as a consequence the accurate
multilevel (TDEC) numerical results start to deviate from
the control functions. For & > 1073 a.u., due to the broader
pulse bandwidth, the neighboring states (|0) and |3)) start to
get populated by the field [dotted line in Fig. 2(a)] and the
multilevel results do not follow the target functions anymore.
This is attributed to the failure of the adiabatic elimination
and hence the breakdown of the two-level approximation
[light blue shaded area in Fig. 2(a)]. Further increasing o,
the TLA populations continue to follow the target values up
to @ ~ 1072 a.u. because there are no other available states
in the two-level description. Beyond o ~ 1072 a.u. when the
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FIG. 2. Application of the E () engineered laser pulse [Eq. (19)] to control the population dynamics of the |1) — |2) transition in HeH™.
A wide range of the « transition parameter is considered (a) to achieve a complete control over the rate of transition and the final target |1) and
|2) populations (dashed-dotted horizontal lines). The initial population ratio of |1) and |2) is 0.3:0.7 (p’ = 0.3), and the final target population
distribution of these states is 0.8:0.2 (p/ = 0.8) [for the control function, see Eq. (18)]. Upon fast transitions, the two-level approximation is
violated as other states get populated, and we only approximately reach the target superposition (f). On the other hand, applying sufficiently
slow transitions, any desired population dynamics is achieved with E(¢) (see the perfect matching of the control functions and the numerically
obtained populations in e). Very fast transitions violate not only the TLA but the RWA (g). The full results are calculated in the space of 10
vibrational states with the TDEC method [Eq. (4)], while Eq. (5) is solved to obtain the TLA populations without the RWA.

required transitions are very fast, the field becomes single-
cycle, very strong and short [Fig. 2(d) [87]] and the RWA
starts to fail [light yellow area in Fig. 2(a)]. Owing to the
breakdown of the RWA, the molecule can only approximately
follow the prescribed path [Fig. 2(g)].

To demonstrate the wide range of applications provided
by our engineered pulse [Eq. (17)], let us consider an oscil-
latory behavior of the population dynamics. Rabi oscillations
are ubiquitous in physics with applications in different areas.
They were found to play an important role, e.g., in vibronic
transitions of diatomic molecules [88,89], and thus they are
expected to have clear fingerprints in the energy spectrum of
the particles emitted during the break-up of molecules. To
induce an arbitrary number of Rabi oscillations between the

controlled vibrational states |1) and |2), the following control
function is introduced:

i 1 T .2 Tt 4
ni)=rp + E[l + tanh(t + §>]Asm (n— + n—)
T

2
X %[1 — tanh(t — %)]

In Eq. (20), p' = |a;(t = —o0)|? is the initial population
of |1) as before, and n is a positive integer that controls the
number of Rabi cycles to be completed by the system in the
time interval [—5, 5]. Applying the above control function in
Eq. (17), the population of |1) is expected to oscillate between
P’ and p' + A, meanwhile that of |2) is dictated by the norm
conservation rule. The results concerning the controlled Rabi

(20)

043113-5



BIRO AND CSEHI

PHYSICAL REVIEW A 106, 043113 (2022)

2 73 (a
05f ! !
target [2>
/ Od b - —b— |1> (eq.5, two-level)
o 0.6 , - c
.8 ’ DA -1 R4 — [2> (eq.5, two-level)
= L & 347 %o g% e e 2 |1> (eq.4, multi-level)
=) Sso S ! ) SN et ' P = = = |2> (eq.4, multi-level)
8—4 0.4 \;~ </ ' K P '/' ----- sum of the rest (eq.4, multi-level)
o o5 N .
= /=0 4 A 2 A 2 Y SR, VI S VR SIS S0 U W —'y A
= g0 & target |1>
& 02} $U o TLA
\ e
. ’
R oo o starts to work
0.0 RWA starts to work v e
10° 10°
transition time parameter, 7(fs)
71 = 60 fs (very fast) (b) 7, =600 fs (fast) (c) 73 =3000 fs (slow) (d)
120 T T T 12 T T T 3.0 T T T
~ 60 ~ 6 —~ 15
g g g
= RS RN
> > >
0 0 o 0 o 0.0
o [= o
— — —
N SN N
/M -60 S /M -15
120 L L L 12 L L L 3.0 L L L
-40 -20 0 20 40 -400 -200 0 200 400 -2000 -1000 0 1000 2000
time (fs time (fs time (fs
(5) (e) (5) ( (15) (8)
1.0 v I— 1> (eq.5) — 2> (¢q.5) 1.0 [1> (eq.4) [0> (eq.4) — [4> (eq.4) 1.0 ' I O target|l> O target[2>
— [2> (eq:4) — 13> (eq4)
0.8 0.8 0.8
=) =) =)
.8 .C .2
E 0.6 E 0.6 E 0.6
a 0.4 a 0.4 a 0.4
2 3 2ol
0.2 0.2 ) 0.2 )
two-level multi-level multi-level
0.0 L L L 0.0 . . . 0.0 n n n
-40 -20 0 20 40 -400 -200 0 200 400 -2000 -1000 0 1000 2000
time (fs) time (fs) time (fs)

FIG. 3. Application of the E (¢) engineered laser pulse [Eq. (17)] to control the population dynamics of the |1) <> |2) Rabi oscillations in
HeH™. A wide range of the 7 transition time parameter is considered (a) to achieve a complete control over the rate of transition and the final
target |1) and |2) populations (dashed-dotted horizontal lines). The initial population ratio of |1) and |2) is 0.3:0.7 (p' = 0.3), the amplitude of
population oscillation is A = 0.5, and the desired number of Rabi cycles is n = 3 [for the control function, see Eq. (20)]. Upon fast transitions,

the two-level approximation is violated as other states get populated,

and we only approximately reach the target path (f). On the other hand,

applying sufficiently slow transitions, any desired population dynamics is achieved with E (¢) (see the perfect matching of the control functions
and the numerically obtained populations in g). Very fast transitions violate not only the TLA but also the RWA (e). The full results are
calculated in the space of 10 vibrational states with the TDEC method [Eq. (4)], while Eq. (5) is solved to obtain the TLA populations without

the RWA.

dynamics of HeH™ are presented in Fig. 3. Here the same
initial condition is applied as in Fig. 2 (p' = 0.3). According
to Eq. (20), the molecule is required to complete n = 3 Rabi
cycles with a population amplitude of A = 0.5. The time of
transition is dictated by the T parameter, which is varied to
find the optimal control pulse shapes [see Fig. 3(a)]. Simi-
larly to the case of smooth transitions (Fig. 2), if the desired
Rabi-like transition is very fast (z < 100 fs) the RWA +
AE fail and the numerical populations cannot follow exactly
the target values [yellow area in Fig. 3(a)]. As the transition
time is increased (t > 100 fs) the RWA starts to work as
shown by the agreement of the two-level populations (solid
red and black lines) and the target populations (horizontal
dashed-dotted lines) in the light blue area of Fig. 3(a). In this

transition time interval (100 fs < t < 1000 fs) the AE is not
working yet as revealed by the disagreement of the accurate
multilevel (TDEC) populations and the target populations.
The population of the close-lying states is significant in this
region [dotted line in Fig. 3(a)], and it becomes negligible only
when t > 1000 fs, indicating that there not only the RWA but
also the AE and thus the TLA starts to work. As a result, the
molecule perfectly follows the predefined path even when it
features several oscillations [Fig. 3(g)].

Regarding the validity conditions for the presented control,
one can conclude from Figs. 2 and 3 that, the fulfillment of the
AE imposes a stricter condition on the engineered laser pulse
than the fulfillment of the RWA. In other words, satisfying
merely the RWA does not guarantee a proper operation of
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FIG. 4. Control of the |0) — |2) transition of HeH™, using
E(¢) in Eq. (19) either with engineered y () or with y () = 0. Due
to the multicycle character of the control field (a), the system is
driven along the user-defined quantum path (open symbols in b)
not only when y(¢) is engineered in an iterative manner (and hence
the time-dependent resonance condition is fulfilled at each moment
of time), but also when y(¢#) = 0 is applied. As the dynamically
shifted molecular levels follow the rapidly oscillating electric field
[Eq. (8)], the impact of the nuclear permanent dipoles px is washed
out when the laser pulse supports many cycles, and as a consequence,
population is transferred efficiently even when the time-dependent
resonance condition is not fulfilled accurately (y (¢) = 0). The ap-
plied control parameters are p' = 1.0, p/ = 0.4, and & = 0.0004 a.u.
The presented results are calculated in the space of 10 vibrational
states with the TDEC method [Eq. (4)].

the control scheme when it is applied to a realistic multilevel
system. One has to make sure that the pulse bandwidth is
narrow enough to avoid overlapping with unwanted close-
lying states and hence to make the AE work. This is done
by increasing the pulse duration beyond the value required
by the RWA. Comparing the above-discussed two kinds of
system dynamics, namely the smooth transitions (Fig. 2) and
the Rabi oscillations (Fig. 3), it is seen that much longer pulses
are required for the scheme to work properly in the case when
the desired dynamics get complicated. Contrary to smooth
transitions, if the system undergoes several oscillations the
RWA + AE have to be satisfied for each half-Rabi cycle which
makes the control procedure slower.

As the nuclear dipole matrix pu j is a full matrix [84], the
transition between any pair of states can be controlled by an
appropriately shaped E(¢). This is demonstrated in Fig. 4,
where the |0) — |2) transition of HeH" is considered. As
the magnitude of the transition dipole for the |0) — |2)

transition is almost nine times smaller than for [1) — |2},
the required electric field strength is now significantly higher
then before (e.g., in Fig. 2). The optimal shape of E(r) for
driving HeH™ from a 1:0 initial population distribution of
the |0) and |2) states, respectively to a final population ratio
0.4:0.6, is shown in Fig. 4(a) by the solid blue line. For com-
pleteness, the engineered y (¢) phase of the field is also shown
by the solid red line. Despite the increased field strength,
the molecule is efficiently driven along the predefined path
even when the controlled states are remotely coupled [see
the perfect agreement of the solid lines and open symbols in
Fig. 4(b)]. Importantly, the molecule also follows the target
path when y(¢) = 0 is applied [dashed lines in Fig. 4(b)].
The agreement of the system dynamics driven with y (t) # 0
and y (r) = 0 may not hold for single-cycle pulses, but as we
saw in Figs. 2 and 3, for a proper operation of the presented
control, E(¢) has to support many cycles. In such a case (see,
e.g., Fig. 4), the controlled molecular levels rapidly oscillate
via the nuclear permanent dipoles w1y [see Eq. (8)]. According
to Fig. 4(b), the molecule cannot follow the fast oscillations
and the impact of the permanent dipoles is washed out in high
frequency multicycle laser fields. As a result, population if ef-
ficiently transferred even when the time-dependent resonance
condition is not fulfilled at each moment of time, i.e., when
y()=0.

Further studying the applicability of the presented control,
let us now inspect how sensitive E(¢) is to the imperfections
of its parameters. As it was revealed in Fig. 4, E(¢) is very
robust against variations in the y (¢) field phase. Therefore we
focus on the remaining system specific parameters, like the 2
Rabi frequency and the w5 resonance angular frequency. The
imperfections of these quantites are defined by the following
relations:

Q= (1 +680)Q,
a)l/‘es = (1 + Sw)wres-

(21a)
21b)

Varying the §g and §,, parameters in Egs. (21a) and (21b),
one can simulate possible preparation errors occurring in an
experimental realization of E(¢). The obtained results are
shown in Fig. 5 for the the control of the |1) — |2) transition
using p' = 0.3, p/ =0.8 and o = 0.0004 a.u. As seen in
Fig. 5, the final target population of the |1) state (0.8, dashed
line) is reached by E (¢) in a wide interval of the imperfection
parameters. Deviation of the Rabi frequency from its optimal
value (8 = 0) can be compensated by a proper positive or
negative detuning of the control pulse (see the dashed line
in Fig. 5). Interestingly this holds only when € is underes-
timated, namely when §g < 0. In such a case the peak value
of E(t) is larger than the optimal one dictated by Eq. (19)
[see Eq. (7) for the relation between 2 and w]. Detuning
E(t) from the (optimal) exact resonance either positively or
negatively can compensate this unfavoured underestimation
of 2, and as a result the molecule is still driven to the desired
final state. According to Fig. 5, 1% detuning of ws is
able to compensate ca. 15% error of the 2 Rabi frequency
without the promotion of noticeable amount of population to
the close-lying states.

As a final example, we would like to demonstrate how
our control scheme can be applied to successively excite the
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FIG. 5. Final population of the first excited vibrational state of
HeH™ as a function of the laser parameter imperfections defined in
Egs. (21a) and (21b). Deviations from the optimal values of the Rabi
frequency and the resonance laser frequency lead to a deterioration
of the final |1) state population from its target value of 0.8. A proper
modification of the carrier laser frequency and the Rabi frequency
can, however, still maintain the final target population (see the dashed
line). The remaining fixed values of the applied laser pulses are
a =0.0004 a.u., p' =0.3, and p/ = 0.8 [see also Fig. 2(b)]. The
presented results are obtained by the TDEC method solving Eq. (4)
in the space of 10 vibrational states, with E(¢) in Eq. (19).

molecule from the vibrational ground state to high-lying vi-
brational states. Since the direct dissociation of HeH™ from
the vibrational ground state is very unlikely for the considered
MIR photon energies [83], vibrational ladder climbing (VLC)
can help enhancing the dissociation probability by bringing
the molecule near the potential barrier where the bound-to-
unbound transition dipole moments (TDM) are significantly
larger. Owing to the anharmonicity of the ground-state poten-
tial, different photon energies are required for the consecutive
vibrational excitations of the molecule [83]. As a conse-
quence, we apply a sequence of nonoverlapping resonant
laser pulses each of them with a different central angular
frequency. The individual pulses are engineered according
to Eq. (19) using p' =1 and p/ =0 in order to induce
a complete population inversion between the corresponding
controlled pair of states. The obtained pulses of the sequence
are 7 pulses (irrespective of «) with an appropriate frequency
chirping, such that the emerging level shifts are compensated
and population is transferred efficiently. The value of the
o transition rate parameter is chosen to fulfill the validity
condition for each transition. The simulated results of the
vibrational ladder climbing of HeH" are shown in Fig. 6
both for a single [Figs. 6(a) and 6(b)] and a double step size
[Figs. 6(c) and 6(d)], namely, when either first neighbor states
or second neighbor states are coupled consecutively by the
individual pulses. As the magnitude of the TDM between
high-lying states is larger than between low-lying ones [84],
the amplitudes of the individual engineered pulses exhibit a
decreasing trend regardless of the step size [Figs. 6(a) and
6(c)]. As mentioned already, the second neighbor states are
more weakly coupled than the first neighbor states, there-
fore ladder climbing via double step size requires stronger
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FIG. 6. Vibrational ladder climbing of the HeH' molecule, ap-
plying either a single (a, b) or a double (c, d) step size. The applied
laser pulse sequences are engineered such that a complete population
inversion is induced between the successively coupled pairs of states
|j) — |k) [for the individual E(¢) pulses of the pulse sequences,
see Eq. (19)]. For each pulse, p' = 1 and p/ = 0 are applied and
the o transition rate parameter is chosen such that the TLA4+RWA,
and thus the control scheme, remain valid (3 x 107* a.u. < o < 7 X
10~* a.u.). The presented results are obtained by the TDWP method,
setting the molecule initially in its vibrational ground state |0).

pulses. Despite this, the molecule is still efficiently excited
to the |8) state via second neighbor states using the present
control scheme [gray line with dots in Fig. 6(d)]. Owing to
the larger photon energies applied in the case of excitation
via second neighbors, ladder climbing is completed much
faster than in the case of single step size. The application
of much larger step size may not reduce further the total
duration of climbing. Since remotely coupled states are much
more weakly coupled than first neighbor states, unwanted
transitions to these direct neighbor states can reduce the ef-
ficiency of VLC. This can be resolved by reducing ¢, but the
price is that the total duration of VLC will get longer in that
case.

Reduction of the total duration of the process is important
for instance for the ladder descending in the preparation of
cold molecules [76]. Furthermore, in certain molecules the
dipole coupling vanishes between neighbor states, and in such
a case the application of increased step size is an efficient
way of climbing the ladder [75]. Our method for VLC can
be considered complementary to existing ones (for a detailed
comparative study, see Ref. [76]). As it applies a nonover-
lapping sequence of chirped 7 pulses, the total duration of
climbing or descending is expected to be longer than in the
case of one or two chirped pulses [75], but increasing the step
size can further accelerate the process. While our method is
rather robust against phase variations of the individual pulses,
this may not be the case in other methods utilizing single
chirped pulses, the frequency modulations of which are de-
termined by different optimization techniques.
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After bringing the molecule close to the dissociation
threshold of the ground electronic state (v = 8), we now apply
an intense ultrashort laser pulse to initiate the dissociation of
HeH™:

El) = &)e*% cos(wrt). 22)

In Eq. (22) the T pulse duration parameter is related to the full
width at half maximum (fwhm) as fwhm = 27v/In2, while
the £ electric field strength value is linked to the laser intensity
as] = &2 /8mayy (here oy, is the fine structure constant). The
kinetic energy release (KER) spectra obtained for v, = 1 eV
and fwhm = 20 fs by Fourier transforming the outgoing
wave packets (TDWP method [84]), are shown in Fig. 7(a)
for increasing laser intensities. As expected in the weak-field
limit, a single peak developes around the nominal position
[ws + wr, the middle vertical dashed line in Fig. 7(a)] which
is followed by equally spaced higher order above-threshold
dissociation (ATD) peaks, each of them shifted by the photon
energy wy, [78]. For clarity, these ATD peaks are not shown in
Fig. 7 as they have significantly lower intensity, and we would
like to focus here on the structural behavior of the primary dis-
sociation peak. Upon increasing laser-molecule coupling, not
only the dissociation probability (pgiss) increases significantly,
but importantly the single dissociation peak is replaced by a
distinct multipeak pattern. This happens when the depletion of
the initial state is significant (/ > 10" W/cm?). To understand
the physical origin of the emerging multipeak pattern in the
spectrum, it is useful to inspect the population dynamics of the
molecule. The time-dependent vibrational state populations
shown in Fig. 7(b) reveal that enhanced Rabi oscillations are
induced between the initial state (solid blue line) and the
continuum (dotted red line). As a result of the consecutive
back and forth population transfer, the molecule gradually
dissociates, meanwhile other close-lying bound states also get
involved in the dynamics. This is better illustrated in Fig. 7(c),
where the population dynamics is shown in the vicinity of the
maximum of the pulse ( = 0). Here one can see that besides
the initially populated v = 8 state (blue line), the v = 7 (ma-
genta line) and v = 9 (light green line) states also participate
in the Rabi oscillations, though with a slightly lower probabil-
ity than the v = 8 state. As a result, dissociation occurs from
these levels too, which is reflected by the appearance of the
side peaks around the main dissociation peak in Fig. 7(a). Due
to the shift of the molecular levels in the intense laser field,
the energetic position of the spectrum peaks do not match
exactly the nominal peak positions indicated by the vertical
dashed lines in Fig. 7(a). We note here that the higher order
ATD peaks (not shown here) also exhibit the same kind of
structural behavior. The distinct multipeak pattern found in the
strong-field KER spectrum might be affected under very real-
istic conditions, e.g., when the ionization of HeH™ is properly
taken into account [80]. This is an intriguing subject which
can be addressed in a separate work. Here we have carried out
extended numerical simulations allowing the molecule to dy-
namically rotate, and found that the multipeak pattern remains
observable in the KER spectrum even for rotating-vibrating
molecules [84].

Finally a few words about the possible extensions
of the presented control scheme. The proposed reverse
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FIG. 7. Ground-state dissociation of the HeH" molecule induced
by strong laser pulses of fwhm = 20 fs duration and w, = 1eV
carrier frequency. The molecule is prepared initially in a high-
lying vibrational state (v =8) to allow for enhanced excitation
beyond the potential barrier of the ground electronic state. (a) The
KER spectra obtained by solving the TDSE for increasing laser
intensities (I = 108 x 105 W/em?, k=0,1,2...,8) exhibit a
pronounced multipeak pattern when the depletion of the initial state
is large. The vertical dashed lines indicate the relevant vibrational
eigenenergies shifted by the photon energy, w; + w, (i =7,8,9).
(b) Time-dependent populations of the bound and unbound states for
I =107/ x 10'S W/cm?. Owing to the Rabi oscillations between the
initial and continuum states in the strong field, the molecule gradu-
ally dissociates. (c) Besides the initially populated v = 8 state (blue
line), the neighboring v = 7 (magenta line) and v = 9 (light green
line) states also participate in the Rabi dynamics and subsequent dis-
sociation, giving rise to the multipeak pattern of the spectrum found
in (a). The presented results are obtained by the TDWP method.
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engineering was tailored to control weak and intermediate
laser-molecule interactions, which are dominated by single-
photon transitions. In the case of strong laser fields, the
induced dipole moments have to be accounted properly as
they can significantly modify the time-dependent molecular
level shifts [36,90,91]. Incorporating polarizability effects in
the presented reverse engineering via the nonessential states
is possible as it has been demonstrated by us recently when
studying strong-field atomic transitions [58]. The presented
method is not limited to linearly polarized laser pulses. Ellip-
tically polarized pulses can be considered as the sum of two
perpendicular linearly polarized fields with different ampli-
tudes and a phase difference of 7 /2 [92]. Such pulses can be
transformed into the general form of Eq. (1), though with a
different total phase. Elliptically polarized laser pulses may
find important application in the case of rotating molecules.
Extension of the present control to rotating-vibrating diatomic
molecules requires the knowledge of many rovibrational
eigenenergies and eigenstates as well as the corresponding
dipole matrix elements [93]. Owing to the dense level spacing,
the state-to-state control gets substantially slower as the valid-
ity conditions of the applied approximations can be satisfied
with long pulses. Extending the proposed protocol for poly-
atomic molecules is even more challenging. For polyatomics,
the dipole moment can have three components. Including
rotation is crucial in that case, since the relative magnitude
of different dipole components change with the orientation
of the molecule. Although highly accurate full dimensional
rotational-vibrational levels of polyatomics are available [25],
the issue of degenerate energy levels can cause further
difficulties.

V. CONCLUSIONS

The reverse engineering scheme presented in this paper
allows for the design of analytical laser pulses to drive

diatomic molecular transitions along user-defined pathways.
The envelope and phase functions of the applied laser pulses
have been engineered to distort the molecular potential via
the electric permanent dipole function such that the aligned
diatomic molecule follows a prescribed quantum path. This
has been done by inversely solving a minimal two-level model
that includes dynamical level shifts caused by the electric
permanent dipole moment of the considered electronic state.
The presented scheme has been validated by solving the full
TDSE of the HeH" molecular ion accurately. We have shown
that the fulfillment of the adiabatic elimination imposes a
stricter condition than the fulfillment of the rotating wave
approximation, meaning that the optimal pulse has to sup-
port many cycles for a proper operation of the scheme. The
pulse design has been demonstrated by driving smooth and
even oscillatory transitions between different eigenstates of
the molecule. Using an appropriately shaped pulse sequence,
the consecutive vibrational excitation of HeH™ has been also
illustrated with the aim to enhance the dissociation probability
in the ground electronic state. Several possible extensions of
the proposed control method has been also discussed. Within
the scope of the applied approximations, the engineered laser
pulse was found rather robust against imperfections of the
different control parameters appearing in the expression of the
laser pulse. In particular, the impact of the permanent dipoles
was found marginal in rapidly oscillating fields.
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