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Laser-induced electron diffraction in the over-the-barrier-ionization regime
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Large polyatomic molecules typically exhibit low ionization potentials, Ip, leading to over-the-barrier ion-
ization (OBI) already at relatively low intensities (∼1013 W/cm2). We revisit laser-induced electron diffraction
(LIED) in the over-the-barrier-ionization (OBI) regime and answer the question of whether imaging of molecular
structure is still possible with LIED. We employ a hydrogenlike model system mimicking a molecule with low
Ip using a classical trajectory-based model that incorporates the Coulomb potential; we also use the numerical
solution to the time-dependent Schrödinger equation. Specifically, we adopt the Fourier transform variant of
LIED to show that even a significant contribution of short trajectories in the OBI regime does not preclude
structure retrieval from strong-field diffractive patterns. This theoretical investigation shows that LIED can be
well described by the classical recollision model even when ionization occurs within the OBI regime. This study
paves the way towards strong-field imaging of chemical transformations of large polyatomic molecules in real
time based on strong-field electron recollision.
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I. INTRODUCTION

Strong-field physics (SFP) provides enticing opportunities
to image molecular structure [1–3] with picometer spatial
and femto- to attosecond temporal resolution. A prominent
example of such a successful method is laser-induced electron
diffraction (LIED). Information about the molecule’s structure
is largely inferred by invoking the classical three-step rec-
ollision model to map measured electron momenta to time
and space. This implies electron recollision occurs under
quasistatic (tunneling) conditions. Application of strong-field
molecular imaging methods to larger and more complex
molecules is faced with the challenge that large field strengths
need to be used for recollision (imaging) to occur, but the
ionization potential of molecules decreases with size. This
places the measurements away from the quasistatic (tunnel-
ing) regime into the over-the-barrier regime, which means that
the initial velocities of electrons cannot be assumed to be zero
anymore. The question then is whether the molecular structure
can still be extracted and if the conditions lead to larger bond
errors.

The regime of strong-field ionization is commonly classi-
fied by the Keldysh parameter, γ = √

Ip/(2Up) [4]. Here, Ip

is the ionization potential of the atom or molecule and, Up =
E2

0 /(2ω)2, is the ponderomotive energy (i.e., the average ki-
netic energy of a free electron in an oscillating electric field,
with an angular frequency of ω and E0 being the electric field
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strength). This metric distinguishes the multiphoton ioniza-
tion (MPI; γ � 1) from the tunneling ionization (TI; γ � 1)
regime. Reiss introduced additional unitless parameters to
define more precisely the upper and lower bounds on the
applicability of the simple Keldysh metric [4]. Of particular
interest are the amplitude parallel to the propagation direction
of the field, β0 = Up/(2ωc), to differentiate the regime of
nondipole effects (when β0 � 1) and the intensity parameter,
z f = 2Up/(mc2), indicating the nonrelativistic domain (when
z f � 1) [5].

When operating deep in the quasistatic, or tunnel ionization
(TI), regime, several important SFP phenomena occur that
are (reasonably) well described by the classical recollision
model or “simple man’s” model (SM) (see [1,6–12] and ref-
erences therein). In this well-known model, a photoelectron
is born via tunneling through the lowered quasistatic barrier
with zero kinetic energy. The laser field strength dominates
the action of the electron; i.e., the Coulomb field of the
ion is entirely ignored. Depending on the time of emission
relative to the laser field cycle, this results in electrons that
escape directly, or electrons which return to the ion [8]. In
the latter case, the electron may (i) recombine with the ion
and emit a high-energy photon, leading to the generation of
high-order harmonics of the laser radiation [12]; (ii) inelas-
tically scatter off the ion and cause subsequent, additional
excitation or ionization of the parent cation through nonse-
quential double ionization (NSDI) [13]; or (iii) elastically
scatter off the parent ion leading to an additional momentum
transfer, q, between the electron and the parent ion. The latter
phenomenon is a process known as laser-induced electron
diffraction (LIED) [14,15]. The “simple man’s” model allows
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FIG. 1. Over-the-barrier ionization (OBI). The electron-laser
field interaction [xE (t0)] (red dashed line) distorts the Coulomb
potential [V (x), blue dashed line], resulting in a dressed Coulomb po-
tential [here shown for peak laser strength t = t0, Ṽ (x, t0) = V (x) +
xE (t0), solid blue line]. When the distortion of the Coulomb potential
is so deformed that the tunneling barrier is completely suppressed (as
shown here), the electron wave function [ψ(x) yellow line] is able
to escape quasifreely, giving place to the so-called OBI regime. For
more details, see text.

classical trajectories to be mapped to experimental features
and, ultimately, extract electronic and/or geometrical informa-
tion of the target.

This work focuses on (iii), and in particular on the Fourier
transform variant of the LIED process, since the target’s
elastically backscattered electrons are utilized to self-image
molecular structure. This scattering process is coherent and
in contrast to the incoherent scattering by an electron beam,
as in gas-phase electron diffraction [16]. To penetrate past the
valence electron cloud, also called hard collisions, and, subse-
quently, pinpoint the atomic cores in the molecular structure,
we need the LIED electron to return at backscattered angles
(θr = 45◦ − 180◦) and with sufficient impact energies [17].
Such impact energies were demonstrated with midinfrared
(MIR) driving lasers (λ � 3 μm) at high intensities (∼1014

W/cm2) [18] by taking advantage of the return energy scal-
ing linearly with intensity but quadratically with wavelength,
Er ∝ Up ∝ Iλ2. Such scaling is, however, severely limited by
the ionization threshold Ip of the target. At larger intensity,
the tunneling barrier is completely suppressed, and over-the-
barrier ionization (OBI) takes place. This causes the electron
wave function to escape quasibarrierless [19]. In Fig. 1, we
sketch the OBI regime. The barrier-suppression ionization
(BSI) field strength for a δ potential is EBSI = I2

p /(4Z ).
We note that for the Coulomb potential, OBI occurs at even
lower field strength. Thus, for large molecules, i.e., for low-Ip

targets, already relatively small field strengths cause a tran-
sition from TI to OBI. For example, naphthalene, with an
Ip of 8 eV, reaches the OBI regime already at EBSI = 0.02
a.u. (i.e., 1.6×1013 W/cm2); at the same time, for a driving
laser of 3.2 μm, this translates in a Up of only 14 eV. Such
electron impact energies do not achieve sufficient momentum
transfer for the geometric resolution of the target structure.
Thus, imaging large polyatomic molecules with recollision
imaging methods like LIED requires understanding whether
image reconstruction is possible in the OBI regime. From a

practical point of view, this raises the question of whether the
Simple man’s model, which is commonly applied to retrieve
structural information, can be evoked in the OBI regime and
what errors this incurs. Special care has to be taken regarding
the conversion of laboratory to laser polarization frame as
during the rescattering the field is additionally imprinted on
the electron momenta. Hence, measured momenta include two
contributions: (i) a momentum shift caused by the electron
scattering off the target molecule and (ii) a momentum shift
caused by the laser’s vector potential at the time of rescat-
tering. The latter fluctuates during the laser cycle, imparting
different momentum at different times of rescattering during
the laser cycle.

In the present work, we answer these questions with a
theoretical investigation of LIED for low-Ip targets in the OBI
regime. For this, we employ a hydrogenlike atom with Ip = 10
eV in MIR linearly polarized laser fields. We compare the
results of the (i) classical recollision model, or simple man’s
model (SM), which neglects the Coulomb potential with (ii)
a classical trajectory model (CT) incorporating the Coulomb
potential explicitly together with the full (iii) quantum
dynamics from the numerical solution of the time-dependent
Schrödinger equation (TDSE). Finally, we use Fourier trans-
form LIED (FTLIED) [18,20–22] to examine the influence of
short trajectories in the OBI regime on the structure retrieval
in LIED. In particular, we focus on the effect of the driving
wavelength on the LIED process and structure retrieval. In the
following, we will show that the SM can be used for LIED
even in the OBI regime without significant error in the struc-
ture analysis. This finding enables a development of LIED for
large and complex polyatomic molecules with low Ip.

The structure of the paper is the following: In Sec. II, we
describe the computational details and methods. The results
are discussed in Sec. III, starting with (a) the trajectory-
based methods, followed by (b) the TDSE results and (c)
the FTLIED model that accounts for short trajectories in the
LIED analysis. The last section presents an error analysis of
the SM-based LIED structure retrieval method. Finally, the
conclusion is given in Sec. IV.

II. COMPUTATIONAL DETAILS AND METHODS

In the following, we introduce the three different levels of
theory employed to analyze the properties of returning elec-
trons in the OBI regime: (i) the classical recollision model,
or simple man’s model (SM), omitting the contribution of
the Coulomb potential completely; (ii) a classical trajectory
model (CT); and (iii) quantum dynamics obtained from the
direct numerical solution of the time-dependent Schrödinger
equation (TDSE). In the following, all equations are in atomic
units unless otherwise stated.

In the CT and TDSE, we employ a screened one-
dimensional atomic model system with the potential (see
Fig. 1)

V (x) = − Z√
x2 + α

, (1)

Z being the nuclear charge and α the smoothing parame-
terr. The results presented here are for a hydrogenlike atom
with Z = 1 and α = 4.084 82 a.u. resulting in an ionization
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TABLE I. The Keldysh parameter (γ ) and parameters indicating
strong-field response (zf and β0; see Reiss [4]) together with the Up

value for the corresponding field strength in the OBI regime, EOBI =
0.053 a.u., for the different wavelengths (λ) employed in the present
work.

λ (μm) γ z f β0 Up (eV)

2.0 0.37 1.5 × 10−4 0.22 37
3.2 0.23 3.7 × 10−4 0.89 94
4.0 0.18 5.8 × 10−4 1.76 149

potential of Ip = 10 eV as a common range for many
molecules. The dressed Coulomb potential, Ṽ (x, t ), is defined
as (see Fig. 1)

Ṽ (x, t ) = V (x) + xE (t ). (2)

The field strength threshold for the TI to OBI transition is
EBSI = I2

p /(4Z ) = 0.034 a.u. (IBSI = 4×1013 W/cm2).

A. Trajectory-based methods

For the trajectory-based methods, SM and CT, with electric
field,

E (t ) = E0 cos(ωt ). (3)

With an electric field strength of E0 = 0.053 a.u. (I =
1×1014 W/cm2), ionization occurs in the OBI regime for
our setup. We aim at evaluating the effect of the wave-
length scaling; thus we perform calculations for different
optical frequencies ω = 0.023, 0.014, and 0.011 a.u. (i.e.,
λ = 2.0, 3.2, and 4.0 μm). The values were chosen to mimic
common experimental setups [1,17,23–30]. The parameters
are summarized in Table I, together with their correspond-
ing ponderomotive energy Up = E2

0 /(2ω)2. We note that
nondipole effects are noticeable already at λ = 4.0 μm for
the relevant field strengths; this will be discussed later in the
text.

Within a time interval of t0 ∈ [−0.25, 0.25] optical cycles,
(the positive half cycle of the electric field) 20 000 classical
trajectories are started.

The dynamics of the released electron trajectories is de-
termined by Newton’s equation of motion, p = ∂x

∂t . The
acceleration ∂ p

∂t = F (x, t ) is obtained as follows: In SM, only
the force exerted by the electric field, ∂ p/dt = −E (t ), is con-
sidered, whereas in the CT, the Coulomb potential is explicitly
included; thus ∂ p/∂t = −∇x Ṽ (x, t ).

The initial conditions at time of ionization for an individual
trajectory, ti, are as follows: Within the SM, the initial condi-
tions of each trajectory are simplified as x0(ti ) = 0, p0(ti ) = 0.

In the CT, the initial conditions differ: The initial spatial
position for OBI is approximated by the local maximum of
the dressed Coulomb potential, ∇xṼ (x, ti ) = 0 (on top of the
quasistatic barrier formed by the field):

xOBI
0 (ti ) = −

√
Z

E (ti )
, (4)

for a positive half cycle of the electric field (see Fig. 1). The
initial OBI velocity, pOBI

0 (ti ), for a positive half cycle is deter-

mined by the energy difference (excess energy) of the dressed
potential at the OBI exit, Ṽ [xOBI

0 (ti ), ti], and the ionization
potential, Ip, giving

pOBI
0 (ti ) = −

√
2
{ − Ip − Ṽ

[
xOBI

0 (ti ), ti
]}

. (5)

A fourth-order Runge-Kutta algorithm is utilized to solve
the respective Newton’s equations in SM and CT for two full
optical cycles using a time step of �t = 0.27 as. Each trajec-
tory is weighted by the ionization rate according to Ammosov,
Delone, and Krainov (ADK) [31]:

� ∝ e− 4
√

2 I3/2
p

3E (t ) , (6)

approximating the ionization probability. A comparison with
the empirical formula for TI and OBI regimes and described
by Tong and Lin [32] showed no significant difference in the
results discussed here.

The calculated trajectories are classified as returning tra-
jectories once they return to the nucleus by crossing xret = 0.
They are subsequently analyzed regarding their return en-
ergy, Eret, and return time, tret. Additionally, the rescattering
energy, Eresc, can be calculated by incorporating the vector
field at the time of return, A(tret ):

Eresc = 1
2 [p(tret ) + A(tret )]

2. (7)

In the CT, due to the exact incorporation of the Coulomb
potential, the momentum of rescattering trajectories shows
a funnel effect upon return to the nucleus: The electron is
accelerated in and out of the Coulomb potential leading to a
cusp in the momentum. The Eret is, thus, extracted by fitting
a trigonometric function to the relevant optical cycle that
describes the returning electron. More details are given in
Appendix A.

B. Numerical solution of the time-dependent
Schrödinger equation (TDSE)

Besides the classical models described above, we also in-
vestigate the quantum dynamics as obtained by a numerical
solution of the time-dependent Schrödinger equation (TDSE):

i
∂

∂t
|(t )〉 = H (t )| (t )〉. (8)

The time-dependent Hamiltonian includes the field interac-
tion in length gauge and employing the dipole approximation:

H (t ) = p2

2
+ xE (t ) + V (x). (9)

The wave function is represented on a spatial grid of [–480,
480] Å with 8192 points. The direct propagation is performed
iteratively using the short time propagator with a time step
of �t = 5 as and applying the split operator technique [33]
utilizing the FFTW3 library [34] for Fourier transformation.

The relaxation method [35] is used to obtain the set of
bound eigenstates, {|φn〉}, that solve the field-free stationary
electronic Schrödinger equation with the time-independent
Hamiltonian,

H0 = p2

2
+ V (x). (10)
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In order to suppress reflections at the grid boundaries, we
apply the splitting function [36],

f (x) = [1 + eζ1 (|x|−ζ2 )]
−1

, (11)

with the parameters ζ1 = 0.19 Å−1 and ζ2 = 480 Å in every
time step.

Contrary to the trajectory-based methods introduced
above, in the full quantum dynamical treatment, we can-
not easily choose a time interval of birth to be exclusively
considered. We will always have contributions overlap and
interference of other events, e.g., direct electrons, (bound)
polarization, excitation processes, saturation, etc. To minimize
those interferences, we chose two different approaches mim-
icking one and a half cycles of the cw electric field of Eq. (3)
of the trajectory-based methods. First, we use a few-cycle
pulse defined as

E (t ) = E0e−β(t−T0 )2
cos[ω(t − T0) + φ], (12)

using the same parameters as in the cw, Eq. (3), together
with a carrier-envelope phase of φ = π and the width of the
Gaussian envelope β = 4 ln(2)

τ 2 determined by the full width
at half maximum of τ = 22 fs. The laser pulse is centered
at T0 ≈ 0.5T , yielding a positive half cycle at around t = 0.
Continuum electrons that are born via OBI during this half
cycle return in the following optical cycle and are analyzed
using phase-space representation (see below and the Results
section). The second approach to the electric field relies on
an artificial pulse cut out of the cw electric field [Eq. (3)].
Both electric fields are shown in Fig. 7 in Appendix A. These
approaches will still lead to competing processes and are
discussed in the text. The TDSE is only solved for the angular
frequencies of ω = 0.014 a.u. (i.e., λ = 3.2μm).

C. Phase-space distribution functions

For comparison and analysis, we calculate (quasi-) phase-
space probability functions, namely, the Wigner [37] and
Husimi [38] distributions. This allows us to directly compare
with classical results [39,40].

For a one-dimensional wave function, |(t )〉, the Wigner
distribution reads

W (x, p, t ) = 1

π

∫
dy ∗

(
x + y

2
, t

)


(
x − y

2
, t

)
e−ipy.

(13)
While the Wigner distribution is real valued, it is not

positive definite, making it difficult to interpret in terms
of classical phase-space distributions. However, the correct
widths in coordinate and momentum space are retained yield-
ing the marginals |(x)|2 or |(p)|2 by integrating over the
complementary variable p or x, respectively. The Husimi dis-
tribution for a one-dimensional wave function, |(t )〉, is given
by

H (x, p, t ) = 1

2π

∣∣∣∣
∫

dy (y, t )e− (x−y)2

4σ2 e−ipy

∣∣∣∣
2

. (14)

It is real and positive definite and can be interpreted as
a Gaussian smoothening of the Wigner distribution func-
tion or a Fourier transformation along a position-dependent
window function. The parameter σ sets the width of the

Gaussian convolution in coordinate space and, thus, deter-
mines the width in momentum space. It is chosen arbitrarily
and, therefore, makes the position and momentum width in
Husimi distribution function arbitrary. However, the choice
of σ is crucial since depending on the width in position
space, structures are averaged over, or depending on the
width in momentum space, high-momentum components
are added. In this paper, we use a value of σ = 4 a.u.,
which was checked against others and ensures that the elec-
tronic wave packet is best characterized in position and
momentum.

III. RESULTS

Using the methods previously outlined in the computa-
tional details, we obtain properties of returning electrons in
the OBI regime. First, we revisit the solutions from the SM,
compare them to the CT, and introduce challenges for the
LIED structural retrieval in the OBI regime. Second, we
outline a theoretical protocol to obtain return times and en-
ergies in a fully quantum dynamical approach to validate the
trajectory-based methods and their conclusion for the OBI
regime in LIED. Thirdly, the problem of short trajectories
arising in OBI for LIED is addressed and quantified by simu-
lating the Fourier transform LIED (FTLIED) analysis [18].
Finally, margins of error introduced by approximating the
return properties with the SM for experimental LIED analysis
are quantified.

A. Trajectory-based methods

In Fig. 2, we present the results for the trajectory-based
methods, SM [Figs. 2(a) and 2(c)] and CT [Figs. 2(b)
and 2(d)] 6, at 3.2 μm. In particular, we show the distribution
of the return energy (i.e., laser polarization frame), Eret, and
rescattering energy (i.e., laboratory frame photoelectron data),
Eresc, as a function of the return time tret for both models
[see Eq. (7)].

In the TI regime and standard LIED experiments, one
expects long trajectories [i.e., tret, long > tret (Eret,max)] to
contribute most significantly since they are born closer to
the electric field peak, which results in an exponentially
higher ionization probability compared to the short ones [see
Eq. (6)] [15]. However, here in the OBI regime, we observe a
significant contribution of short trajectories [i.e., tret,short < tret

(Eret,max)] in the high-energy part of the spectrum as a di-
rect consequence of the overall higher field strength. These
contribute also at later times in the cycle, translating into
a higher ionization probability originating from short tra-
jectories (see Fig. 2). The presence of both short and long
trajectories is problematic in LIED because it obscures the
one-to-one correspondence between the final rescattering en-
ergy (i.e., laboratory-frame photoelectron data), Eresc, and the
energy at the time of return (i.e., laser polarization frame),
Eret, as mathematically described in Eq. (7). This correspon-
dence problem is visualized in more detail in Fig. 2. In the
experiment, we only measure the rescattering energy, Eresc

[Figs. 2(c) and 2(d)], but for the structural retrieval, we
are interested in the information in the polarization frame
[Figs. 2(a) and 2(b)] to calculate the momentum transfer and
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FIG. 2. Correlation histograms showing (a), (b) electron returning energies, Eret , and rescattering energies, Eresc, (c), (d) at the time of
return, tret , obtained with (a), (c) the SM and (b), (d) the CT for the OBI regime at 3.2 μm. The color scale mapping represents the normalized
intensity as a function of ionization rate. The vertical gray dashed line distinguishes short (left) and long (right) trajectories. The red dashed
lines visualize the one-to-one correspondence problem for LIED in the OBI regime and is explained in the text.

subsequently retrieve structural parameters. The relation of
the two frames is Eq. (7). The measured rescattering energy
contains an additional contribution by the laser field of the
magnitude of the vector potential at time of return. However,
the value of the vector potential varies during the laser cycle,
imparting different momenta at the different times of return.
If only long trajectories are present (as for TI), there is a
clear one-to-one correspondence regarding which value of
the vector potential is added to the rescattering energy and,
thus, the two frames can be converted trivially. However,
in OBI we have additional short trajectories that are born
later in the optical cycle and return earlier. These can have
the same rescattering energy as a long trajectory. Therefore,
electrons that arrive to the detector with the same Eresc have
two different solutions for Eret. In Figs. 2(a) and 2(b), the red
dashed lines show how a short trajectory and a long trajectory
returning at different times get imparted different momenta
by the vector potential, which leads to the same rescattering
energy in panel Figs. 2(c) and 2(d).

The role of the short trajectories in the structural retrieval
is analyzed in detail in Sec. III C. The results of SM and
CT agree well with each other showing that the influence
of the Coulomb potential in the OBI regime is weak. Short
trajectories are slightly more pronounced in CT and slightly
higher return energies can be reached. Moreover, in the CT
solutions, we can observe few additional trajectories returning
at later times (tret > 1 opt. cycles). These trajectories are born
before the peak of the electric field and are attracted back to
the parent ion by the Coulomb potential. These are not LIED
relevant trajectories, as they belong to the low-energy part of
the spectrum. We will revisit these differences in the final sec-
tion to quantify the error introduced in the experimental LIED
structural retrieval in the OBI regime. We do not consider
possible later or multiple returns.

B. Numerical solution of TDSE

Next, we compare the trajectory-based methods, SM and
CT, to quantum dynamical calculations. As outlined in the
computational details, the inherent advantage—but at the
same time disadvantage—of the TDSE is that it gives us a
complete picture of all processes. To minimize the parallel
processes to the rescattering part, we firstly use a few-cycle
and artificial pulse (recall Sec. II B). Secondly, we evaluate the
returning electrons using the Husimi phase-space representa-
tion at a position cut of x = −20 Å. Placing the evaluation
window away from the nucleus and only regarding momenta
in the direction of the nucleus reduces competing contribu-
tions from bound electron parts. Moreover, the smoothing
effect of the Husimi function averages out additional effects
due to interference with previous ionization events. This ap-
proach allows us to provide (correlated) return energies and
return times and, subsequently, to compare to the histograms
in the trajectory-based methods (Fig. 2). The Husimi momen-
tum peak at x = −20 Å yields the return momentum as the
position of the maximum of the peaks (see Fig. 3, bottom
panels), while the peak intensity allows for quantifying the
electron counts of a specific return energy (Fig. 3, top panels)
with respect to the return time. A comparison with the SM and
CT at x = −20 Å is shown as a dark red dotted line and a blue
dashed line, respectively, in the bottom panels and as return
time histograms in the top panels.

The return momenta in the bottom panels match very well
between all three levels of theory for both the few-cycle
and the artificial pulses and validate the trajectory-based ap-
proaches. In general, the TDSE return energy seems to be
slightly lower than the SM and CT results, likely as an effect
of competing processes and especially the included bound
state effects. The distribution of the return times in the top
panels matches only partially for all three levels of theory.
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FIG. 3. TDSE phase-space results for return energies and return
time using (a) a few-cycle and (b) an artificial laser pulse of λ =
3.2 μm. Each bottom panel shows the return time, tret , and return
momentum, pret, correlation given by the TDSE (solid orange lines)
together with a SM (dotted red lines) and CT (dashed blue lines)
result comparison at x = −20 Å. Each top panel quantifies the return
energies of a given return time via the phase-space intensities. More-
over, the return time histograms for the SM (dark red) and CT (blue)
are shown. The numerical protocol to obtain this data is outlined in
detail in the text.

Perfect coincidence is not expected since the short pulse and
artificial pulse constitute an approximation to the cw field in
the trajectory-based methods. For the short pulse, the half-
cycles are not symmetric and allow for higher momenta to
return (see Appendix A). Moreover, competing processes,
excitation, and saturation challenge the retrieval of return
properties in TDSE, and the Husimi distribution approach
has an inherent ambiguity in terms of the signal width and
intensity. Note that during the light pulse interaction we ex-
hibit full depletion of the ground state. Nonetheless, the return
momenta show excellent agreement and support the results of
the trajectory-based methods, showing that they are also valid
in such extreme regimes of full depletion.

Additionally, we use the quantum-mechanical phase-space
analysis of the TDSE to successfully validate the initial con-
ditions employed in the CT (see Appendix B).

C. Fourier transform LIED (FTLIED) simulation

We have seen in the previous sections that the SM correctly
describes the electron recollision process in the OBI regime,
as confirmed by comparing it to the CT and TDSE. However,
in all levels of theory, we observe that with the increase of
field strength, short trajectories become non-negligible. These
trajectories are typically not considered in the structural re-
trieval methods based on recollision imaging. To this end,
we investigate their influence by simulating the entire Fourier
transform LIED (FTLIED) analysis [18,20–22]. The FTLIED
method is based on analyzing the momentum transfer due
to scattering only along the laser polarization direction. The
FT of this molecular interference signal directly provides the
radial distribution of internuclear distances.

We first generate an electron spectrum for a model di-
atomic molecule of Ip = 10 eV and an internuclear distance
R = 1.20 Å [Fig. 4(a)]. This spectrum is approximated by
a narrowed Gaussian function with width σ = 5×10−4 a.u.
By means of the inverse fast Fourier transform (IFFT) algo-

FIG. 4. Description of the FTLIED simulation. (a) Ideal fast
Fourier spectrum (dark blue) for an arbitrary internuclear distance
of a diatomic molecule of R = 1.20 Å, approximated as a Gaus-
sian of width = 0.0005 a.u. (b) Ideal interference signal (orange)
in momentum space obtained by IFFT of (a). (c) Final interference
signal (orange) as a function of momentum transfer, q = 2pr , in the
laboratory frame. The signal is cut at the 2–10Up rescattering win-
dow, for Up = E 2

0 /(2ω)2 = 94 eV, corresponding to E0 = 0.053 a.u.
and ω = 0.014 a.u. (i.e., λ = 3.2 μm). A rectangular window and
zero padding are applied. (d) FFT spectrum (dark blue) along with
its Gaussian fit (dashed light blue). The vertical gray dashed line
represents the initial equilibrium distance of 1.20 Å.

rithm [41], we obtain the interference signal in momentum
space [Fig. 4(b)] from the spectrum. Next, we cut this infinite
interference signal to the corresponding 2 − 10Up rescattering
window, as we would measure in the laboratory, being Up =
E2

0 /(2ω)2 = 94 eV for E0 = 0.053 a.u. and ω = 0.014 a.u.
(i.e., λ = 3.2 μm). As mentioned above, there exist two possi-
ble solutions, corresponding to long and short trajectories (see
Fig. 2). Each resultant interference signal obtained either for
short [dotted pink line in Fig. 4(c)] or long trajectories [dashed
purple lines in Fig. 3(c)] is weighted by the corresponding
ionization rate [Eq. (6)]. The overall final interference sig-
nal is, therefore, a weighted contribution from the short and
long solutions [solid orange line in Fig. 4(c)]. This overall
signal represents a signal close to what we measure in the
lab. Now, to extract the field-free signal, we transform to the
laser polarization frame by subtracting the vector potential
from the long trajectories’ solution, Along(tret ), i.e., the vec-
tor potential value corresponding to long trajectories only;
thus intentionally neglecting the short trajectory contribution.
We follow established experimental procedure by applying a
smoothing function [42], zero padding [43], and a rectangular
Kaiser window [44]. Next, the interference signal is Fourier
transformed to obtain the convoluted FFT [Fig. 4(d)]. Finally,
we fit a Gaussian (dashed light-blue line) to the signal and
obtain the retrieved bond length, Rret, from its center. We find
that the retrieved bond length, Rret, exhibits a percentage error
(percentage error = [(Rret − R)/R]×100) of only 2.7% com-
pared to the initially defined bond length R. Hence, despite
ignoring the increasing contribution of short trajectories, the
field-free signal is retrieved with good accuracy.

We further investigate the effect of short trajectories for a
set of different internuclear distances R, spanning from 0.75
to 2.00 Å, and different wavelengths: 2.0, 3.2, and 4.0 μm.
These results are summarized in Fig. 5. In general, and as
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FIG. 5. Percentage error of the retrieved internuclear distance,
Rret , with respect to the initial given R for different wavelengths:
2.0 μm (blue), 3.2 μm (violet), and 4.0 μm (blue-green) in the OBI
regime, obtained with the FTLIED simulated model when ignoring
the contribution from short trajectories.

expected, higher Up values, given by longer wavelengths,
in the OBI regime result in a higher accuracy of Rret. The
better resolution can be explained by a higher returning en-
ergy translating into a larger momentum transfer window.
OBI, however, results in an increasing contribution of short
trajectories [pink dotted line in Fig. 4(c)] mixing with the
total interference signal [solid orange line in Fig. 4(c)]. This
contribution may add constructively or destructively [purple
dashed line in Fig. 4(c)], thus increasing the error in the
retrieved bond length up to 12% for realistic experimental
parameters. In either case, we find that higher FT sampling
in OBI surpasses the short trajectories’ contribution to the
signal. The overall error is reduced by up to 50% for longer
wavelengths. However, one has to keep in mind that for 4 μm
in the OBI regime, nondipole effects become non-negligible
(see Table I, β0 � 1). The tradeoff between these different
constraints makes 3.2 μm a sensible choice of wavelength. We
find from our investigation that the error due to short trajectory
contributions in our FTLIED structure retrieval methodology
is almost negligible, thus validating the one-to-one correspon-
dence between the laboratory frame and the laser polarization
frame even for the OBI regime.

D. Classical recollision model: Error margin quantification

Having confirmed that the short trajectories do not signif-
icantly alter the LIED structural retrieval in the OBI regime,
we now quantify the error margins introduced by the com-
monly employed SM (neglecting the Coulomb potential).
This is achieved by comparing the SM (solid red) to the CT
results in the laboratory frame (i.e., 2–10Up scale) for the
OBI regimes at three different wavelengths: 2.0 μm (dotted
blue), 3.2 μm (dashed violet), and 4.0 μm (dashed-dotted
blue-green). Figure 6(a) displays the dimensionless ratio of
electron returning momenta over the vector potential at the
time of return, pret/|Aret|, at the different rescattering energies,
Eresc, and Fig. 6(b), the percentage difference of the CT results
with respect to the SM solutions. The vertical gray dashed
lines show the 2Up and 10Up cutoffs, defining the rescattering
window. Since we have shown in the previous section that
short trajectories only inflect a small error (e.g., <5% for 3.2
μm) in the structure retrieval and, thus, can be neglected in the

FIG. 6. Quantification of the error margin of the SM (solid dark-
red lines) with respect to the CT as a function of photoelectron
energies after rescattering Eresc, for the OBI regime and for three
different wavelengths: 2.0 μm (dotted blue), 3.2 μm (dashed violet),
and 4.0 μm (dashed-dotted blue-green). (a) The ratio of electron
returning momenta over the vector potential at the time of return,
pret/|Aret|, at the different rescattering energies, Eresc. (b) The percent-
age difference of the CT results with respect to the SM solutions. The
gray vertical dashed lines show the 2Up and 10Up classical cutoffs
of direct and rescattered electrons, respectively, which is the range
normally employed to evaluate LIED results.

structure retrieval in the OBI regime, we choose only solutions
from long trajectories. For the three different wavelengths
employed in the present work, the percentage difference of the
CT with respect to the SM is below 2% within the rescattering
plateau (i.e., 2–10Up), showing an excellent agreement. In the
MIR, this error is further reduced to an entirely negligible
∼0.5%, indicating a clear advantage of MIR wavelengths, as
long as the dipole approximation remains valid. Again, this
demonstrates why a 3.2 μm wavelength is our optimal choice
for LIED.

IV. CONCLUSION

Recollision imaging is a powerful attosecond technology,
which is easy to implement, but whose information extraction
relies on unambiguous momentum-to-time mapping by invok-
ing the three-step model, also called the simple man’s model,
of strong-field physics. This model works very well in the
quasistatic, or tunneling, regime and, among other simplifica-
tions, it assumes that the recolliding (imaging) electron is born
with zero initial kinetic energy. However, recollision imaging
of larger molecular structures requires high peak intensity
for recollision to occur despite the much lower ionization
energy of the target. Consequently, recollision occurs in the
over-the-barrier regime for which initial kinetic energies are
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nonzero and short trajectory contributions are significant. We
conducted a numerical study of FTLIED, based on classical
trajectory dynamics, the simple man’s model, and the full
quantum dynamics by solving the TDSE, and show that the
accrued intrinsic error is still very small. For realistic assump-
tions, we find structural retrieval errors below 5% (>3.2 μm
driving laser), thus justifying the usage of the SM despite the
OBI regime. Considering the long trajectories solely, the error
margin of the SM with respect to the CT is less than 2% for re-
alistic wavelengths and less than 0.5% for the MIR. This study
provides a foundation for extending recollision-based imaging
methods to low-Ip atomic, molecular, or liquid systems.
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APPENDIX A: ADDITIONAL COMPUTATIONAL DETAILS

The two different approaches to mimic the cw electric field
employed in the trajectory-based methods are shown in Fig. 7.
The few-cycle pulse as described in Eq. (12) is shown as a

FIG. 7. Electric fields used in the numerical solution of the TDSE
at 3.2 μm. The few-cycle pulse as described in Eq. (12) (solid blue
line) together with the artificial pulse (dashed red line) as cut out of
the continuous wave (cw) electric field, Eq. (3).

FIG. 8. Momentum behavior of a selected trajectory started at
t0 = 0.05 opt. cycles. The red dashed line represents the trigono-
metric fit to the momenta; the vertical gray dashed line indicates the
return time.

solid blue line and the artificial pulse cut out of the cw electric
field from Eq. (3) is represented on top with a dashed red line.

The funnel effect and the trigonometric fit are exemplarily
visualized for a trajectory started at t0 = 0.05 opt.cycles in
Fig. 8.

APPENDIX B: VALIDATION OF THE INITIAL MOMENTA
IN THE CT VIA TDSE

As outlined in the text, we analyze the phase-space repre-
sentation of the TDSE via the Wigner and Husimi function to
validate the initial momenta in the CT for the OBI regime. An

FIG. 9. Wigner and Husimi phase-space representation snapshot
of the TDSE at peak intensity. The peak intensity corresponds to
E(t0) = E0 = 0.053 a.u. The top panel shows the color map of
the absolute Wigner representation with the yellow horizontal line
indicating the classical CT initial exit position, xOBI

0 (t0) [Eq. (4)].
The lower panel shows the momentum distribution cut in Wigner and
Husimi representations along the classical CT initial exit position,
i.e., the yellow line in the top panel. The vertical gray dashed line
represents the CT initial momenta, pOBI

0 (t0).
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example is shown in Fig. 9. The upper panel shows a color
map of the Wigner phase space together with a yellow hori-
zontal line indicating the CT’s initial position, xOBI

0 (t0), at time
of peak electric field strength, t0. The lower panel shows the
momentum distributions at this very position, xOBI

0 (t0) given
by a cut along the phase-space distributions of the Wigner and
Husimi representation. Contrary to the TI regime, where typ-
ically the trajectories are assumed to start with pTI

0 (t0) = 0, in
OBI the electrons are born with pOBI

0 (t0) different from zero.
The TDSE results show that the classical initial momentum is
in good agreement with the Wigner representation; see Fig. 7.
The Husimi representation cut is at slightly lower momenta.
This is due to the fact that while the Wigner representation

gives the momentum distribution along the exact cut [i.e.,
the CT initial position xOBI

0 (t0)], the Husimi representation
yields the momentum along a Gaussian coordinate window,
which is centered at the CT initial position xOBI

0 (t0). Hence,
it incorporates the momentum distribution around xOBI

0 (t0),
which includes low-momentum parts closer to the nucleus.
This shifts the overall Husimi momentum cut to lower mo-
menta. Nonetheless, the classical approximation is in good
agreement with the TDSE phase-space results. Furthermore,
the Wigner momentum distribution at the initial position
shows that most of the momentum distribution is negative,
i.e., pointing in the direction of the lowered dressed Coulomb
potential.
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