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Quantum optical communication in the presence of strong attenuation noise
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Is quantum communication possible over an optical fiber with transmissivity A < 1/2? The answer is well
known to be negative if the environment with which the incoming signal interacts is initialized in a thermal
state. However, Lami et al. [Phys. Rev. Lett. 125, 110504 (2020)] found the quantum capacity to be always
bounded away from zero for all A > 0, a phenomenon dubbed “die-hard quantum communication” (D-HQCOM),
provided that the initial environment state can be chosen appropriately, depending on A. Here we show an even
stronger version of D-HQCOM in the context of entanglement-assisted classical communication: entanglement
assistance and control of the environment enable communication with performance at least equal to that of the
ideal case of absence of noise, even if A > 0 is arbitrarily small. These two phenomena of D-HQCOM have
technological potential provided that we are able to control the environment. How can we achieve this? Our
second main result answers this question. Here we provide a fully consistent protocol to activate the phenomena
of D-HQCOM without directly accessing the environment state. This is done by sending over the channel “trigger
signals,” i.e., signals which do not encode information, prior to the actual communication, with the goal of
modifying the environment in an advantageous way. This is possible due to the memory effects which arise
when the sender feeds signals separated by a sufficiently short temporal interval. Our results may offer a concrete
scheme to communicate across arbitrarily long optical fibers, without using quantum repeaters. As a by-product
of our analysis, we derive a simple Kraus representation of the thermal attenuator exploiting the associated

Lindblad master equation.
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I. INTRODUCTION

Transmitting qubits over long distances is crucial for
building a global quantum internet, which will have an ex-
traordinary impact on science and technology [1,2]. Examples
of applications of a global quantum internet are the possibility
for any two parties on Earth to have unconditionally secure
communication, shared entanglement, and clock synchroniza-
tion [3]; the exploitation of distributed quantum computing
[4]; the improvement of telescope observations [5]; and the
possibility to access remote quantum computers in a private
way [6].

Optical fibers have not been able to transmit qubits over
long distances, even with the help of quantum repeaters [7-9].
It is generally maintained that this impossibility comes not
only from technological limitations, but also from more pro-
found theoretical reasons, most notably having to do with the
facts that (a) the quantum capacity of the thermal attenuator
vanishes for transmissivities lower than 1/2 [10] and (b) the
two-way quantum capacity of the thermal attenuator vanishes
for sufficiently low transmissivities [11].

These theoretical conclusions rest on the approximation
that optical fibers are memoryless [12]—i.e., that the noise
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affecting the transmission acts identically and independently
on each signal. However, in [13,14] it has been experimen-
tally observed that optical fibers do not always behave in a
way that complies with this assumption. Hence, in principle,
nonmemoryless optical fibers may allow the transmission of
qubits over long distances. In this paper, we prove that this is
indeed the case.

In particular, we show that it is in principle possible to
transmit qubits across arbitrarily long optical fibers without
using repeaters. We do this by considering a more realistic
model of optical fibers, where we relax the memoryless ap-
proximation and we take into account memory effects.

This paper builds on the framework of quantum communi-
cation theory. The goal of quantum communication theory is
to transfer information reliably and efficiently from a sender
Alice to a receiver Bob across a fixed noisy communica-
tion line [15-17]. Since any signal that Alice feeds into the
communication line can be corrupted by the noise, Alice and
Bob need to apply suitable protocols in order to communicate
reliably. The typical protocol is composed of three phases:

Encoding part: Alice encodes the (classical or quantum)
information she wishes to send to Bob into a quantum
state of a large number of systems, each of which is then
sent across the communication line.

Noise part: The noise affects the signal traveling from
Alice to Bob.

©2022 American Physical Society
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Decoding part: Bob applies a decoding procedure on
the received (corrupted) signals in order to recover the
information Alice wished to send.

In technological implementations, these protocols often
employ continuous variable quantum systems [18-20], e.g.,
photonic signals propagating across optical fibers.

The transmissivity of an optical fiber is defined as the
fraction of input energy that reaches the output of the fiber.
Typically, the transmissivity A of an optical fiber decreases
exponentially with its length L:

A= 1077 Wi, (1)

where typically y ~ 0.2. Nowadays the absolute record is
y >~ 0.14 [21,22].

A memoryless optical fiber with transmissivity A is usu-
ally schematized as a thermal attenuator &, ;. A thermal
attenuator @, ; is a bosonic quantum channel that acts by
mixing the input state with an environment initialized in a
thermal state 7, through a beam splitter (BS) of transmissivity
A € [0, 1], where v > 0 denotes the mean photon number of
the environment.

The quantum capacity is a figure of merit that measures
the ability of a given quantum channel in transmitting reliably
qubits. It turns out that the quantum capacity of the thermal
attenuator Q(®, ,) vanishes for all A < 1/2 and v > 0 [10].
Going back to (1), this is seen to mean that it is impossible
to transmit qubits across memoryless optical fibers which are
longer than 15 km or at most 21.5 km.

If Alice and Bob have the possibility to communicate clas-
sically, then the relevant figure of merit for transmitting qubits
reliably is the so-called two-way assisted quantum capacity
O>(-) [11]. It has been shown that Q> (®;, -, ) drops to zero for
A sufficiently small if v > 0, otherwise if v = 0 it tends to
zero for A tending to zero [11]. This means that, even if there
is assistance by unlimited two-way classical communication,
qubits cannot be transmitted by sufficiently long optical fibers
which are memoryless. However, we show that this is not the
case if one exploit memory effects in optical fibers.

The memoryless approximation holds when the temporal
interval between uses of the channel is sufficiently long, so
that the channel environment can return to its initial thermal
state T, between subsequent uses [12,23]. In this case, the
quantum states of each input signal are affected by the same
quantum channel @, . . On the contrary, if the time intervals
are sufficiently short, the environment has not enough time
to reset into the initial thermal state t,. Therefore, in this
case, any signal interacts with an environment state ¢ which
depends on the signals that have been sent previously, i.e.,
there are memory effects. This leads to the definition of gen-
eral attenuator @, ,. The latter acts as a thermal attenuator,
but the environment is initialized in an arbitrary state o (not
necessarily thermal).

In [24] a curious phenomenon, dubbed “die-hard quantum
communication” (D-HQCOM), was uncovered: for all A > 0
it is possible to find a suitable environment state o = o (1)
such that the quantum capacity of the general attenuator
®, () is larger than a positive constant ¢ > 0, in formula
Q(®;, ) > c. In this paper, we endow the phenomenon of

D-HQCOM with a technological relevance, and we do so by
exploiting memory effects in optical fibers. To this end, we
design a “noise attenuation protocol” that effectively turns
an optical fiber with transmissivity A and arbitrary (typically
thermal) environment state into a general attenuator @, ,;),
where, crucially, o (1) activates D-HQCOM [24]. This leads
to our main result: within our model and under our assump-
tions, it is possible for optical fibers to transmit qubits at a
constant rate over arbitrarily long distances, i.e., for arbitrarily
low transmissivities.

The basic idea of the noise attenuation protocol is that right
before sending the actual information-carrying signals Alice
will flash a trigger signal into the fiber. This serves to alter the
effective environment state of the channel, turning it from t,
into some o (1). The net effect is that the information-carrying
signal is affected not by the channel &, ,,, but rather by
Do)

Our second main result concerns a generalization of the
phenomenon of D-HQCOM to the context of entanglement-
assisted communication. We show that for arbitrarily low
nonzero values of A, there exists a suitable state o such that
the entanglement-assistance allows @, , to reliably transfer:

Qubits with performance of the same order of that achiev-
able by the identity channel (i.e., the noiseless channel)
in unassisted communication and

Bits with even better performance than that achievable by
the identity channel in unassisted communication. In
other words, entanglement assistance and the ability to
control the environment state allows one to completely
neutralise the effect of the noise in classical communica-
tion.

Once again, these results are not purely theoretical: on the
contrary, we show that the noise attenuation protocol allows
one to obtain the environment states o which activates these
enhanced entanglement-assisted performances.

The present paper motivates the theoretical and experimen-
tal study of quantum communication over nonmemoryless
communication channels, laying the stress on the fact that
memory effects can constitute a resource that improves com-
munication performance. Recently, it has been shown that
memory effects can also improve the performance of a quan-
tum relay [25].

The present paper also serves as the companion to the paper
[26], by providing proofs of the results stated in [26] and
additional developments.

The structure of the paper is as follows. In Sec. I we
review definitions and preliminary results relevant for the
rest of the paper. In Sec. I A we discuss the performance
of entanglement-assisted communication when the environ-
ment state can be chosen by Alice and Bob. In Sec. IITA
we also derive a simple Kraus representation of the thermal
attenuator (see Theorem 5), which can allow one to obtain
simple expressions for the action of the thermal attenuator on
generic operators. This is done by solving the Lindblad master
equation associated with the thermal attenuator (see Sec. III A
for details). In Sec. IV, first, we introduce a realistic model
of quantum communication that takes into account memory
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effects, and, second, we present the noise attenuation protocol
and discuss its implications.

II. NOTATION AND PRELIMINARIES

A positive semidefinite trace class operators acting on a
Hilbert space H is called a density operator, or a quantum
state, if it has unit trace. The set of density operators on H
will be denoted by G(H). The trace norm of a bounded linear
operator ® is defined by

1O = TrVO'e.

Given p1, p» € &(H), the quantity %Hp] — p2|l1 is called the
trace distance between p; and p,. It has an operational mean-
ing that captures the concept of distinguishability of p; and p,
[27,28]. Another way to measure how close two states p; and
02 are is provided by the fidelity. This is defined by

F(p1, p2) = /pia/P21. (2)

For any p; and p;, the following inequality holds [29]:

1 —F(p1, p2) < 3llo1 — p2lli S V1= F2(p1. o). (3)

The quantum carrier we deal with is a single-mode of electro-
magnetic radiation with definite frequency and polarization,
which is associated with the Hilbert space H := L*(R). The
quantum mechanical theory describing the quantum carrier
is the same as the quantum harmonic oscillator. A BS of
transmissivity A € [0, 1] acting on two single-mode systems
S and S, is represented by the operator

US) = explarccos N (ajay — araj)], @)

where a; and a, are the annihilation operators on S; and S5,
respectively. Let us consider a single-mode system Hp =
L*(R), which we call environment, whose annihilation op-
erator is denoted by b. Fixed A € [0, 1] and o € &G(HE),
a general attenuator ®; , : G(Hs) — G(Hs) is a quantum
channel defined by

@, ,(p) = Tre[USH p @ o (USD)], (5)

If & = 0 the channel is completely noisy, since ¢ ,(p) = 0o.
If A = 1 the channel is noiseless, since @ ,(p) = Id(p) = p.
The thermal state 7, with mean photon number v > 0 is de-
fined as

T, ==

 — V"
S 3 CE VTR

n=0

where |n) == (n!)~'2(a")"|0) is the nth Fock state and |0) is
the vacuum. Thermal states are important since they maximize
the entropy among all states with a fixed mean photon number,
as established by Lemma 1 [30].

Lemma 1. For all v > 0 it holds that

max :S(p) ip € S(HT), TI'|:PZ¢J”[:| < V}

i=1

=S(z5n) = ng(%), (7)
where
g) = (v + Dlogy (v + 1) — vlog, v (8)

is a monotonically increasing function called the bosonic
entropy.

The thermal attenuator @, ., i.e., the general attenuator
with a thermal environment state, is a well-studied example
of general attenuator. The thermal attenuator with v = 0, i.e.,
@, 00]» is called the pure loss channel.

Every quantum channel @ : S(Hy) > S(Hs) can be writ-
ten in Stinespring representation [31], i.e., there exist an
“environmental” Hilbert space Hg, a state |0)z € Hg/, and
a unitary operator UE") on Hg ® Hg: such that for all p €
S (Hy) it holds that

®(p) = Tre[USE) p @ |0) (0] (USEN). 9)

Hence, the output of a quantum channel that acts on a system
S can be always regarded as the state of S after the interaction
between S and a fixed pure state of the environment E’. We
can consider the state of E’ after the interaction. This defines
the so-called complementary channel of &:

®(p) = Trs[UFp @ 10)(0- (UENT. (10)

The Stinespring representation and the associated comple-
mentary channel are uniquely determined up to an isometry
on the environmental system.

Every quantum channel & can also be written in physical
representation. The latter is a generalization of the Stinespring
representation where the environment is not necessarily in a
pure state. In this case, the environment state after its inter-
action with the system leads to the definition of the so-called
weak complementary channel of ® [10]. For example, con-
sider the case of the general attenuator @, ,. (5) provides
a physical representation of @, ,. Hence, the map [I'J‘A”Ca :
S(Hs) — G(Hg), defined as

&y (p) = Trs[USp @ o (US)'], (1

is a weak complementary channel of ®; . The state ®} (p)
is the environment state after the interaction between the Sys-
tem initialized in p and the environment initialized in o trough
the BS unitary UA(SE).

The classical capacity C(P) [resp. quantum capacity
Q(®)] of a quantum channel @ is the maximum number of
bits (resp. qubits) that can be reliably transferred through
@ per use of & [32,33]. In addition, if Alice and Bob can
exploit an unlimited number of preshared entangled states in
the design of their communication protocols, then the relevant
figure of merit is the entanglement-assisted classical (resp.
quantum) capacity Cea(P) [resp. Qea(P)] [32,33]. Since, in
practice, a protocol cannot consume infinite energy, the mean
total input photon number per use of & has to be upper
bounded by a parameter N. This leads to the notion of energy-
constrained (EC) capacities C(®, N), Q(P, N), Ceo(P, N),
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and Qe, (P, N) [34-37]. Superdense coding [38] and quan-
tum teleportation [39] protocols guarantee that C.,(®, N) =
20 (P, N). The EC entanglement-assisted classical capacity
can be written as [33,37,40]

Cea(®,N) = max

S + Leon(P, )], (12)
peS(Hs): Tr[pa’al<N

where S(p) := —Tr[p log, p] is the von Neumann entropy,

Leon (@, p) = S(P(p)) — S(® Q Idp(|¥r) (¥ ) 13)

is the coherent information with |y) € Hs ® Hp being a pu-
rification of p [15-17], Hp being the purifying Hilbert space,
and Idp being the identity superoperator on Hp. It turns out
that the coherent information can be rewritten in terms of the
complementary channel as

Lon(®@, p) = S(®(p)) — S((p)). (14)
Moreover, the EC quantum capacity is given by [34,41-44]

Q(®,N) = lim %Qn(q)@", nN) 2 Qi1(®, N), 15)

where

01(®%", N) == Lon (D", p).

max
PES(HE):Trlp Y (a)ta]<N

The noiseless channel is the identity superoperator Id :
S (Hs) = S(Hy), defined as 1d(p) := p. The capacities of
the noiseless channel are

C(d,N) = Q(d, N) = Ce,(Id, N)/2 = g(N), (16)

as it can be shown by exploiting Lemma 1. Let us review
some known cases where the capacities have been determined
exactly. For the pure loss channel, it holds that [45,46]

Cea (P 0)001, N) = 1(DPy j0y001, T™V)
= g(N) + gAN) — g((1 — A)N),  (17)
and [34,47-51]

(AN) —g((1 = AM)N) ifx > 1/2,
O(P;j0y0, N) = 8 8 . /
0 otherwise.
The EC classical capacity of the thermal attenuator is [52]
C(®sr,, N)=gAN + (1 —A)v) —g((1 —A)v),  (18)

while its EC entanglement-assisted classical capacity is [47]

D+N —N-—-1
2

D—-—N +N-1
—g(—+>, (19)

Cea(®sz,s N) =g(N) + g(N') — g(

2
where

N' = AN + (1 — 1),

D= \/(N+N’+1)2—4/\N(N+ 1). (20)

A closed formula of Q(®, _;,, N) has not yet been discovered

for the case in which A > 1/2 and v > 0, although sharp
bounds are known [11,47,51,53-56]. If A < 1/2, it holds that
Q(®; ., N) =0 for all v, N > 0. Our work is motivated by
the following result [24].

Theorem 2. For all A € (0, 1] there exists o (A1) such that
O @00y = (P50, 1/2) > 1, 2n

where n > 0 is a universal constant. More specifically, for ¢ >
0 sufficiently small and for all A € (0, 1/2 — ¢) it holds that

O @y iy im) 2 O(P@s iy yim > 1/2) > c(e), (22)

where c(¢) > 0 is a constant with respect to A and n; € IN
satisfies 1/A — 1 < ny < 1/A. Moreover, it holds that ¢(0) =
0, and c(¢) > 5.133 x 107 for an appropriate & such that 0 <
& < 1/6 (see the Supplemental Material of [24]).

Hence, suitable environmental Fock states are beneficial
for the performance of quantum communication. Let us state
a useful lemma which follows straightforwardly from [24,
Theorem 1].

Lemma 3. Leta € C. Let 0 € G(Hg) be of the form o =
D(a)ooD(a)', where

D(z) = exp (zb" — 2*D) (23)
is the displacement operator on E, and oy satisfies
VooV = oy, (24)

with V := (—1)""? being the parity operator. Then

O(P@y)2,)=0. (25)
Furthermore, it holds that
Y =VoD_, 5,0 Pioso. (26)
where V and D,, are two quantum channels defined by
V() =VEVT, @7
Dy(-) = D(@)(-)D(@)". (28)

The diamond norm of a superoperator A : S(H) — S(H)
is

[All, = sup
PES(HRHc)

(A ®Ic)pll, (29)

where the sup is taken also over the ancilla systems H.

It turns out that the capacities are continuous with re-
spect to diamond norm in finite dimension [57]. However,
in the infinite-dimensional scenario the topology induced by
the diamond norm is often too strong to make the capaci-
ties continuous. For instance, although it can be shown that
”q))».IU)(OI - qD)J,\())(()\ ||<> =2 forall A ;é A [58, Proposition 1],
the functions Q(®;_ o0/, N) and Cea(Py j0y(0, N) are both
continuous in A. To remedy these undesirable features of
the diamond norm, it is customary to define the energy-
constrained (EC) diamond norm. For a given single-mode
system Hg with annihilation operator a, some N > 0, and a
superoperator A : G(Hg) —> S(Hs), one defines [11,58,59]

[Alloy = sup I(A®Ic)plly,  (30)

peS(Hs®@Hc) : Tr[pa’al<N
where the sup is taken also over the ancilla systems H¢.
Analogously to the diamond norm, the supremum in (30)
can be restricted to pure states of S(Hs ® He) where the
ancilla C is a copy of S. The paper [58] shows that the energy-
constrained diamond norm provides useful continuity bounds
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for the energy-constrained capacities of infinite-dimensional
bosonic quantum channels.

Lemma 4. [58, Theorem 9] Let @, &, : G(Hg) —
G (Hs) be quantum channels. Suppose there exist o, Ny € R
such that for all p € G(Hy) it holds that

Trla‘a ®i(p)] < aTrla’'apl+ Ny, Yi=1,2. (31)

Quantum channels satisfying such a constraint are said to be
“energy limited.”

Suppose that there exists ¢ € (0, 1) such that forall N > 0
it holds that

— Oy < & (32)
Then for all N > 0 it holds that

|Q(®,N) — Q(Py, N)|
<565 g( “N}NO) +6g(4VE). (33

Similar statements can be proved for the energy-constrained
entanglement-assisted capacities.

In particular, Q(-, N) and Cg,(-, N) are continuous with
respect to the EC diamond norm over the subset of energy-
limited quantum channels.

sl®

III. NOISE NEUTRALIZATION DUE TO ENVIRONMENT
CONTROL AND ENTANGLEMENT ASSISTANCE

In this section we study the quantity Ceo(Pj ), N),
for ne IN, N >0, and A € (0, 1]. Hence, the environment
states under consideration are Fock states. To calculate
Cea( Dy jnyin)> N), we need to maximize

I(®y 1y n)s 0) = S(0) + Leon (P ny(n)» ) (34)

on the subset of states p satisfying the energy constraint
Tr[p a'a] < N. Since the term S(p) appears in the definition
of I(®), nyn|» ), it is worth choosing as an ansatz for p the
state that maximizes the entropy among all states satisfying
the energy constraint, i.e., the thermal state 7. Incidentally,
it is known that ty is the maximizer of 1(®y, (s, ) if n =0
[see (17)], i.e., the case of the pure loss channel.
Since S(ty) = g(N), we have

Cea( Py iy inps N) = 1( Py jnyin)> TN)
= gN) + Ieon( Py jnyn» Tv). (35)

Since a weak complementary channel associated with a pure
environment state is a complementary channel, it holds that

Leon (P mynf> Tv) = S(Po iy (tw)) — (P} () - (36)

By applying (26) and the invariance of the von Neumman
entropy under unitary transformation, we obtain

S(®3 0y n () = S(P 1y (TV)).- (37)

Asa consequence,

Leon (P iy TN) = S(Pa iy (TN)) — S(P 1, ny(n) (TH)).
(38)

In order to compute the coherent information in (38), let us
calculate the eigenvalues of ®@;_ jn(Tw)-

We could try to do this by exploiting the “explicit formula
of BS” of Lemma A.4 in Appendix A, derived by calculat-
ing the action of U, )\(SE) on the tensor product of two Fock
states (or, equivalently, the formulas shown by Sabapathy and
Winter [60, Sec. III B]). However, adopting this approach we
would obtain a very complicated expression of the eigenvalues
of ®, |, (ty) which involves a series that we are not able to
sum. More explicitly, leveraging Lemma A.4 we would obtain
that

i+j
USPliYslidg = ) i 0)li+ j —miglm)g, — (39)
m=0
for all i, j € IN, where
()] k
- )
ilj kmax(Om 0 k) \m —k

1+m 2k (1 _ \/m, (40)

forallme {0,1, ...,

1 i N \*
( ) Dy iy (1K) (K]
N+1 pard N+1

- ()
TN+1 N+1

k=0

i + j}. By using (39), one obtains that

Dy iy (Tv) =

k

n+k
xSk m )| 1+ k — m)in + k —ml

m=0
=Y PN, n, I, (41)
1=0

where

PN, n, i)

1 o0 ( N )k
=—— Y (=) & @
n+k l
N + 1 k=max(l—n,0) N + 1
(41) implies that the eigenvalues of &, ., (|n)(n|) are
{P/ (N, n, M}en.

Since the calculated expression of P(N, n, L) in (42) is
very complicated, we introduce the “master equation trick,”
which will allow us to obtain a much simpler expression.

Before explaining it, let us observe that for any X, o, and p
it holds that

@y0(0) = P1p, p(0), (43)

as established by Lemma A.6 in Appendix A. Consequently,
we obtain

D, 1 (tv) = Pi_y o, (In) (n]). (44)

Therefore, the problem has now been reformulated as that of
calculating the action of the thermal attenuator ¢, ., on a
Fock state.

Now, we apply the “master equation trick””: we retrieve the
action of the thermal attenuator on a Fock state as a solution
to the Gorini-Kossakowski-Sudarshan-Lindblad master equa-
tion. Our trick allows us to sum the complicated series which
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appears in the expression of the eigenvalues of ®; |y, (Ty) in
(42). Without this simplification, the analytical calculations
in Sec. I A would have been much more challenging. By
defining

oN(t) = qDexp(ft),rN (p)
with ¢ € [0, 00), it holds that

Lpn(t) = N[a'py()a — 3{pn(1), aa'}]
+(N + D[apy(t)a’ — 3{py(@),a’a}] ~ (45)
pn(0) =

where {A, B} := AB + BA denotes the anticommutator be-
tween the operators A and B. For the sake of completeness,
we provide a proof of (45) in Lemma A.8 in Appendix A. The
master equation in (45) can be solved explicitly. The solution
can be found in [61 Eq (3.18)]. It reads

e Z Gt (a T)ke—a*alnF(z)

on(t) = F([) k!
00 m
where
/,l/ = N + 19
v:i=N,
(“5°1)
E@):= M ’
@) cosh( ) + ‘H—U s1nh( )
h
G I sin E 1) ,
cosh( )+“ USlnh( ’)

R

F(t):=cosh( > z)+ sinh(“;”r). (47)

Exploiting the formulas

a}n|n> — (Vl m)l |n m>7 lfn 2 ’:ns
, otherwise

— k)!
Ny = [T @)
(n—m)!
and using the initial condition p = |n)(n|, one obtains that
cIDexp(ft),r;v (|l’l) (n|)

= pn(1)

(a

t/2 © n

e n!G(t)
T F@) ;;n; (n — m)!k!

E@)"

. WW*)"ln—mxn—mmk
E(@)"
F(I) F(t)Z(n m)
x (n)<n—m+k>|n—m+k)(n—m+k|‘ (49)
m k

In addition, by setting

£ty = 2N +1 +2coth(t/2),

the expression in (47) can be rewritten as
E@)=(N+1)/f@),

G@)=N/f(@),
F(t) = cosh(1/2) + (2N + 1) sinh(1/2). 51)

(50)

Hence, in terms of A = exp(—t), it holds that
N+1—-Nx
1—A
N+1—-Nax

v

f(=Ind) =

’

F(—In}) = (52)

Finally, we obtain

P@j.z (In) (n])

-3y
k=0 m=0
X |n—m+k){n —m+ k|

o0 1 n
= Z I+n+1 Z (=2
P (N+1-=NX))

m=max{0,n—1}

)»)”H—k)\.n_me (N + l)m (:1) (n—ll’l:-‘rk)
(N + 1 = Nptmtant!

)2m+l—n

x,\""’N’+m"(N+1)m<”>< ! )|l)(l|. (53)
m n—m

In conclusion, by using

Dyl () = Y PN, m, I, (54)
=0
(44) implies
PN, n, &) = {L|P;. 0y (u (Tn)I])

= (1P (In) (D)

)\’2m+lfn (1 _ )\‘)nfm

1
- (l +N}»)l+n+1 Z

m=max{0,n—1}

% NI+m=1(N + 1)’”(”)( ! ) (55)
m n—m

Therefore, the “master equation trick” provides a significantly
simpler expression for the eigenvalues {P;(N, n, A)};ew of
@, 1y (ty) than that in (42). The expression in (55) was
obtained from a standard calculation exploiting the “explicit
formula of BS” of Lemma A.4. Comparing the expressions in
(42) and (55), we find that

o0
N ) )
(=)l oof
k=ma§(l:fn,0) N+1 e

n

N+1
= (1 +N)\)l+n+] Z

m=max{0,n—/}

N1 (N 4 1y" (:Z) (n _l m) (56)

)L2m+l—n(1 _ A)n—m
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Hence, the “master equation trick” allows us to sum this com-
plicated series that involves the coefficients el expressed in
(40).

Furthermore, the simple expression of P;(N, n, A) in (55)
can be useful in lower bounding the capacities of general
attenuators whose environment state is diagonal in Fock basis.
Indeed, the capacities of a general attenuator @, , can be
lower bounded in terms of Ion (P, ., Tv), and the latter in
terms of the eigenvalues of ®, ,(tx), by using the subaddi-
tivity inequality of the von Neumann entropy to deal with the
term S (Cb,\,g(rN)). Therefore, if o is diagonal in Fock basis,
by noting that in this case (54) allows one to easily calculate
the eigenvalues of @, ,(7y), one can obtain a lower bound on
the capacities of @, ,. This reasoning is developed in Lemma
A.10 in Appendix A.

Moreover, the “master equation trick” provides a Kraus
representation for the thermal attenuator, we it report in Theo-
rem 5. Such Kraus representation is much simpler than that
reported in Lemma A.11 in Appendix A, obtained from a
standard calculation exploiting the “explicit formula of BS.”
The Kraus representation reported in Theorem 5 can be useful
in calculating the action of the thermal attenuator on a generic
operator. For example, as we show in Remark A.l in Ap-
pendix A, it significantly simplifies the action of the thermal
attenuator on an operator of the form |n)(i|, where |n) and |i)
are Fock states.

Theorem 5. For all A € [0, 1], v > 0, the thermal attenua-
tor ®@; . admits the following Kraus representation:

e (p)= Y MiwpM],, (57)
k,m=0

where

Iy _ vk(v + m(1 — )\)m+k
ST\ KmL(1 — v + 1k

VA ) am.  (58)

TNl V&
X(“)<(1—x)u+1

In particular, by letting |n) and [i) two Fock states, it holds
that

@y.r, (In) (i) = Z Juig VI +n =il (59)

[=max(i—n,0)

where

min(n,i)

friaOovy= >

m=max(i—I[,0)

N

(n—m)(i—m)m!(l +m—1i)!

n+i—2m

1)lerfi(v + l)m(l _ )\)2m+lfi)\’f

[(] _ A.)U + 1]l+n+l (60)

The proofs of (57) and (59) are provided in Lemma A.12
and Remark A.1 in Appendix A, respectively.

Now let us conclude the calculation of the coherent infor-
mation in (38). The von Neumann entropy of ®;_ ¢, (Tn) is
the Shannon entropy of the probability distribution

increasing n

FIG. 1. The functions Ieon(®P;. u)(n» Tv) plotted with respect to the
variable A for N = 0.5 and for several values of n from 3 to 100. We
have computed Ioon(P;. jny (), Tv) by using (62).

{Pi(N, n, L)}en:
S(P jnyn(tv)) = H((P(N, n, 1))

o0
==Y P(N.n,\)log, A(N.n,x). (61)
=0

Finally, from (38), we have that

Leon (P nyin)s TN)
=H(P(N,n,\)—HPN,n, 1 —21)). (62)

By using (62), in Fig. 1 we plot Lo (P, jny(n|, Tv) as a function
of A for N = 0.5 and increasing n.

For the other values of N, the trend of Ioon(®;, sy, Tn) 1S
similar to that in Fig. 1. This suggests that, for fixed N > 0 and
n € IN, there exists a transmissivity value Ay(n) € (0, 1/2] for
which the function A = I.on(®;, 1uy(n, Tv) is strictly positive
for A € (Ay(n), 1/2) and negative for A € (0, Xy (n)). In addi-

tion, Ay (n) seems to decrease in n and to satisfy lim Ay(n) =
n—o0

0. This leads us to Conjecture 6.

Incidentally, a similar behavior 1is displayed by
Leon (P n)(ns w)’ as discussed in [24]. There, it
was analytically shown that for all A > 0 such a coherent
information is bounded away from zero, if n is chosen
appropriately.

Conjecture 6. For all A € (0,1/2), N > 0, and for n € IN
sufficiently large it holds that

Leon (@5 1y (ny» T™v) > 0. (63)

Conjecture 6 has several implications since the quantity
Leon (P jn)(n|» Tn) Provides a lower bound on several capacities
of ®, |n)(n- Indeed, (35) and (16) imply that

Cea( Py jyin), N) = CUAd, N) + Lon (P jnynp> Tn). (64)

In addition, the relation Ce, = 2Q., and (16) guarantee that

Od, N) + Ieon (@, jny(n)» ™)
2 b

Oca( Py jnyin, N) =
Finally, (15) yields

O(P; 1myint> N) = Leon( Do jny () T™v)- (66)

(65)
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The validity of Conjecture 6, together with the above lower
bounds on the capacities, would prove Theorem 7.

Theorem 7. Suppose that Conjecture 6 is valid. Then, for
all 2 €(0,1/2), N > 0, and for n € IN sufficiently large it
holds that

Cea(Py jyin, N) > C(Ud, N), (67)
Qea( Py, jmyin), N) > Q(Id, N)/2, (68)
O(Py, jyin, N) > 0. (69)

Let us analyze each of these lower bounds on the capaci-
ties.

First, since C(Id, N) is the best-achievable rate of bits reli-
ably transmitted from Alice to Bob in the ideal case of absence
of noise (i.e., A = 1), (67) would imply the following state-
ment. The preshared entanglement resource and the control of
the environment state allow one to communicate with better
performance than the ideal case of absence of noise, even if
the transmissivity A > O is arbitrarily small. This statement
can be expressed by means of the inequality

sup Cea (P10, N) > C(Id, N), (70)
forall N > 0 and all A € (0, 1/2). Or, more specifically, as
Sup Cea (P jy(n)» N) > CId, N). (71)
nelN

Expression (70) is well known to be true if . > 1/2 (it suffices
to take o = |0)(0]). Here we find that (70) can hold also for
0 < A < 1/2. In addition, it is well known that the resource
of preshared entanglement between Alice and Bob helps com-
munication. Here we show that this resource, together with the
ability to choose the environment state, is able to completely
neutralize the action of the noise on an arbitrarily long optical
fiber used to transmit bits.

To put (67) into perspective, notice that if the environment
is in a thermal state (as in the usual scheme of an optical fiber),
for A < 1/2 it is not possible to transmit bits with better per-
formance than the unassisted noiseless scenario, even when
preshared entanglement is available. Indeed, for all A < 1/2
and all N, v > 0 it holds that

C(®@sr,,N) < Cea(Py,r,, N) < C(Id, N). (72)

In addition, since Cey(P; 7, , N) approaches 0 as A approaches
0, the environment control would infinitely improve the per-
formance of entanglement-assisted communication for A —
0t.

Second, (68) would imply that the preshared entanglement
resource and the appropriate control of the environment state
always allow one to transmit qubits with a rate equal to at
least half of the energy-constrained quantum capacity of the
noiseless channel.

Third, (69) would constitute another proof of the phe-
nomenon of D-HQCOM [24]. That is, for any arbitrarily
low nonzero value of the transmissivity, there exists an
environment state for which the quantum capacity of the
corresponding general attenuator is strictly positive. Expres-
sion (69) is proved in [24] only for N > 1/2 and for n € IN
such that 1/ — 1 < n < 1/A. Here we are able to explore
D-HQCOM also for N € (0, 1/2).

120

100

80

An(A)

60

0.00 0.02 0.04 0.06 0.08 0.10
A

FIG. 2. The function 7y (A) plotted with respect to the transmis-
sivity A with a step of AA = 0.0002 for several values of the energy
constraint N. The continuous lines are functions of the form K(N)/A.

Conjecture 6, and hence also Theorem 7, rests on the
hypothesis that n has to be sufficiently large. A natural
question that arises in this context is: for a fixed N > 0
and A € (0,1/2), what is the minimum n € IN such that
Leon (P jnyn)» Tv) > 0 ? Let iy () denote such a minimum,

fiy(A) == min{n € IN : Icoh(q>k,|n>(n|v y) > 0}. (73)

From numerical investigations, the above optimization prob-
lem seems to admit a solution for all N > 0 and A € (0, 1/2).
More precisely, the plot of 7y ()) in Fig. 2 suggests that

fin (L) ~ @ for . — 07, (74)
where K(N) is a monotonically increasing positive function.
In Fig. 3 we plot an estimate of K(N). From the above nu-
merical observations it seems that the following more specific
conjecture holds.

Conjecture 8. Let N > 0 and A € (0, 1/2). It holds that
Lon(®Py s Tv) > 0 if and only if n > ny(A), where
niy(A) ~ @ for A > 0 sufficiently small with K(N) being
a proper increasing positive function. As a consequence, for
all n > ny (1) the inequalities in (67), (68), and (69) hold.

2.5

N

FIG. 3. An estimate of the function K(N) plotted with respect to
the energy constraint N.
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A. Limit of vanishing transmissivity

Above we have seen that the positivity of the coherent
information Icon(®;,jny (x> Tv) in (38) has strong implications
in terms of performances of the communication across an
optical fiber with transmissivity A. The case in which the
optical fiber is very long—i.e., the transmissivity A > 0 is very
small—is the most interesting one. In Theorem 9 we will take
into account this case providing a lower bound on the coherent
information in the limit in which A goes to 0" as ¢/n where
n — oo and ¢ > 0 is a constant. Interestingly, such a lower
bound turns out to be positive, as we will see later.

Before stating Theorem 9, let us explain why we take the
transmissivity to be

Ay = c/n. (75)

First, (74) suggests that we need to take A,n 2 K(N) in or-
der to obtain I.on(Pj, jnyin)> Tv) > 0. Therefore, we are led to
consider as ansatz a sequence {A,},cn such that A,n tends
either to infinity or to a constant 2K (N). The choice of A,n
proportional to a constant makes the calculation simpler since,
in this case, we will see that the sequence {®_y, juy(n) (Tn ) }neN
converges as n — oco. In addition, notice that if A,n is pro-
portional to a constant, then the mean photon number of
®_y, 1nyn(tv) converges, whereas, if A,n — oo, then this
mean photon number diverges.

Observe that the mean photon number of @, ,(p) can be
calculated as

(@'a)o,

= Ma'a), + (1 = 2)(b'b)y + 2/A(1 — M)Re((a),(b"),),
(76)

as proved in Lemma A.3 in Appendix A.
Theorem 9. For all N > 0 and ¢ > 0 it holds that

lim inf[coh((bf,ln)(nlv w) = H(q(N,c)) — H(p(N,¢c)), (77)

n—oo

where {gi(N, ¢)}kez and {pr(N, ¢)}rez are two probability
distributions given by

k/2
) IyQey NN+ 1)) (78)

CIk(N, C) — ec(2N+1)(

Pi(N, ¢)

N+1

N¥ —c c :

_ [ /(N+1)Lk(——N(N+1)), ifk >0, (79)

0, otherwise,

where I;(+) is the kth Bessel function of the first kind,

k 00 z\2m
z (3)

I == _— 80
K@) (2) Zm!(k+m)! (80)

m=0

and L;(-) is the kth Laguerre polynomial,

=1y (k
Li(x) :=Z(m') <m)x (81)

m=0

Before proving Theorem 9, let us explain its implications.
As discussed above, our aim is to show that the coherent
information is positive in the limit of vanishing transmissivity.

_0.14
20.12

©

£0.10

S

:fo.os

=0.06

2 c(N)=N+1
=0.04 c(N)=N+2
502 —— c(N)=N+4
e — ¢(N)=N+6

0005 10 20 30 40 50

N

FIG. 4. The functions H(q(N, c(N))) — H(p(N, c(N))) plotted
with respect to the variable N for several choices of the function
c¢(N).

As guaranteed by Theorem 9, if
H(g(N, c)) —H(p(N, ¢)) > 0, (82)
then for n sufficiently large it holds that
Icoh(CID%‘n)(n‘, y) > 0. (83)

We do not expect that H(g(N, ¢)) — H(p(N, ¢)) > 0 for all
¢, N > 0. Indeed, (74) suggests that, for fixed N > 0, we need
to take ¢ 2 K(N) in order to obtain Leoh(® < jny(n)» Tv) > O for
n sufficiently large [K(N) is estimated in Fig. 3]. This is the
reason why we choose ¢ to be a function of N. In particular, we
choose ¢(N) so that the inequality c(N) = K(N) is satisfied.

In Fig. 4 we plot the function H(qg(N,c(N)))—
H(p(N, c(N))) where c(N) is chosen to be

c(N)=N+a«
and « is a constant. From Fig. 4 we see that
H(g(N, c(N))) — H(p(N,c(N))) > 0 (84)

for proper choices of the function c¢(N). We do not yet possess
an analytical proof of the fact that (84) holds for all N > 0,
but the numerical evidence we have gathered, depicted in
Fig. 4, is very clear. Indeed, the function H(g(N, c(N))) —
H(p(N, c(N))) appears to have a positive horizontal asymp-
tote. As a consequence, Theorem 9, together with the lower
bounds in (64), (65), and (66), establishes that

lim inf Cey (® e |, N) > Cd, N),
o0 n

n—

lim inf Qea ((b c(N)
n—oo

n

N) > 0(d, N)/2,

J|n)(nl?

lim inf Q(® . |,y - N) > 0. (85)

n—o0 nl?

These inequalities show that all the discussed implications
of Theorem 7 are valid in the physically interesting case in
which A > 0 is very small. Namely, we have proved that for
arbitrarily small values of A > 0 there exist environment states
that allow one to reliably transmit:

Bits with better performances than in the (unassisted) ideal
case of absence of noise, provided that preshared en-
tanglement assists communication. In other words, the

042437-9



MELE, LAMI, AND GIOVANNETTI

PHYSICAL REVIEW A 106, 042437 (2022)

N=2.00, n=20,A =3/n

0.2
PN, n,A)
P(N,n,1=A)
0.0 b0
20 40 60 80 100 120 140
0.2 N=2.00, n=60,A=3/n
P/(N,n,A)
Pi(N,n,1-2A)
0.0 etz
20 40 60 80 100 120 140
0.2 N=2.00, n=100, A =3/n
Pi(N, n,A)
PN, n,1—=A)
0.0 ezt
20 40 60 80 100 120 140

FIG. 5. The probability distributions P;(2, n, %) and P,(2,n, 1 —
%) plotted with respect to the index [ for several values of n. These
probability distributions are computed using (55).

ability of choosing the environment state and the entan-
glement resource suffice to neutralise the effect of the
noise affecting an optical fiber used to transmit bits, no
matter how small the signal-to-noise ratio is.

Qubits with a rate larger than half of the best-achievable
one in the (unassisted) ideal case of absence of noise,
provided that preshared entanglement assists communi-
cation.

Qubits at a strictly positive rate that is moreover indepen-
dent of A. This result was already known from [24].

We are now ready to prove Theorem 9.
Proof of Theorem 9 From (38), we have

Icoh(cbﬁ,ln)(nh TN)
= S(q)%"n)(n‘(l'jv)) - S(q)l—ﬁ,\n)(n\(tN))9 (86)

where, by using (54), we can write

oo
Pe i () = ZP1<N’ " %)Wl"

=0

1t i) = Y R(Nom L= )@l (87)

1=0

Before explaining our proof, let us forge our intuition by look-
ing at Fig. 5. While {P,(N,n, 1 — ’%‘)}1;0 seems to converge
for n — o0, the distribution {P;(N, n, %)},20 does not. Indeed,
the distribution {P;(N, n, ~)};>0 can be seen to move to the
right as n increases, with a mean value of [see (76)]

o0

ZIPZ(N, n, E) = Trla'a <y (Tn)]
" ;

=0

=N+ (1=2)n"En-c 89
n n

keeping constant its peak shape. This is the reason why we are

going to unitarily shift to the left the state ® < |,y(,/(ty) in order

to have a new state which does converge in'the limit n — 0.
Let us extend our harmonic oscillator Hilbert space by

adding new orthonormal states {|—i)};ev+ so that {|k)}rez

is an orthonormal basis of the resulting Hilbert space Hext.

We define the extension of the operators <I>5,|,1>(,1|(IN) and
®D_c ) (Tn) to Hexe such that for all k € INT it holds that
(for the sake of simplicity we are going to denote an operator
and its extension in the same way)

D 1y (tn)|—k) =0,
Di_< i (Tv)|—k) = 0. (89)

Moreover, let us define for all k € Z the shift operators T
which act on the extended Hilbert space as

Ty =i+ k), Viel. (90)
Since T is unitary, it holds that

S(q>§,|n>(n|(TN)) = S(T—n@%,\n)(n\(TN)T_Tn)- ©On
Consequently, (86) implies that

Leon (q)%.ln)(nly fN)
= S(Tfncbﬁ,ln)(nl(TN)Tjn) - S((b],%,m)(m(tN))- (92)

Unlike the sequence of operators

{@c mmn}, _ S 6(Hs), 93)
its shifted version,
(T @ 1y o (T dne € S(Hext) (94)

does converge in trace norm as n — 00, as we are going to
prove now.
Equations (87) imply that

oo
C
Ty ()T = AN =)l = m) 1 = n
=0

> Cc
= 2 P (Von =)okl ©5)

Hence, since we want to study T,n¢%.|n>(n|(rN)Tj,, in the
limit n — oo, let us define the probability distribution
{gx (N, ¢)}xez over the alphabet Z as

a(N. ) = lim Poye (N, %) (96)

We will show below that such limit exists. To this end, let us
first consider the case where k > 0. Then (55) implies that

q-r(N, c)

S (5 (1= ) NN 1 () (1)

= lim
n—o00 (1 +Nl%-)2n—k+l
. 1 nk c\ 2m+k ¢\ n—m—k
- nlint’)lo (1 +N5)2”*k+1 mX:(:) <r_;) (1 - Z)

m m+k n n—k
< N"(N + 1) <m+k)< - )

e (1 )" e + DI
it (1 + NSk

n—k m n n—k
3 (1) ey e i)

m=0
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— e—c[2N+l][c(N+ 1)]k

n—k n n—k
. c v e ) (o)
x nllr&”g) (] - ;) [eyN(N +1 ]2 Jrl;erk >
L)

where in the last line we used the celebrated Nepero
limit, i.e., lim (1 — £)" = ¢7“. Now we are going to invoke
n—oo

Tannery’s theorem in order to show that we can interchange
the limit and the series:

n—k n n— k
m=0

ad n n— k
m=0
(98)

The statement of the Tannery’s theorem, which is nothing but
a special case of Lebesgue’s dominated convergence theorem,
is the following. For all n € N, let {a,,(n)}ew CR be a
sequence. Suppose that the limit

lim a,,(n) (99)

exists for all m € IN. If there exists a sequence {M,,},e;v C R
such that y o M,, < 0o and

lam(n)] < M

forallm,n € I, then

o0 o0
i 3 antn) = 3 i 0

(100)
m=0 m=0
By setting
_ 1 ifmel[0,n—k],
X10.n—k) (M) = {0 otherwise. (10n)
one obtains
n—k c 2 ( j—k)(n k)
lim (1—-) ey NV + D220
n%oom:O n
o0 c\—m
= n]l)l’lgo Z_;) X[O,nfk](m)(1 - ;)
2m (mik) (" k)
x Loy NV + TP 5, (102)

Let us check whether the hypotheses of Tannery s theorem are

fulfilled. Due to the inequality ( ) < 4y» valid for all integers
a>b>0, and to the fact that (1 —£)™ < 2’", valid for
sufficiently large n (more precisely, as soon as n > 2c¢), the
general term of the series (which is not negative) satlsﬁes

n n—k
X[o,nka(m)(l — %) [e/ NN + )" (m+];1)n(+k )

_ ey /2N(N + )"
S m+kbm!

(103)

for sufficiently large n. Since [62]

i [c/ZN(N + D)™ -
(m+k)!m!

00, (104)
m=0

Tannery’s theorem guarantees that

n—k

n n—k
nllpgo Z <1 — —) [ \/]\](1\]—+]2m (m+1;)ng_k )
m=0

0 o —m
= Z lim X[O,nfk](m)(l - —)
n—00 n

m=0

n n—k
x [C\/]V(]V——i-]zm ('n+1;2nsk )
_i m( _E) [\/Iv(]v—_i_]bn(mj-k)(n )
- n—00 n n2m+k

m=0

[c/N(N + 1)]?"
(m+k)!m!

I
Nk

(105)
0

3
Il

As a consequence, (97) implies that

o 12m
.0 = ey Y T I

m=0
(106)

By using (80), we arrive at

k/2
gk (N, ¢) = e~V +1] (NT“> L(Q2ey/N(N +1)). (107)

Analogously, for k > 0 it holds that
qr(N, ¢)
(97 TN 1 ()
= lim
n—oo (1 + N_)2n+k+1
- C.
n—o00 (1 +N )2n+k+1

X Z (1 — %) [C\/W]Zm( )ZS:n;;{k)
m=0
_ o NI (N i [co/ NN + D"

— (m+k)!m!
—e2N+1] k2
—¢ (N—+1) LQ2e/N(N + 1)). (108)

In summary, we have shown that for all £k € Z it holds that

k/2
s, = ey

N ]) I 2ey/NON + 1), (109)

Now, let us define the following state on Hey:

[ee]

pave = Y k(N c)lk)(kl.

k=—00

(110)

Equations (95) and (96) guarantee that the sequence of den-

sity operators {T,n¢>5,|n)<,,|(rN)Tjn}nem weakly converges to
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Pq(N,c)- Consequently, we can apply [63, Lemma 4.3], which
states that if a sequence of density operators converges to an-
other density operators in the weak operator topology, then the
convergence s in trace norm. Hence, {T_,, ® < n)(n (tN)Tj”},lE]N
converges to pg(v,c) in trace norm:

lim (| T @< oy (20T, = v ||, = 0- (111)

n— o0

Analogously, we define the probability distribution
{px(N, ¢)}rez over the alphabet Z as
lim P(N,n, 1 — %),

pi(N,c) = {noﬁoo ifk >0,

. (112)
, otherwise.

Letk > 0. Analogously to what has been done previously, i.e.,
starting from (55), carrying out the calculations and expanding
for large n, one obtains that

pr(N, )
1 " C\ 2m+k—n
— lim (1 - -)
n— 00 (N + 1 — N%)k+n+l m;]( n
n—m k
X (E) Nk+m—n(N + 1)m<n)< )
n m n—m
i 1 c\ n+k
= um —_ —
n— n Nec k+n+1 ( )
00 (N + 1)k+ +1(1 _ (N+l)n) n
k c\"m/c\m n\ [k
(1= () W (1) (1)
=0 n n m m

k k m
_ N efc/(NH)Z ¢ L[k
(N + Dk NN +1)) m\m

_ N* —c/(N+1)L _ ¢ 113
RIS k( N(N+1>>‘ )
Moreover, let us define
o0
ppve) = Y pr(N, ©)lk) (kl. (114)

k=0

Since {®1_c< j(n(Tn ) }ney Weakly converges to ppw,c), then it
converges to pp(v,c) in trace norm [63, Lemma 4.3]:

nlgfolo “q)lf%,ln)(nl(TN) = Pp(N.c) H1 = 0. (115)

From (92) we have that

im inf Zon (< (nf» Tv)
n— o0

= liminf[S(T_,®< 1y (o (T8 T,

n— o0
= S(P1—< puym (T )]

At this point we would like to show that we can lower bound
the expression (116) by taking the limit inside the function
S. For this to be a legal move, we would need the entropy to
be a continuous function of the states we consider. However,
although in the finite-dimensional scenario Fannes’ inequality
[15, Chapter 11] guarantees the continuity in trace norm of
the von Neumann entropy [64], in the infinite-dimensional
setting the continuity does not hold any more. However, the

(116)

von Neumman entropy is still lower semi-continuous in trace
norm [17, Theorem 11.6]. Continuity of the von Neumann
entropy is restored when restricting to quantum systems sat-
isfying the Gibbs hypothesis (i.e., quantum systems having
finite partition function) and to states with bounded energy, as
established by [17, Lemma 11.8]. First, we are going to apply
[17, Lemma 11.8] to the sequence {<I>1_§,‘n)<n‘ (tv)}nen. Letus
check whether its hypotheses are fulfilled:

The partition function of the quantum harmonic oscillator
is finite for all 8 > 0; indeed:

Trg[e #"'“] =

o F =% forall 8 > 0.

The sequence {®1_< ) (Tn)}new S S(Hs) has bounded
energy. Indeed, (76) implies that for all n € IN it holds
that

Trs[®_c juyu (tn) a'a] = (1 - E)N +e<N+e
n n

As a consequence, we can apply [17, Lemma 11.8]. By
using also (115), we deduce that

nlglolo S(‘I’l—g,\n)(n\(fzv)) = S(ppw.c)) = H(p(N, ¢)). (117)
Then (116) implies

lim inf Icoh(QD%,\n)(m, ™)
n—oo

= liminf S(T_,®< 1y (o (tn)T",) — H(p(N, ¢)).  (118)
Second, for the sequence {T_,,QD%,‘”M(tN)T_Tn},LG]N -
G (Hext), we apply the lower semi-continuity of the von
Neumann entropy and (111) to deduce that

li}{giorgf S(T—ncbg,m)(m (TN)Tjn) 2 S(ogw,e))

= H(q(N, c)). (119)

Hence, by substituting in (118), we finally obtain (77). [ |

B. The capacities are not necessarily monotonic
in the transmissivity

The results we have discussed in Sec. IIT A [i.e., the im-
plications of (85)] are valid for sufficiently small values of
A > 0, which is the physically interesting case where only
an infinitesimal fraction of the output energy comes from the
input and where we expect the channel to be noisier than
what it would be for larger values of A. Therefore, one can be
tempted to conclude that such results hold not only for suffi-
ciently small values of A > O but also for all A > 0. However,
this reasoning does not quite work as stated since it assumes
that the capacities are monotonic in A. This is not obvious,
and, as a matter of fact, it is already known that the quantum
capacity is not necessarily monotonically increasing in the
transmissivity for a fixed environment state [24]. Analogously,
Cea(®P; 0+, N) can fail to be monotonically increasing in A for
fixed o and N. Indeed:

If A = 0, the general attenuators are completely noisy and
hence Cea (Do, jnyn, N) = 0 forall N > 0, n € IN.
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If A = 1/2, as we will see later due to Theorem 10, it holds
that

Cea(P1/2,1ny(n), N)

forallN > 0,n € IN.

As guaranteed by (85) (or also by Fig. 1), for some A €
(0,1/2),n € N, N > 0, it holds that Cey (P ny(n, N) > g(N).

Numerical investigations suggest that Cea(Py jny(n), N) is
not monotonic in A if # 3> N. Notice that monotonicity still
holds when the environment state is a thermal state, as it can
be shown by exploiting (19). A more elegant way to prove the
monotonicity in A of Cea (P, ,, N) is as follows. Lemma A.7
in Appendix A establishes that for all A, A, € [0, 1] and all
N > 0 it holds that

=g(N) (120)

D; ey = Poyyoy © Poszy- (121)

By using this, for all 0 <A; <X, <1 we deduce that
D5, = Py jas,1, © Pa,.r,- Hence, the channel @, ; can be
simulated by ®;, ., if Bob applies ®;, /5, ;, on the received
quantum carrier. As a consequence, it holds that every ca-
pacity of ®,, . is lower than that of ®,, .. Hence, all the
capacities of the thermal attenuator are monotonic in A. In
addition, the previous reasoning suggests that the composition
law CDM)LZ»\H)(H\ = CDA[,ln)(nl ] q>k2,|n)(n| does not hold for n > 1.

Now, we just have to prove (120). To do this, let us show
the following more general theorem.

Theorem 10. Let o € C. Let 0 € G(Hg) be of the form
o = D(a)ooD(a)', where VooVl = oy with V = (—1)'%.
Then for all N > 0 it holds that

8(N) — §(0) < Cea(Pi1)2,6, N) < g(N). (122)

If o is also pure, it follows in particular that
Cea(P12,6, N) = g(N). (123)
Proof. Let N >0 and let pe &G(Hs) such that

Trla"a p] < N. Since the hypotheses are the same as Lemma
3, we can apply (26). The latter, together with the invariance
of the von Neumann entropy under unitary transformations,
guarantees that

S(&D){“’%(p)) = S5(P1-1,6(0)).

Thanks to the subadditivity of the von Neumann entropy, one
can prove that

S(®;.5(p)) < S(0) + S(P}5 ().

A proof of (125) can be found in Lemma A.1 in Appendix A.
Expression (125) implies that

I(®1)2.6, ) = S(p) + S(P1/2,6(0) — S(P1)2,6(p))

> S(p) + S(P1)26(0)) = S(0) = (P}, (0))
=S(p) —S(9), (126)

(124)

(125)

where in the last line we used (124). Therefore, Lemma 1
concludes the proof of

Cea(®1/2,0,N) 2 g(N) — S(0). 127)

Now, we just have to prove the upper bound. Lemma 3
guarantees that Q(®P,,,) = 0 and hence for all p it holds
Lon(®1/2,5, p) < 0. As a consequence, I(®1,24, p) < S(p).
Taking the maximum over all p satisfying the energy con-
straint Tr[a’a p] < N, this implies

Cea(q)l/Z,aa N) < g(N)

Finally, since the von Neumann entropy of a pure state is zero,
(123) immediately follows from the upper and lower bounds
just proved. |

The states o satisfying the hypothesis of Theorem 10 are
of the form o = D(«)opD(a)’, where o and V commute and
hence admit a common basis of eigenstates. Hence, we can
write

(128)

(129)

o= D(a)(Zp,-wi)(w,w)D(a)*,
where

{pi}iew is a probability distribution (since oy is a density
operator);

Either |v/;) is an even state,

VIvi) = W) <= i)

Z cD|2n),

n=0

or it is an odd state,

VIVi) = =¥i) <= i) =

Z cD2n+1

To summarize, if o is a displaced convex combination of
odd and even states (e.g., displaced thermal states) then

g(N) - S(G) < Cea((bl/Z,as N) g g(N)

In addition, if o is a displaced odd or even pure state [e.g., a
(displaced) Fock state, coherent state, squeezed state, or cat
state], then

(130)

Cea(®1/20,N) = g(N). (131)

This result is in agreement with the known expression for
the pure loss channel @5 0)(0; [see (17)]. Since C(Id, N) =
g(N), for such a class of environment states o it holds that

Cea(®@1y2,0,N) = C(Id, N). (132)

In other words, we can state that for A = 1/2 if the environ-
ment is in a displaced odd or even pure state, the resource
of preshared entanglement allows classical information to
be transmitted with the same performance as the unassisted
noiseless scenario. Previously, we have seen that a stronger
property holds: for 0 < A < 1/2, if the environment state is
a suitable Fock state, entanglement-assisted classical com-
munication is possible with better performance than in the
unassisted noiseless scenario.

IV. CONTROL OF THE ENVIRONMENT STATE

In the best studied models of communication, one usu-
ally employs the memoryless approximation. In our scenario,
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FIG. 6. Schematic of the communication model. The reservoir R
is coupled with the environment £, but not with the signals S;. The
environment E is perturbed also by S;.

under this approximation, the environment state is always
the same every time the transmission line is used. However,
if Alice feeds signals into the line separated by a suffi-
ciently short temporal interval, the memoryless approximation
is challenged and memory effects arise, thereby altering
the environment state. From the above results we know
that the manipulation of the environment state can greatly
improve the communication performance. Consequently, a
natural question that arises is: how to implement in a re-
alistic and operational way the control of the environment
state?

Now we introduce a communication model which takes
into account memory effects. Then we will explain how to
implement a partial manipulation of the environment state that
however suffices to our purposes, i.e., that of boosting the
capacities.

We analyze the model formulated by [23] and depicted
in Fig. 6, which consists of three elements: the signals, the
channel environment E, and also a huge reservoir R. The
signals and the environment E are single-mode systems. The
signals interact one at a time with the environment E through
the BS unitary, while £ undergoes a dissipative evolution
induced by R. The dissipative evolution is implemented by
a one-parameter family of quantum channels {&s}s:>0, which
transforms any state ¢ into a stationary state o after a ther-
malization time tg. We request that

Ei(o) = o ifdt K1, (133)

&s1(0) =09 (134)

for all 0 € &(HE). An optical fiber is described by the above
model with oy being a thermal state t,,.

Let us justify the assumption in (134). In the best stud-
ied model of bosonic quantum communication across optical
fibers, the attenuation noise which affects each signal is given
by the same quantum channel, i.e., by the thermal attenuator
®; .. This is valid when the memoryless assumption is jus-
tified, i.e., when the time interval 6¢ between two subsequent
signals is sufficiently large. Within our model, this translates
to the assumption that when a signal is transmitted across
the fiber, the thermalization process &s;; has already exactly

if 6t > tg,

brought back the environment state into the thermal state t,,.
Mathematically, this means that if 8¢ is larger than a certain
timescale—which we call the thermalization time 7z—it holds
that &5, (o) = 1, for all o. To summarize, if we require that our
model reduces to the best studied model of bosonic quantum
communication across optical fibers, the assumption in (134)
is necessary.

If Alice is able to send signals separated only by a tem-
poral interval 8¢ > g, then the memoryless approximation is
recovered and communication occurs via ®, ,,. Vice versa,
if the temporal interval between signals is shorter than 7,
then memory effects arise. And, if the interval is much shorter
than 7z, then the dissipative evolution is negligible and the
environment state is only modified by the interaction with the

signals.
Example 11. Suppose that Alice sends k& signals
S1,82, ..., Sk, separated by a time interval 6¢ and initialized

in a state p("). Then the environment state o, right after a time
4t that the kth signal has interacted with the environment, can
be expressed as

SiE St E
0=Trsl...sk[$arou,{k Voky oUS ) o

x 0 &y o UM (p® ® 0y)], (135)

where Y% is a quantum channel defined by U*"'(-) =
USH O

Now, suppose that once Alice has sent the signal S, she
waits for a time §¢ and sends another signal S initialized in p.
The output state of S that Bob receives is

Trs, .56 [UA(SE) o &y o U 0 8y 0 uiskflE) O
oot o USE (08 o o))
= Tre[U P (p ® &5 (0))] = Piy o) (P).

Let us put these ideas into practice by introducing a proto-
col dubbed “noise attenuation protocol.” This protocol aims to
obtain an effective memoryless channel @, , that is less noisy
than &, ,,. More precisely, the aim of the noise attenuation
protocol is to obtain an environment state o such that the ca-
pacity of interest of ®, , is larger than that of &, ,. The basic
idea of the protocol is that Alice first attempts to manipulate
the environment state by sending signals that do not encode
information, and then transmits the actual message.

Noise attenuation protocol:

(136)

Step 1: Alice waits for a time g (in order to have the
environment reset into oy).

Step 2: Alice sends k signals so that, after the interaction
with the environment E has occurred, the latter trans-
forms into a chosen state o.

Step 3: Alice sends the signal which encodes information.
Then she restarts from step 1 until the communication is
complete.

Any signal sent during step 2 is dubbed “trigger signal.”
Alice can encode information into a multipartite entangled
state of the signals sent at step 3. Step 1 allows one to treat the
input-output relations of the signals of step 3 as implemented

042437-14



QUANTUM OPTICAL COMMUNICATION IN THE PRESENCE ...

PHYSICAL REVIEW A 106, 042437 (2022)

by the memoryless channel @, ,. Hence, Alice and Bob have
to apply encoding and decoding strategies to communicate via
®, ., instead of via ®, ,,. Bob has to take into account in his
decoding strategy only the signals sent during step 3, throwing
away the received trigger signals. We give a simple example
where the noise attenuation protocol is beneficial in terms of
entanglement-assisted communication in Appendix B.

Let Hs, denote the Hilbert space of the ith trigger signal
and let a; denote the corresponding annihilation operator. We
will refer to oy as the “stationary environment state,” to the
signal of step 3 as an “information-carrier signal,” to ®, ., as
the “original channel” and to &, , as the “resulting channel.”
A pictorial schematic of the noise attenuation protocol is
provided in Fig. 7.

Suppose that the k trigger signals are initialized in p® ¢
S(Hs, ® --- ® Hs,) and are separated by a time interval 6¢.
Suppose further that the time interval between the kth trigger
signal and the information-carrier signal is §¢. Consequently,
at the beginning of step 3 the environment is in a state o given
by (135). From now on, suppose that §t < tg. In this regime
we can use the approximation & >~ Id. In Theorem 19 we
will formalise such an approximation and we will see that it is
consistent. By exploiting (135), o can be approximated as

o = AL (o), (137)

where AY) ' S(Hs, ® -+ ® Hs,) = S(Hp) is defined by
A(xk?,o(;o(k)) =Trs,s,..5,[U - USP p® @ 0
# T
(UPD) - (U)'] (138)

Hence, the information-carrier signal is affected by the chan-
nel cD*vAik,ZU(P“'))'

Definition 1. An environment state o € G(Hg) is said
to be (A, 00) achievable if there exists k € IN and p® €
S(Hs, ® - ® Hg,) such that o = A(k) (o ®).

Not all environment states can be obtamed by Alice, but
only those which are (A, op)-achievable. In order to acti-
vate the special communication performance discussed in
Sec. IITA (e.g., obtaining a resulting channel with strictly
positive quantum capacity, or with entanglement-assisted
classical capacity larger than that of the noiseless channel),
a natural question that arises is whether there exists a suitable
choice of the trigger-signal state p*) that creates an environ-
mental Fock state. In other words, we may wonder whether the
Fock states are (A, op)-achievable. Unfortunately, this is not
the case if the stationary state oy is thermal (as in the scheme
of an optical fiber), except in the trivial case in which both
oo and the Fock state are the vacuum, as guaranteed by the
forthcoming Theorem 13. Before stating Theorem 13, let us
prove the following lemma.

Lemma 12. For all A € (0, 1), k € IN, it holds that

b(k) (U(S,E)) (U;skE))*b U}ESkE) o U)\(SIE)
= /1 — by g + A5, (139)
where
hyg = 11 _ik k 25 a, (140)

with [ ¢, (hy)'] = 1.

g q))\,a @

FIG. 7. Alice alternates between sequences of trigger signals
(step 2), which do not carry information but are sacrificed to turn
the environment into a state that facilitates communication, and
information-carrying signals (step 3).

Proof. Let us prove this by induction. The case k = 1 is

true since h, ; = a; and since it holds that
UEEY bUSE = —JT=2a, + Vb, (141)

as established by Lemma A.2 in Appendix A. Assuming (139)
to be true for k, we have to prove it for k 4 1. By using that

U EY DUSHE) = _T= Ry + b (142)

and by exploiting the inductive hypothesis, one obtains that

—VT—hag1 + vVabgy
= —V1 = i1 + VA=V = Ak g + 252D
= —V1 = AFpy g + 2802, (143)

Finally, by using [a;, (a;)'] = §;;1, one concludes that
s (i)™ = 1. [ |

Lemma 12 helps in the calculation of mean values on the
output environment state A(A’ffm(,o(“). For example, the mean

photon number (b'b) A8 (p®) can be evaluated as

(k+1) __
bt =

<bTb)Agk) (p®) = Tr[b'f'b A;ffz’o(p(k))]
0

U(SlE)

(U(SkE)) ]

= Try,5,-5.2[(0%) B p® @ 9]

= ((v4) 21)

= Trs,s,..5,E [bTb U(SkE) e

X p(k) ® 00 (U(SIE))

@0y (144)
In addition, let us recall that the photon number variance of a
state o is defined by

Vo = ((b'b— (b'b)s ) (145)
and it holds that V, >0, V, = ((b'b)*), — (b'b)2.
now ready to show Theorem 13.

We are
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Theorem 13. Let n € IN, v > 0, and A € (0, 1). The envi-
ronmental Fock state |n)(n| is not (A, 7, )-achievable, except
the trivial case in whichn = v = 0.

Proof. Suppose that n # 0 or v # 0. Assume by contra-
diction that there exist k € N and p® € G(Hs, ® - - - ® Hs,)
such that |n) (n| = Af\k)rv (p®). As a consequence, by applying
Lemma 12, the mean photon number can be evaluated as

;
n = (b'b) s = (b)) b(l‘]’{))p(")®ru
=(- )\k)((hk,k)Th)\,k)pm + )»k<bfb>rus

where we used that (b),, = 0. Moreover, by using Lemma 12,
one can show that

n? = (B ) o = ([(05) 65]) e,
= ([ = A)(hrs) hyx + 2D

— WPV = Wy )b — WP = iy b P) g,

=(1 = M) ([0 hasc?) poo + X (D7D,

+ 251 =A@ + D) hk) po + 0],

(146)

(147)

where we used (b'h),, = v and (bb'b),, = 0. By setting

Voo i= ([ ) i) oo = () haidps (148)
one obtains
0 = ('Y Y uyu) — (B DYy
= (1 = AV, + 2%V,
+ 251 = A1y + D) h) jo + 01 (149)

We deduce that v = 0 and, also, ((h)\,k)fhk,k)pm = 0. By in-
serting the latter into (146), we conclude that n = 0. Hence,
we have a contradiction.

Now suppose that v = n = 0. Fixed any k& € N, the choice

p® =10)(0l5, ® - -- ® [0)(0]5,
satisfies that
(150)

This is a direct consequence of the fact that the BS preserves
the vacuum:

A (p™) = [0)(0].

USB0)g, ® 10)z = 10)5, @ 10) .

This concludes the proof. |

As a consequence of the previous theorem, environmen-
tal Fock states cannot be exactly achieved at the output
of the environment by feeding trigger pulses close to each
other into an optical fiber. However, we will show that
Fock states can be approximately achieved. More precisely,
by sending k trigger signals initialized in an appropriate
state, then the environment transforms into a state that is
as close in trace norm to the chosen Fock state as desired
if k is large, as we will rigorously see later with Theorem
17.

Let us give a heuristic explanation of this fact. Since
A € (0, 1) then Lemma 12 implies that for £ — oo it holds
that bg) ~ —h, . As a consequence, for k — oo the mean

00
51
=3 ;
£ |=
;|
L
<
< |k
A

k — oo

Oxnk == [n)(n|

FIG. 8. A schematic of the interaction in terms of BSs.
The initial environment state is 0. After the interaction with all the
trigger signals S, Sa,..., Sk, the environment transforms into the state

Ok =D, 0 (- If k is large, then o, , is approximately the
*Brog P

nth Fock state.

photon number and the photon number variance of the output
environment state are

BB) g iy = (i) i) o, (151)

Vo iy = () kP o = (i) k) o, (152)
00

respectively. Fixed k > 1, our hope is to obtain Af\’fgo(p“‘)) ~
|n) (n| for a suitable choice of p. This is equivalent to requir-
ing that A(A]fzm (0o®) has mean photon number approximately
equal to n and vanishing photon number variance. By looking
at (151) and (152), this is accomplished by choosing p*’ to be
the nth excited state of the harmonic oscillator defined by the
annihilation operator A, g,

P = n, M) (n, Al s, (153)
where
(hf )
|l’l, )">SI"'SI< S k—\/‘_’i'|0)sl |0)Sz T |0>Sk' (154)

Hence, we expect that the output environment state

Af\lfio(p,(fi) is as close to |n)(n| as desired if k is sufficiently

large. A schematic of the interaction between the trigger sig-

nals and the environment in terms of BSs is shown in Fig. 8.
Intuitively, for k large the fact that

AR (o) ~ Iy (nl

implies that

(OIS () .
M5 o0 Pu) Aol (nl
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Therefore, we expect the capacities of @, (o O be ap-

A0 n )L)
proximately equal to those of ®, |, for k laﬁge Lemma 14

assures that this is indeed the case.

Lemma 14. The energy-constrained quantum capacity and
the energy-constrained entanglement-assisted classical capac-
ity of the general attenuators are continuous with respect to
the environment state, over the subset of environment states
having a finite mean photon number.

More explicitly, let 0 € &(Hg) be an environment state
such that (b7b), < oo and let {o}}reny C S(He) be a se-
quence of environment states such that

lim [loy — ol =0,
k—o00

then for all N > 0 and A € [0, 1] it holds that

lim Q(q)k,ak» N) = Q(q)k,av N)»
k— 00
khm Cea(q)k,akv N) = Cea(qDA,a’ N) (155)
—00

Proof. Due to Lemma 4, it suffices to show that for all
A € [0, 1] it holds that (a) ®, , is energy-limited, (b) ®, ,, is
energy-limited for k sufficiently large, and (c) klim P, —
D, sllov =0forall N > 0.

Let A € [0, 1] and p € &(Hs). By using (76), we have that

Trs[®;., (p)a’al

<Ma'a), + (1 = 2)(b'b), )pll(B1) o

(156)

The Cauchy-Schwarz inequality for the Hilbert-Schmidt inner
product yields

+2/A(1 = Ml{a

{@),] = = [Tt[/p/pa'll < y/Trpy/Trlapa’]
(ata),,
[(67)o | < V/(bTD). (157)
By inserting this into (156) and by noting that
(@'a), < Wf)" +1, (158)

one obtains that

Trs[®3,0(p)a’al
< Ma'a), + (1 = 2 (b'b)y 4+ 23/ A(1 — 1) {(bTb), [ (a'a),
< A+ 3V = ) (bib)g ](a'a),

+[(1—A> (b'h)y + 24/ 1(1 — 1)(bTh), ]
—a( a), + Np.

As a result, since (b'b), < o0, it follows that ®;_, is energy-
limited.

Since o} tends to o, then (b"'b),,k has to be upper bounded
for k sufficiently large. Therefore, (159) implies that &, 4, is
energy-limited for k sufficiently large.

Furthermore, let N > 0. Take an arbitrary Hilbert space H¢
and p € &(Hs ® Hc) such that Tr[p a’a] < N. By applying
[65, Lemma 23], we have that

(@0, — Pro) @ L))} <

(159)
(160)

llox —oll;- 1el)

Expression (161) can be derived from the contractivity of the
trace norm under partial traces and from the invariance of
the trace norm under unitary transformations. Due to (161),
it holds that

@100 — Prolloy < ok —olly. (162)
Since lim |loy —oll; =0, one concludes that
. k— 00
lim ||®) 5 — Py olly =0. |
k—o00

Before continuing our analysis, let us formalize the fact
that if a sequence of single-mode states { o }rcn 1S such that its
mean photon number (a’a),, tends to n and its photon num-
ber variance V,, tends to 0, then {0 }ren converges to |n)(n|
in trace norm. This property is guaranteed by the following
lemma.

Lemma 15. For all single-mode state p and all n € IV, it
holds that

lo — )l < 2y/V, + ('@, — nY, (163)

where V, := ((a'a — (a'a),1)?), is the photon number vari-
ance of p.
Proof. Let us observe that

(@'a—nl)> > 1 — |n)(nl,
since it can be rewritten as
o0
D Tk —n)? = 1+ 8iallk) k| > 0
k=0

and (k —n)? — 1+ &,
obtains

>0 for all n,k € N. Hence, one

Tr[p(a'a — n1)*] > Tr[p(1 — |n)(n|)]
=1—F(p, |n)(nl),

where F (p, |n)(n|) = +/(n|p|n) is the fidelity between p and
the pure state |n)(n|. Expression (3) establishes that

1 —F2(p, [n)(n).

(164)

sllo = In)nlll; <
Consequently, (164) implies

o —In){nlll <2vTrlp(a’a — n1)?]. (165)
Finally, the identity
Tr[p(a’a — n1)?]

=Trlp(a’a — (a'a),1)*] + ({a'a), — n)? (166)
concludes the proof. ]
Example 16. Let nelN, e€(0,1), and p., =

|Ve.n) (Ve.n| be a single-mode state where
[Wen) =1 —¢gln) + eln+1) (167)

By using the explicit formula for the trace distance between
pure states [17, Eq. 10.17], the left-hand side of (163) is given
by

o = Im)(nllly = 2y/1 = (Yo ln)|* = 24/e.

(168)
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Moreover, one can verify that the right-hand side of (163) is

2V, + ((afa),,, —n)’ = 2.

Therefore, Lemma 15 is satisfied with equality. Hence, the
inequality in (163) is generally tight.

Now, we are ready to state Theorem 17.

Theorem 17. Let L € (0, 1), n € IN, and let o\ be the sta-
tionary environment state. Suppose ((b'b)?),, < 0o. Suppose
further that, during step 2 of the noise attenuation protocol,
Alice sends k trigger signals initialized in

(169)

(170)

For k > 2, the state |n, A)s 5,0 defined in (154), can be writ-
ten as

k
Py = |n, A (n, Als, s, -

I M5, = VS (0)g, - 00, In)s,. (17D
where
VS = U%S” - U%‘S”. (172)
Otherwise, for k = 1 it holds that
In, A)s, = In)s,. (173)

Then, at the beginning of step 3, the environment transforms
into the state

Ak (k)
Ohnk = AA.UU (pn,k)
(the dependence of o;_, x on oy is implicit), which satisfies

loxnk — In)(nllls < Ak, (175)

(174)

where n € R is a constant with respect to A and k (but it is
related to n, (b'b),, (b'h)?),,). Hence

lim |0y .k — [n)(nlll; = 0. (176)
k—00

Moreover, for all A € (0, 1/2) and for k sufficiently large it
holds that

(o, ) = QDo i 1/2) > 0, a7

where n, € N with
1 1

——1 < n < —.

A A
In addition, if Conjecture 6 is valid, then for all N > 0, A €
(0, 1/2), and for n € IN sufficiently large, it holds that

Jim Cea(Po, 5, N) > C(Id, N),
lim Qea(®P1.0,,,. N) > QUd, N)/2,
k—o00 "

lim Q(dDA,(,Mk,N) > 0. (178)
k— 00 "

Before proving Theorem 17, let us explain its meaning.
First, notice that Theorem 17 can be applied when the sta-
tionary environment state is a thermal state t,, since

(b'h)*),, = v(2v + 1) < oo. (179)

Suppose that Alice and Bob share an optical fiber with very
low transmissivity, i.e., 0 < A < 1/2. The stationary environ-
ment state associated with the quantum channel description
of the optical fiber is a thermal state, i.e., o9 = 7, with v > 0.

Since for A < 1/2 the thermal attenuator &, ., has zero quan-
tum capacity and vanishing entanglement-assisted capacities,
Alice cannot reliably transmit qubits to Bob via the channel
®, ., and they can not efficiently communicate even if entan-
glement is preshared between them.

However, Theorem 2 guarantees that there exists a suitable
environmental Fock state |n)(n| that makes the quantum ca-
pacity of the corresponding channel @, strictly positive.
Moreover, if Conjecture 6 is valid, then Theorem 7 guarantees
that the channel ®, |, allows for very efficient commu-
nication performance for n sufficiently large. Therefore, a
reasonable strategy is to apply the noise attenuation protocol
in order to communicate via a channel that is approximately
equal to @;, |4y, for a choice of n that activates the discussed
properties of Theorem 2 or Theorem 7.

Now, we apply Theorem 17. If Alice sends k trigger sig-
nals separated by a sufficiently short temporal interval and
initialized in pikjl [defined in (170)], then the environment
transforms into a state o, , » which satisfies

Ornk ~ [m)(nl

for k large. More precisely, the trace distance between o;_, «
and |n)(n| goes exponentially to zero for k — oco. In other
words, Alice is able to achieve the desired environmental Fock
state if she sends a sufficiently large number of trigger signals.

The information-carrier signals, sent at step 3, are affected
by the quantum channel ®, ,, ... If n is chosen to be such that
I/A—1< n< 1/A, then @, ,, ., has strictly positive quan-
tum capacity for k sufficiently large (i.e., the phenomenon
of D-HQCOM is activated). Moreover, under the assumption
that Conjecture 6 is valid, for n and k sufficiently large the
channel @, ., ,, allows for an efficient entanglement-assisted
communication and satisfies the same interesting inequalities
as the environmental nth Fock state of Theorem 7:

Cea(®o,,,» N) > C(d, N),
Oca(®s.0,,i5 N) > Q(Id, N)/2,

Q(CIDA,UA'n_k,N) > 0. (180)
Notice that Theorem 17 provides an explicit procedure to
construct the state |n, A)g,s, . s, Of the k trigger signals. Indeed,
(171) implies that it suffices to input k — 1 vacuum states and
the nth Fock state into the interferometer depicted in Fig. 9.

Moreover, since the trigger |n, A)gs, s, state does not de-
pend on oy, Alice is able to put (asymptotically in k) the
environment in a Fock state even if she does not know the
initial environment state oy.

We are now ready to prove Theorem 17.

Proof of Theorem 17. Notice that (173) is a consequence
of (154) and of the fact that &, | = a;. Now let us show that
the state |n, A)g, ..., can be rewritten as in (171) for k > 2. For
induction it can be shown that

b=V s
It holds that
Ux(slsz)az(UA(Slsz))T = V1= ha; + Vrar, (182)
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FIG. 9. A recursive schematic of the interferometer which imple-
ments the unitary operator Vk(j‘ $2-5¢) defined in (172). The base case
k = 2 is depicted in Fig. 10. If the nth Fock state and k — 1 vacuum
states are input into this interferometer, the k output signals are set in
[n, A)s,s,....s,- These k signals can be sent through the channel to alter
the environment into a state which is as close to the environmental
nth Fock state as desired if k is large, as guaranteed by Theorem 17.

as guaranteed by (A8) in Appendix A. Consequently, one

obtains that
)8 N S8, siso\ '
VS (V) = U a(U8)
1—h 1—x

1
,ll_kz(\/_al+az)—hxz

Hence, (181) holds for k = 2. Assuming (181) to be true for &,
we have to prove it for k 4 1. By using (182) again we obtain

(183)

(S182-SSk4) ($1828kSkr )\ T
Vera T ag (Vg )

(5152 S©) (sksk 1> (sksk 1) ($182-8\ T
= VSIS ay, (U ) (V5850

1— /\k+] 1— A+l

1—A
S8
=V k( l_mak

1—A +
($152--5)
1— Ak+1ak+1>(vk,/\] e )

11— l—kk
=\V1i= )\Hl v okt i

= Iy pr1- (184)
Hence, by using that
(Vs 59710y, 10, - - [0)s, = 10}, 0}, - - - 10},

(181) implies
()"
In, Mg s,..5e = Nl

o
_ yisrso (@) y iS50 101 10) 0)
= Vi \/m k,x S 1M1, " T IYTS,

= V5 010)g 10)g, - -+ 10)s, , In)s, -

10)5,10)s, - - - [0)s,

(185)

Hence, (171) is proved. Now let us show (175). Since p)(\kr)l =
|n, A)(n, Als,...s, and since |n, A)g, ..., is the nth excited state of
the quantum harmonic oscillator defined by the annihilation
operator 4, _x, then the following identities hold:

((h)n,k)fhk,k)p)@ =n,
(((hx,k)Thx,k)z)pgn) =n’,
(hrie) p0 = 0,
(hx,kz(hx,k)T)pw =0. (186)
By using these identities and Lemma 12, one can obtain that

(b B)o,e = (B5) b)) 10 000

= (1 = A+ 25 (b'b),, (187)
and
(B D) = ([B5) BET )0 60,
= (1 = 2202 + 4na (1 = A5 (b7b),,
+22((B5))
+ 250 = A+ 25 = a5 bTb),,.  (188)

Hence, from (187) and (188), the photon number variance of
O,k can be evaluated as

Vi, i = 2005 (1 = 25 (b7b),,
+ 2 [B'DY o, — (b7D)7 ]
+ 251 = A 4 25 (1 = 25 (bTb),, (189)
By applying Lemma 15, one obtains
Hosnk = Iyl < Ve, + (b7, —n)* (190)
= [n* — (4n+ 1)(b'b)s, + ((B'D)?)s, — n]a*
+[@n+ D(b'b) g, + nIr (191)
< [+ ((B'D))o, + 2n 4 1)(b'h),, +nlAk.  (192)
Hence, by setting
1= 2,/n% + ((b'h)?)g, + 2n + 1)(b'h)g, +n,  (193)
it holds that
o3k — In) ([l < a2, (194)

Since by hypothesis ((b'h)?),, < oo (notice that this implies
(b*b)m, < 00), then 7 is finite and, as a consequence, (175)
is proved. In the limit £ — oo the right-hand side of (175)
vanishes and hence (176) holds. Let A € (0, 1/2) and n;, € IN
with 1/A — 1 < n; < 1/A. Lemma 14 and Theorem 2 guaran-
tee that

Hm (@0, 10 1/2) = Q(Prnyoy1: 1/2)> 0. (195)

Since Q(®) > Q(P, 1/2) for any quantum channel ®, we
deduce that Q(®; ,, ,) > 0 for k sufficiently large.

In addition, under the assumption that Conjecture 6 is
valid, we can apply Theorem 7. The latter, together with (176)
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and Lemma 14, would imply the validity of the limits in
(178). ]

By adopting the noise attenuation protocol with k trigger
signals, the best rate of qubits (i.e., number of qubits reliably
transferred per number of transmission line uses) is equal to
the quantum capacity of the resulting channel (that obtained at
step 3) divided by k + 1. Hence, this rate is lower and lower
as k increases, and (177) of Theorem 17 may require a large k
to be valid.

Fortunately, Theorem 18 guarantees that sending justk = 2
trigger signals is enough for A > O sufficiently small (which
is the physically interesting case) to obtain a resulting channel
with strictly positive quantum capacity. This is reasonable,
since (175) implies that the lower A the faster the convergence
in k of {04 Jxew o [n) (nl.

Theorem 18. Let op be the stationary environment state
and A € (0, 1] the transmissivity of the channel. Suppose
((b'b)?),, < 0o. Suppose further that Alice sends two trigger
signals initialized in

2, )55, = U210}, ma)s, (196)
where n; € N such that 1/A — 1 < n; < 1/A. Then the envi-
ronment transforms into a state o; such that

llos. = Inx) Gy < mo 272, (197)

where 19 > 0is a constant with respect to A (but it is related to
(b'b),, and ((b'h)?),, ). Moreover, for A > 0 sufficiently small
it holds that

0(P@y0,) 2 O(Ps0,,1/2) 2 ¢,

where ¢ > 0 is a universal constant.

Proof. Notice that we can apply the formulas obtained in
the proof of Theorem 17 with 0;_,, » = 0,. In particular, (191)
implies that

Hlow — [m) (il < 2%n5 + AH((0'5))s,
+ A2Q2ny + 1)(B'b) g, + APny. (199)

(198)

By using n; < 1/A and A < 1, one obtains

oy — 1m) (mallly < kov/a, (200)

where

ko = [243(b'b)oy + (BT ]2, (201)

which is finite since ((b'h)?),, < 0o. This concludes the proof
of (197).

In order to prove (198), we want to exploit the continuity
bound with respect to the energy-constrained diamond norm
of Lemma 4. First, we need to find (1) and Ny(A) such that
for any state p it holds that

Tr[a'a ®;.0,(0)] < a(W)Trla’a p] + No(b),
Tr[a'a @5 n,) 1 (P)] < @(W)Tr[a’a p] + No(h).  (202)
Notice that
(b)Y yimy) = My < 1/, (203)
and that for A > 0 sufficiently small it holds that
(b'b)y, = (1 — A + 22 (b'b)g,
=m — 2 (m = (b'b)g,) <ma < 1/%, (204

where we used (187). As a consequence, (160) guarantees that
for A > 0 sufficiently small we can take

a(A) =1,

No(n) = % +2. (205)

Second, we need to find an upper bound on the energy-
constrained diamond distance between ®; ), and P, o,.
By using (162) and (200), we obtain

< kov/a,

forall N > 0. By setting e(1) := ko~/A, we apply Lemma 4 to
obtain

|O(Pi6,, N) — QP ) ) NI

< 56./200) g(4w) + 69(4/500))

31®no = Paimyim [l oy (206)

JeR)
= 56y/kor'/* g(4%) + 6g(4/kor'*),
0
(207)

forall N > 0 and A > O sufficiently small. By using that
i 509 =0

lim xlog,x =0,

x—0+
g(x) =log,(ex) +o(1) (x — 00), (208)
it follows that for all N > 0 it holds that
lim (0,6, N) = Q@ s N = 0. (209)

In addition, Theorem 2 establishes that there exists € > 0
and ¢ > 0 such that for all » € (0,1/2 — &) it holds that
Q(®;. jn,)(m» 1/2) = €. As a consequence, (209) guarantees
that for A > O sufficiently small it holds that

c c
O(Pi0,, 1/2) = O( Py (> 1/2) — 3 = 3 (210)
We conclude that the inequality
O(®rc,) = Q(Prys 1/2) 2 €/2, (211)

holds for A > 0 sufficiently small. |

Theorem 18 shows that qubits can be transmitted reliably
across a very lossy optical fiber. This is accomplished if one
follows the noise attenuation protocol, by using the two sig-
nals produced at the output of the interferometer depicted in
Fig. 10 as trigger signals. The key idea of the proof of Theo-
rem 18 was that o; becomes closer and closer to the 7, th Fock
state as A approaches 0 [66]. In Appendix C we explain why
sending just one trigger signal is not enough to obtain an envi-
ronment state which is close to the n; th Fock state. Moreover,
notice that Theorem 18 holds in the interesting limit A — 0%,
where the quantum capacity of the thermal attenuator is zero
and its energy-constrained entanglement-assisted capacities
tend to zero. A schematic of the interaction between the two
trigger signals and the environment, as analyzed in Theorem
18, is shown in Fig. 11.

The results of this section are based on the approximate ex-
pression in (138) of the environment state o at the beginning
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52 5152
V2(>\ )

‘0>51 51

FIG. 10. A schematic of the interferometer which implements
the unitary operator Vz(j‘ 52) defined in ( 172). If the n;th Fock state
with 1/L —1 < ny < 1/1 and a vacuum state are input into this
interferometer, the two output signals are set in |n,, A)g s, As guar-
anteed by Theorem 18, if Alice sends these two output signals into
the channel, the environment transforms into a state o; such that for
A > 0 sufficiently small the corresponding general attenuator ®, ,,
has quantum capacity bounded away from 0.

of step 3 of the noise attenuation protocol. This approximation
is justified when the time interval §¢ between subsequent sig-
nals is sufficiently short so that we can use &;; >~ 1d. The exact
expression of o is given by (135). The expressions in (138)
and (135) coincide if & = Id. In the forthcoming Theorem
19 we formalize this approximation and we show that it is
consistent. More precisely, we show that if the time interval ¢
is sufficiently short, any scheme for quantum communication
derived with the approximate expression in (138) will also
work with exact expression in (135).
Theorem 17 and Theorem 18 establish that if Alice sends
a suitable number k of trigger signals initialized in the state in
(170), then at the beginning of step 3 the environment is in a
state o, given by the approximate expression (138), such that
0(®;5) 2 0(P;0,1/2) > 0. (212)

In the forthcoming Theorem 19 we provide a generalization
of this result where we take into account the thermalization

[nx) (Nl (o)
S
§ 51 S1
S .
1+) A
N >
A

ax ~ [nx)(nl

FIG. 11. A schematic of what described in Theorem 18. The blue
box builds the two-signal trigger state |n;, A)g 5, Which transforms
the environment state in a state o; closer and closer to |n;)(n,| as
A decreases. The approximation o; ~ |n,)(n;]| is valid if A > 0 is
sufficiently small.

process &, in the regime where 6t is sufficiently short. Indeed,
Theorem 19 guarantees that if Alice sends a suitable number k
of trigger signals initialized in the state in (170) and separated
by a sufficiently short time interval ¢, then at the beginning
of step 3 the environment is in a state oy,, given by the exact
expression (135), such that

Q(Cbmér) > Q(dbmgl, 1/2) > 0. (213)

We show this result under suitable hypotheses on &;,. Namely,

we require that for &¢ sufficiently short &, is close in energy-

constrained diamond norm to the identity channel and it maps

the subset of states with a finite mean photon number in itself.

Theorem 19. Let og € &(H) such that (b'b),, < oco. Let
L€ (0,1),keN. Let p®¥ € G(Hs, ® - -- ® Hs, ) such that

k
<Z(05)Tai>
)

< 00,

p®

0(®;.6,1/2) > 0,
where

6 = Trg,s, [USE 0 USE) ..o YSE (p®) @ o),
(214)

with L{;S’E) being a quantum channel defined by L{/{S"E)(-) =
UA(S"E)(~)(U;S"E))T. Let {&s5:}sr>0 a one-parameter family of
quantum channels on G(Hg) such that:

(1) For all N > O there exists a function &y : R — R,
which is continuous in 8¢ = 0 and satisfies gy (0) = 0, for
which the energy-constrained diamond distance between &;,
and Id satisfies

165 — Idlloy < en(82).

(2) For &t sufficiently short it holds that (bTb)&,(;,) < 00
for all & € &(Hg) such that (b'h)s < oo.
Let us define o§, € G(Hg) as

. SvE Sk—1E
o5, = Trgl...sk[“;‘g, OU)E‘ )055, OU)(\ )

215)

x 0 &5 o UL (o™ @ 0p)]. (216)
For 4t sufficiently short it holds that
0(;.5.1/2)
0(@10,) > 0@ 0. 1/2) = L2012 1)

2
Proof. Let us define U o(6t) := Id and

Sj-1E)

S
Us,j(51) = b o U 0 &, o U0y o USTE)

(218)

for all j € {1, 2, ..., k}. By exploiting the hypothesis (2) on
&5, we can fix 8t sufficiently short such that (bb)e, ) < 00
for all & € &(Hg) such that (b'b)s < oo.

We start by proving by induction that for all j e
{0, 1, ..., k} it holds that

Nj = TI'ES]“.Sk |:U;hj(8t)(p(k) ® 0'0)

(219)

k
X <b7b + Z(ai)Tai>:| < Q.

i=1
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For j = 0, the left-hand side reduces to (Zle(ai)"'ai) o0+
(bTb)(,U, which is finite due to the hypotheses on p® and oy.

By assuming (219) valid for j — 1, we need to prove it for
j. By using

Ui, ;(81) = &5 o U™ 0 Uy ;1 (81), (220)

in order to prove (219) it suffices to prove that

Trgs,..s, [6 o U o Uy ;-1 (80)(p™ ® 09)b'b] < 00

(221)
and
Trgs, s, [s& U oty ;-1 (51)(p™® ® o)
k
x (Z(ai)*ai)} < 0. (222)
i=1

First, let us show (221). By exploiting the hypothesis (2) on
&s;, (221) is valid if

Trgs,..s [U ot j—1(50)(p™ ® 09)b'b] < 0. (223)

(223) is true since

Trgs,.s, [Uy ' o Uy j—1(51)(p® ® 50)b'b]
< Trgs, -, [uf’“ o Uy, 180 (p™ ® 00)
k
X <blb + Z(ai)"‘a,'>:|
i=1

= Trgs, ., [uk, ~160)(p™ ® 09)

k
X <bTb + Z(ai)Tai>:| < 00,

i=1

where we used the fact that L{;S'f ) preserves the mean of the
total photon number operator b'b + 3"5_, (a;)7a; (as one can
show by exploiting Lemma A.2 in Appendix A) and we used
the inductive hypothesis.

Second, let us show (222). By exploiting the fact that &;; is
trace-preserving, it follows that

Trgs, s, [s& o U o Uy i1 (81)(p™ & o)

= Trgs, .., [uf’“ o Uy i—1(81)(p™® ® o0)

(35

S:E
< Trgs, s, [b& oty 1600 @ o)

k
x (b"'b + Z(ai)"'aiﬂ

i=1

= Trgs,..s, [uk, ~160)(p™ ® 09)

k
X (bTb + Z(ai)Tai)i| < 00.

i=1
Hence, we have proved (219). Now, let us show that

log, — ol < kegy(t), (224)
where

N:= max N,
JE(0,1,..,k)

(225)

and N, is defined in (219). Notice that (219) implies that N is
finite. By noting that

o = Trs, s, [U 1(0)(p* ® 0p)],
(226)

o}, = Trs, s, [Us x (8)(0™® ® 00)],

it follows that in order to prove (224) it suffices to prove by
induction that for all j € {0, 1, ..., k} it holds that

| Trs, .5, 143, ;8 (p™® & 00)]
— Trs,...5, [Us ;(0)(p™® ® 00)]||, < jey(8t), (227

where Trg, s, is understood to be Id if j = 0. For j = 0, (227)
is valid since both its left hand side and its right-hand side are
equal to 0. By assuming (227) valid for j — 1, we need to
prove it for j. By using (220) and the triangular inequality of
the trace norm, we have that

| Trs, s, [Us ;3 (0™ ® 09)]
= Trs,..s, [y ;(0) (0 ® 00)] ],
< [ = 1{Trs,.s, [0 0ty 1500 @ 00) 1}
+ | Trs,os, (U W o1 80 (0P ® o)

Uy, j-1(0)(p™ ® o)1} - (228)
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We can upper bound the first term with &5(57). In-
deed, the mean environmental photon number of the state

Trs,..s, U™ 0 Uy j—1(81)(p™® ® )] satisfies
Trgs,, s, {Trs, s, U 0 Us 1 (80)(0® @ 00)]bTb)
= Trgs,.s [U 0 Uy j1(50)(p® & a0)bTD]

S;E
< Trgs,..s, [u; oth 1600 @ 00)

k
X (bTb + Z(ai)Tai):|

i=1

= Trgg,...s, |:U/\,j—1(5f)(/)(k) ® 09)

k
X (b*b + Z(ai)Tai):| =N;_1 <N,

i=1

where we used the fact that Z/IA(S’E) preserves the mean
of the total photon number operator b'b + Zle(a,-)Tai.
Hence, the state Try;,...s, [UiSjE) ol ;i—1(8t)(p™ ® 0¢)] can be
used to lower bound the supremum problem which defines
I€s; — Id|| 5, which is less or equal to e5(5t) due to (215).

In addition, by exploiting the contractivity of the trace
norm under partial traces and the invariance of the trace norm
under unitary transformations, (228) implies that

| Trs,...s, U, ;(5) (0™ @ 00)]
— Trs,...s, [Us. j(0)(p™* @ 00)],
< g (8t) + || Trs,.os,, [Us j—1(3)(p™ & 00)
— U, j-10)(p® ® 00)] ;-

By using the inductive assumption, we have proved (227).
Consequently, also (224) is proved.

Now, we invoke Lemma 14 which states that the energy-
constrained quantum capacity of the general attenuators is
continuous with respect to the environment state over the
subset of environment states having a finite mean photon
number. Consequently, by exploiting (224), the continuity
of ey(8t) in 6t =0, and the fact that ¢5(0) =0, it fol-
lows that Q(®; o, , 1/2) > O(P; 4, 1/2)/2 for 6t sufficiently
small. Hence, (217) is finally proved.

Note that we can apply Lemma 14 since we can prove that
o and oy, have finite mean photon number. Indeed, the mean
photon number of oy, satisfies

Tre[og,b'b] < Trgs,...s, [ux,kwr)(p‘“ ® 09)

k
X (b*b + Z(ai)Tai):| =N, < 00,
i=1
where we used (219). Since o = ojy,_,, also the mean photon
number of o is finite. n
Example 20. Let oy = |0)(0]. An example of thermaliza-
tion process &s; which satisfies the hypotheses of Theorem

19 is &5 == Dy (51,1001, Where n(:) : [0, 00) = [0, 1] is such
that: it is continuous in 6t = 0, n(0) = 1, and n(ét) = 0 for
8t > tg. Notice that &y = Id and &5,(o') = |0)(0| for all o and
all 6t > tg.

The hypothesis (1) of Theorem 19 is satisfied since for all
N > 0 it holds that [58, Sec. 4 B]

lim ||q3)\’|())(()| — Id||<>N =0. (229)
A—>1"

The reason why we expressed hypothesis (1) of Theorem 19
in terms of the energy-constrained diamond norm and not
simply in terms of the unconstrained diamond norm is that the
latter has undesirable properties in the context of continuous
variables systems. For example, the unconstrained version of
(229),1.e., ,\lir? | ®;.j0p0) — Id]l = 0, is false [58, Proposition

1].

The hypothesis (2) of Theorem 19 is satisfied since it
holds that (b'b)e, ¢ @) = A(b'b)s, due to Lemma A.3 in
Appendix A.

V. DISCUSSION AND CONCLUSIONS

In Sec. III A we have studied the transmission of classical
and quantum information on general attenuators. Most no-
tably, we have found that for arbitrarily small nonzero values
of the transmissivity A, if the environment is in a suitable
state o, then entanglement-assisted classical communication
through &, , achieves better performance than unassisted
classical communication through the noiseless channel. In
other words, by controlling the environment state and by
consuming preshared entanglement, it is possible to reliably
transmit bits with better performance than in the ideal case of
absence of noise. This property holds even when the channel
is so noisy that A > 0 is very small.

In mathematical terms, from numerical investigations re-
garding the positivity of Icon(Py, ny(n, Tv), We have been led
to conjecture that

sup Cea(cp)\,ln)(nla N) > C(Id, N)

neN
for any N > 0 and A € (0, 1/2). In Sec. Il A we have pro-
vided a proof of this in the (seemingly worst) case where
A > 0 is sufficiently small for a wide range of values of N
(those depicted in the plot in Fig. 4).

Since Cey = 20, all the conclusions we have analyzed so
far can be reformulated in the context in which the task is the
transmission of qubits.

On the technical level, we have introduced the “master
equation trick,” that has allowed us to simplify the calculations
involving thermal attenuators. We believe that this trick may
be of independent interest: for example, it provides a simple
Kraus representation of the thermal attenuator (see Theorem
5), allowing one to obtain simple expressions for the action
of the thermal attenuator on a generic operator. In addition,
it can also be useful in estimating the capacities of those
general attenuators which have a Fock-diagonal environment
state (see Lemma A.10 in Appendix A).

In Sec. III B we have shown that whenever o is a pure state
of definite parity, either even or odd, we have that

Cea(CDI/Z,U’N) = g(N) VN > 0.
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Then we have found examples of Fock states |n)(n| such that
Cea(DPy jny(n)> ) is not monotonic in A.

In Sec. IV we have explained how to implement in a
operational way the control of the environment state. This
can be done by exploiting the memory effects that arise in a
realistic model of communication when the temporal intervals
at which signals are fed into the optical fiber are sufficiently
short. This fact has led us to devise the “noise attenuation
protocol,” whose goal is to manipulate the environment state
in order to facilitate communication. Basically, one could
transmit using sequences of k + 1 very close signals: the
first k—dubbed “trigger signals”—are used to induce suitable
modifications of the environment state, while the last one
carries the actual information. We have shown that (Theorem
17) the noise attenuation protocol allows one to achieve not
only the entanglement-assisted communication performance
discussed in Sec. IIT A, but also the quantum communica-
tion performance discovered in [24] (i.e., the phenomenon of
D-HQCOM). In addition, the multipartite state of k trigger
signals needed to activate these enhanced capabilities can be
produced by using the interferometer in Fig. 9. In particu-
lar (Theorem 18), for sufficiently low nonzero values of the
transmissivity, the noise attenuation protocol works with only
two trigger signals. This implies that sufficiently long optical
fibers can transmit qubits at a constant rate.

We have proved that arbitrarily long optical fibers can have
very efficient communication performance, provided that the
noise attenuation protocol is applied with the trigger signals
produced by the interforemeter in Fig. 9. Such an inteferome-
ter requires a large Fock state in input. This is a problem since
nowadays it is experimentally not known how to generate de-
terministically Fock states with high fidelity and Fock number
larger than five. However, it is expected that this will be known
in the near future [67]. From the theoretical point of view, one
can try to overcome this problem by finding other environment
states o (1) such that Q(®; »)) > ¢ > 0 and such that o (1)

J

is (A, T,)-achievable by means of trigger signals which can be
produced without large Fock states.

Another intriguing open problem, relevant for physical re-
alizations, is to consider the case in which Alice is not able to
send signals separated by 6t < tg, where g is the time after
which the thermalization process resets the environment state
into the stationary environment state. In this case, we should
take into account the resetting dynamics &, during step 2 of
the noise attenuation protocol and hence in (138).

Furthermore, including the queuing framework, that has
been recently proposed for quantum communication networks
[68-70], can be an interesting development of the present
paper. The queuing framework takes into account the decoher-
ence, due to imperfections of Alice’s quantum memory, which
affects the signals as they wait to be fed into the optical fiber.

An interesting experimental research would be to study
memory effects in optical fibers, e.g., to estimate 7.

To summarize, our work shows that repeaterless quan-
tum communication across arbitrarily long optical fibers is
possible at a constant rate, provided that one exploits the
noise attenuation protocol. This protocol, combined with
entanglement-assistance, allows a sender to transfer bits or
qubits across an arbitrarily long optical fiber at a rate of
the same order of the maximum achievable in the unassisted
noiseless scenario.
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APPENDIX A: USEFUL LEMMAS
Lemma A.l. Let p € G(Hs), 0 € S(Hg) and A € [0, 1]. It holds that

S(®;.5(p) < S(0) + (DY ().

Proof. Let |0)gr € He @ Hpe be a purification of o, where Hg is a fictitious purifying Hilbert space: Trg/|0)(0|gr = 0.

Then the map ®; , : G(Hs) = S(Hr ® Hp), defined by

5 T
®,.0(0) = Trs[US ® 1 (p ® 10) (01 )(US) @ 151],

is a complementary quantum channel of @, ,; indeed,

Tree [US © 160 © 00010 (US?) @ 12] = Tre[USPp @ 0 (USE) '] = @10 (p).

Moreover, it holds that

and

(A1)
Trp @50 (p) = <T>XV2 (p) (A2)

S(Tre®; 4 (0)) = S(Tres[USE) @ 1 (p ® [0) (012 ) (USD) @ 15:])
= S(Trz|0)(0lgg) = S(Trer|0)(Olz) = S(o). (A3)
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where we used the fact that |0)(0|gz is pure. Exploiting the subadditivity inequality of the von Neumann entropy and
subsequently the identities (A2) and (A3), we conclude that

S(®5.6(0)) < S(Tre®; 4 (p)) + S(Trpds 4 () = S(0) + (D)5 (0)). (A4)
|
Lemma A.2. The annihilation operators in Heisenberg representation are given by
(U{S’”) UPH = Vha + V1= b, (A5)
USY bUSE = —T=2a+ /b, (A6)
USPa(USP) = Vaa — VT=ab, (A7)
USPp(USH) = VT=2a + V2b. (A8)
Proof. By setting 1 := arccos v/A, i.e., A() = cos?(n), and
7 . (SE) (SE) —n(a‘b—ab’ a’b—ab’
f) = (Ux(n)) U/\(n) — o ) el )’
one obtains
A SENT (SE) (SE) (SE)
Fa=—(Ur) la'b - ab' U = (USF) BT, (A9)
A SE SE SE SE 2
fa)= (U;m)) [a'b—ab', bIUSE) = (U;(nj) aUy) =—f). (A10)

Therefore, there exist two operators ¢, and ¢ such that

f(n):cosnéo—i—sinnél. (A11)
By imposing f(0) = a and f'(0) = b, we arrive at

f(r]) =cosna+sinnb,
which implies (AS) to be valid. Furthermore, (A6) follows from (A10). To conclude the proof, (A7) follows from (AS5) by

substituting b — —b, while (A8) follows from (A6) by substituting a — —a. |
Lemma A.3. The mean photon number of the output system and environment are given by
(@'a)e, ) = Ma'a)p + (1= (b b)o +2¢/A(1 = 2)Re((a) p{bT)) (A12)
and
(b'B) e () = (1 = M)a@'a), + 1(b'b)y — 2¢/2(1 = 2)Re((a) (A13)
respectively.

Proof. From Lemma A.2 we have
(@' a)o, ) = Trs[Pro(p)a'al = Trsg [USDp © 0 (USP) a'a]
= Trse[p @0 (U1 U7 (U7) a?®)
= Trse[p ® o (VAd" + 1= ab)(V2ra + /1 — rb)]

= Ma'a), + (1 = 1)(b'b)y + A1 = M)((a *>p<b>a)
= Md'a), + (1 — ) (b'b), +2/A(1 — M)Re((a (A14)
The formula (A13) follows from a similar calculation. |

Lemma A 4. Leti, j € IN. It holds that

i+j
Uiyl ) Zcf,zf)<x>|i+j—m>s|m>5, (A15)
where forallm =0, 1,...,i+ j we have
| M i Jo\, seex
DY) = —— —1) = ml G+ j — m)l. Al6
e () J_km%m ])< )(k)(m_k> ml(i + j —m) (A16)
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As a consequence, for all i, i/, j, j/ € IN it holds that

min(i+j,i'+;")
(D)= Y SO+ j—m)(i + = mlg, (A17)
m=0
min(i+j,i'+j") . o
Y Uil = Y eyl e li+ = m)i = mlg, (A18)
m=0
where
@31y, (1) 1s) = Tre[USP i) s ® 1) 12 (USF) '],
F Wi Y ) ) T
By i, (17 1s) = Trs[USP i (s @ 1) 12 (USF)']. (A19)
Proof. By exploiting Lemma A.2, it holds that
1 , )
SE)| - . SE i
U isl g = ﬁvi (@) (b7)10)510)
1 iqi i
= U ) T @) Y iosions
_ o EEVARY _ f )/
= m(ﬁa VT =Y (VT = ha’ + Vab")710)5]0)
I (N[, o ko _ o
= ng(—l) (k><w>x T (1=2)"7 JEFwG+j—k—w)i+j—k—w)slk+w)
i+j 1 min(i,m) i J " .
_ _1\k Hhm=2k _ I '*m\/f. .
= Z_W > =D (k> (m_k))\ T (1=1) 2 YmllG+ j—m)lli+ j— m)glm)g
m=0 k=max(0,m—j)
i+j -
=D @i+ j — myglm)p. (A20)
m=0
[
Definition A.1. For every trace class operator T on L>(R™), its characteristic function xr : C™ — C is defined by
xr(2) == Tr[T D(2)], Vz=1(21,22,-..,2m) € C", (A21)

where

L

D(z) == exp [ (zia] — Zfai):|
—0

is the displacement operator, with a; being the annihilation operator corresponding to the ith mode.
Conversely, it turns out that every trace class operator 7' can be reconstructed from its characteristic functions xr via the
following identity [17,18]:

dm
r= [ oo, (A22)
cTT

Lemma A.5. The action of a BS of transmissivity A on the a two-mode state of the form p ® o can be cast in the language of
characteristic functions as

XU po @y (2 ) = Xp(VAz — VT = 2w)xe (V1= Az +vVAw), Vz,weC. (A23)
Consequently, it holds that

Xor. (@) = Xp (V2D xe (W1 —22), YzeC, (A24)
Xawe (@) = Xp(—V/T = Aw)xo (VAw), VYuw e C. (A25)

Proof. Denote the displacement operators on Hg and Hg respectively as Dg(z) and Dg(z). (AS) and (A6) imply that

(USE) Dy(2) USE) = Ds(vaz) Di(VT = 22),
(USE) De(w) USE = Dy(—/T— Aw) Dy (v/Aw). (A26)
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Consequently, we obtain

(US9) ' Ds(2) De(w) U = Ds(az = T ) D (VT = hz + Vi), (A27)
Hence, it holds that

:
XU_[SE)p®G(U_(SE))T (z, w) = Trgg [U)SSE)IO ® O_(U)SSE)) Ds(2) DE(Z)]
= Trse[p ® 0 Ds(vAz — VT — Aw) De(V/1 — Az 4+ Vaw)]
= x,(Vaz = VT = 2w) 3o (VT = Az + Vaw). (A28)
Expressions (A24) and (A25) follow from the fact that for all pgg € S(Hs ® Hg) it holds that

XT[’S,DSE (U)) = XﬂSE (Z = 07 w)v XTrEpSE (Z) = X,OSE (Zv w = 0) (A29)

[ |
Lemma A.6. For all A € [0, 1] and all p, o single-mode states, it holds that

Dy0(p) = Pip, p(0). (A30)

Proof. The characteristic function associated with an output of a general attenuator can be expressed as in (A24), and hence
it holds that

X5, (D) = X0, (@), VzeCl. (A3D)

Since quantum states are in one-to-one correspondence with characteristic functions, (A30) is proved. ]
Lemma A.7. It holds that

CD)»])LZ-TN = CDMJN o CD)»Q,TN’ V)"la )"2 S [07 1]7 N > O (A32)

Proof. Since the characteristic function of 7, is xr,(z) = e~*2/" [17, Proof of formula (12.33)], the mapping (A24)
becomes xo, . (0)(2) = Xp(V/Az)e =P+ Hence, the characteristic functions of ®;, ., 0 ®;, 1, (p) is

1
XDy, oy 0y o () () = ch,_z,,N(p)(\/)TlM)eXp [—(1 - M)(N + E)Iulz]
1 1
= Xp(V/A1Aapt) exp [—()»1 - M/\z)(N + §>|M|2] exp [—(1 - M)(N + §)|M|2}
= Xo(VAMA2) Xy (V1 = Midapt) = X, 0, 0)(1) ¥ p € S(Hs), ju € C. (A33)

Since quantum states are in one-to-one correspondence with characteristic functions, this concludes the proof. |
Lemma A.8. By defining pn (1) = Pexp(—r),7y (0) With 7 € [0, 00), it holds that

d . : : 1 :
2 Pv@) =W+ Diapy(ta’ = S{py(t). a’al | + Nfa'py(t)a = S{on (), aa’} .

dt
Proof. The identity (A32) becomes
q)eXP(—ll —h), Ty — q)exp(—tl),l/v © q)exp(—tz),rw th’ I = 0. (A34)
In addition, for # = 0 one obtains the identity superoperator ®; ;, = I. As a consequence, one arrives at the master equation
d
E:ON(t) = Lylon(®)], (A35)

where Ly, called a Lindbladian superoperator, is defined by

Dexp(—e),ov — 1

Ly = gl_i)lg . (A36)
Now, let us prove that the Lindbladian superoperator is given by
Ly[O] = (N 4+ 1)(a®a" — 1{©,a’a}) + N(a'®a — 1{©, aa'}). (A37)
By definition, we have that
Berp(e)y[01 = Tz [USE) @ @ o (USE, )] (A38)
By using that
arccos(e /%) = /e + 0(%/%), (A39)
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one can verify that
Uéflﬁle) = explarccos(e */*)(a'b — ab’)] = 1 + Ve(a'b — ab") + %(aTb —ab")? + 0(3?). (A40)
Inserting (A40) into (A38) yields
Pexpe)oy[O] = O + e[(N + 1)(a®a’ — 1{0,a'a}) + N(a'®a — 1{©, aa’})] + 0(¥/?), (A41)

where we used Trg[tyb'h] =N, and Trg[tybb'] =N+ 1. By substituting the expression (A4l) in Ly[®] =

111})1+ w, we finally arrive at (A37). [ ]
£—> g
Lemma A.9. Let A € [0, 1] and let 0 € G(HE). The following superoperator identity holds:
Y =V o P10 (A42)

where V is the phase space inversion superoperator defined in (27).
Proof. To distinguish the phase space inversion operators which act on the environment and on the system, let us denote them

respectively as Vg = (—I)W’ and Vg = (—1)“1'“. From the identity (—1)“1V“a(—1)“'}"’ = —a, one obtains
VsDs(2)Vs" = Ds(—2). (A43)

As a consequence, in the language of characteristic functions, we obtain

+ T
Xy, sy o5 @ = Tis[Vs @1y oy, (0)Vs Ds(@)] = Trse [(U1%)) Vs Ds@VsULE) p @ Vieo Vi ]
il
= Trse [(U%})) Ds(—=2)UY p ® Vo Vi ]
= Trsp[Ds(—+/1 — A2)De(—v/A2) p ® Vo Vg ']
= Trs[Ds(—v/T = 22)pITre[De(VA2)01 = X, (VT = 22 xs (VA2) = Xy () (), (A44)
where we used (A25). This concludes the proof. |

Lemma A.10. If o is diagonal in Fock basis,

[o¢]
o=y qli)il,
i=0
then for all N > 0 and X € [0, 1] the following inequalities hold:

Q(q))u.U’ N) > f(N’ )")7
Cea(Pr0. N) = g(N) + f(N, 1), (A45)

where

i=0 i=0

fN,2) = H({Zqin(N, i1 A)} ) —H({Zqia(zv, i A)} ) — H({gi)ien), (A46)
leN leN

{P/(N, i, A)}ien 1s expressed in (55), g(-) is expressed in (8), and H(-) denotes the Shannon entropy.
Proof. Lemma A.1 implies that

Leon (@0, Tn) = (P16 () = S(Ds o (tn)) = S(P; 6 (tx) — (D), (ta)) — S(0). (A47)
Furthermore, Lemma A.9 and the fact that von Neumann entropy is invariant under unitary transformations imply that
S(®3 () = S(P1-1 v (Tw))- (A48)

Since o is diagonal in Fock basis, it holds V(o) = o. By substituting (A48) in (A47), we obtain

Leon(Pro, V) 2 S(Pro(Th)) = S(P1-s.0 () — S(0).
Moreover, by using (A30), we arrive at

Loh(®y0, ) = (P11 (0)) = S(Ps1y () — S(0). (A49)
Moreover, (54) implies that

S(®),1,(0)) = S(Z qida,m<|i><i|>) = S(Z aiP(N, i, x>|l><l|> = H({Zq,«mzv, i, A)} ) (A50)
leN

i=0 1,i=0 i=0
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and we have
S(o) = H({gi}ien). (ASI)
By substituting in (A49), we obtain
leoh(Pr0, V) 2 f(N, ). (A52)
As a consequence, it holds that

Q(P@s0,N) 2 Ieon(Pr o, V) = (N, 1),
N) 2

Cea(Ps0, &N) + Ieon(Pr o, Tn) = 8(N) + f(N, 1). (AS3)
|
Lemma A.11. (Kraus representation of the thermal attenuator via explicit formula of BS)
For all A € [0, 1], v > 0, the thermal attenuator ®, ., admits the following Kraus representation:
o0
D, (p)= Y MinpMy],, (A54)
k,m=0
where
vk >
7 — ((N9) —
M =\ Ty Do PO+ k—ml, (A55)
I=max(m—k,0)
with the coefficients c;* (1) being defined in (A16).
Proof. 1t holds that
o vk t
O, = Tre[USPp @ 1 (USP) ] = Y ———— mlgUSH k) pp ((ml U 1)) (A56)

- k+1
Pty v+1

~ vk
- (SE)
M = /—(u+1)k+1 (mlpUSE|k) (AS7)

we have found a Kraus representation of ®, . By using the explicit formula of BS in (A15), it holds that

Hence, by defining

0
vk

vk
(v + D

OESIRE S PN+ k= m (. (A58)

[=max(m—k,0)

M = mlgUSP (1) glk)p (s =

(
1=0

Lemma A.12. (Kraus representation of the thermal attenuator via master equation trick)
For all A € [0, 1], v > 0, the thermal attenuator ®, ,, admits the following Kraus representation:

o0
i (p)= Y MiwpM],. (A59)
k,m=0
where
a‘a
Vk(U + l)m(l _ )L)m-Hc ik ﬁ
My = " A60
& \/k!m![(l mpysny e CR Wrssanr ) B (AS0)

|

Proof. Tt immediately follows by substituting > = exp (—¢) and (52) into (46).

Remark A.1. The Kraus representation derived via master equation trick in Lemma A.12 can allow one to obtain significantly
simpler expressions for the action of the thermal attenuator on a generic operator, than that obtainable by exploiting the Kraus
representation derived via explicit formula of BS in Lemma A.11. For example, let us calculate the action of the thermal
attenuator on a operator of the form |n)(i|, where |n) and |i) are Fock states. The Kraus representation derived via explicit
formula of BS in Lemma A.11 easily yields

O ()i =" Y fuisGu )l +n—i)l, (A6D)

[=max(i—n,0)
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where

o]

friaOov)y = Y

k=max(/—i,0)

k
v k) (i,k)
v+ 1)k+1 Chti- ]()\.)C '—l()\')’

ki (A62)

with the coefficients cﬁhk (1) being defined in (A16). While, the Kraus representation derived via master equation trick in Lemma
A.12 yields the same expansion in (A61) (as expected), but with a much simpler expression for the coefficients f, ; (A, v) (see

proof below):

min(n,i)

Sl +n— D)= + 1)1 — A

n+i—2m

)2m+171)\

fritOovy= >

m=max(i—[,0)

(n—m)!(i —m)!m!(l +m — DI — A)v + DT

(A63)

Hence, our trick allows one to simplify the expression of ®, ., (|n)(i|), by finding a closed formula for the sum of the complicated

series in (A62).

Proof of (A63). Lemma A.12 implies that &, . (|n)(i|) = mezo M m|n) (ilM,:m,

otherwise for m < n it holds that

. For m > n it holds that My ,,|n) =0,

Mk,m|n) =

Consequently, we conclude that

1 In'(n —m + k)!
(n —m)! k!m!

oo min(n,i)

@ (m)ih =" >

k=0 m=0 m)l(i

min(n,i)

DS

I=max(i—n,0) m=max(i—/,0)

APPENDIX B: EXAMPLE OF NOISE ATTENUATION
PROTOCOL WITH ONE TRIGGER SIGNAL

In this section we give a simple example where the noise
attenuation protocol is advantageous. Let us suppose that
the stationary environment state is the vacuum oy = |0)(0].
Hence, the original channel is the pure loss channel @ oy
The energy-constrained entanglement-assisted capacity of
D, 1050 1s given by (17). In addition, let us suppose that
Alice sends only one trigger signal initialized in the Fock
state |n)(n|g, during step 2 of the noise attenuation protocol.
Consequently, at the beginning of step 3 the environment state
is

Oxn = &)XC\())(()\(M) (nl)
= Tre[US Py (nl @ 10) 01U E) ] B

Moreover, suppose that the trigger signal and the information-
carrier signal are separated by a temporal interval 8 < tg (we
recall that ¢z is the time after which the thermalization process
resets the environment state into the stationary environment
state). Consequently, we can state that the information-carrier
signal is affected by the channel ®,,,,. We want to see
whether this simple application of the noise attenuation pro-
tocol implies the energy-constrained entanglement-assisted
capacity of the resulting channel ®;, ,, , to be larger than that
of the original channel ®, o). By using (A18), one obtains

Grn =Y Bin, 1= I, (B2)

1=0

Uk(l) + l)m(l _ )L)k-k—m)hn—m
((1 — )\)U + l)k—m+1+2n |I’l —m+ k> (A64)
(7 — G — )1k 11— a)etmy =
x/”(” m+ k)l —m+ B + D71 — 4) [n—m+k)(i —m+ k|
m)kim! (1 — v + 1k-mtinti
VT =D 4 DA AP )
n—i .
(n —m)(i — m)lm\(I +m — D1 — 1)y + Dl

|

[
where we have introduced the binomial distribution

Bi(n, p) = (’;)pl(l — p)”’l. Since o, , is diagonal in Fock

basis, we can apply Theorem A.10. Consequently, it holds that
Cea(q)}\,a,\v,,a N) 2 Z()\'a N, n), (B3)
where

Z(A, N, n)

= g(N) + H({ZBi(n, 1— PN, i, 1 — x)} )
i=0 i

- H({ZBi(n, 1 — X)P(N, i, /\)} )
=0 1

—H({Bi(n, 1 —1)}). (B4)

From Fig. 12 one can note that for N = 0.5 and for all the
values of n depicted it holds that

Cea(q))\,a-ma N) > Z()h N» I’l) 2 Cea(CDA,IO)(Ol’ N)

for A sufficiently small. As a result, for these parameter
choices this basic version of the noise attenuation protocol
improves the performance of the entanglement-assisted
communication. Moreover, Fig. 12 suggests also that for all
A > 0 sufficiently small if n is sufficiently large the quantity

ca(Pr.o,,, N) is larger than a positive constant (independent
of 1). This is quite interesting since the energy-constrained
entanglement-assisted capacity of the original channel tends
to 0 when A approaches 0. Therefore, this application of noise
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FIG. 12. The function z(A, N, n) plotted with respect to the vari-
able A for N = 0.5 and several values of n, where z(A, N, n) is
defined in (B4). The dotted line is Ceo(Py j0)(0), 0.5) as a function of
A [see (17)].

attenuation protocol improves significantly the performance
of entanglement-assisted communication for A > 0 small.
For instance, for A = 0.002 and N = 0.5 one can numerically
verify [by using (B3) and (17)] that

Cea(®r.01m00- V)

> 41.
Cea(®;.1001- N)

APPENDIX C: ONLY ONE TRIGGER SIGNAL

In Theorem 18 we have discussed how to achieve an
environment state close to |n;)(n,| for A > 0 sufficiently
small, where n, € IN with 1/1 — 1 < n; < 1/A. This is done
by sending just two trigger signals initialized in the state
73, A)s,s, = U (§152) [0}, Im3.)s,. We recall that achieving the

environment state |n;)(n,| is important since the channel

@, 1nyn, has strictly positive quantum capacity for A €
0, 1/2).

Note that for A =0 and for all stationary environment
states oy, after the interaction with a trigger signal initialized
in the nth Fock state, the environment state becomes

wC T
Y o, (I () = Trs [US 1n) (nls, ® o0 (USS)']

= [n)(nlg. (CDH)
Furthermore, for A > 0 sufficiently small we still have
&) (In)(n]) = T, [USm) (nls, @ 00 (UF))']
~ In)(nlg. (€2)

Therefore, a natural question may arise: instead of sending two
signals in |ny, A)g,s,, why do not we send just one trigger signal
in |n;)s, ? Below we answer this question.

After the interaction with the trigger signal |n,)g, , the en-
vironment achieves the state <I> (|n,\)(n;\|) Since the state
|n;.){ny|s, depends on A, it may be that d> o (I12) (n,]) and
|1} {ny| are not close in the limit A — 0. We can show that
this is indeed the case if the stationary environment state oy is
a thermal state 7, as in the usual scheme of an optical fiber.

First, notice that (26), (44), and the fact that ®; ), (7))
is diagonal in Fock basis [as guaranteed by (54)] imply that

O () (mal) = Vo @17, (Ina) (ma]) =V 0 Py jnyyn, 1 (T0)
= Di ) () (T0)- (C3)

Second, by exploiting the results and the notations used in the
proof of Theorem 9, it holds that

Jim (|35 (s i) — Im) (ma |

= 11m+ ”(D)L,\n;\)(n)\l(fv) - |nk)(nk| ”1

= lim |7, @5 00,1 (2)T7, — 10101

:nkrp |7- n®L |(rU)T ><0|||1

= | > q, DIk) k| = 0)(O0]| = 2[1 — go(v, 1)]
k=—o00 1

=2[1 — e @R 2y/v(v + 1)] #0, (C4)

where the probability distribution {g; (N, ¢)}icz is expressed
in (78).

Expression (C4) implies that the output environment state
Oy = &DKVCT (|m;.) {ny]) is not close to |ny ) (n, | even in the limit
A — 0. Hence, D) o,, is not close to &y 1y, | in energy-
constrained diamond norm for A — 0%. Consequently, we
cannot apply Lemma 4 to conclude that the channel ®; ,,
has strictly positive quantum capacity for A > 0 sufficiently
small. This is the reason why the idea of sending just one
trigger signal does not work.
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