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Generation of cat states by a weak parametric drive and a transitionless tracking algorithm
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In this paper, we present an experimentally feasible protocol to generate the cat states in the microwave
resonator coupled to a superconducting qubit. The setup employs a detuned, time-dependent parametric drive to
squeeze the resonator mode so that an adjustable qubit-resonator coupling strength can be obtained. Therefore,

based on the transitionless tracking algorithm, we can design control pulses to generate the qubit-resonator en-
tangled states with high fidelity in the laboratory frame. Then, the even and odd cat states can be further obtained
by performing measurement on the superconducting qubit. Compared to the scheme [Chen e al., Phys. Rev.
Lett. 126, 023602 (2021)], the present protocol is realized in the regime of weak parametric drive. In the case,
squeezing-induced noise can be reduced so that the fidelity of the generated state can be improved. Numerical
simulations indicate that the present protocol is well executed under experimentally available parameters. Thus,
the protocol is feasible with the present state of the art in microwave superconducting circuits.
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I. INTRODUCTION

Superconducting quantum circuits, providing an ideal
platform in the fields of quantum information, quantum
computation, and quantum simulation [1-17], have received
extensive attention. These solid-state circuits show excellent
properties for realizing quantum coherent interactions with
high sufficiently controllability and scalability [18,19]. To
date, remarkable progress has been made towards improving
the qubit coherence and circuit complexity [20-24]. In addi-
tion, the long coherence time of superconducting resonators
has been demonstrated in recent experiments [25,26]. Due to
these advantages, many schemes have been proposed to gener-
ate kinds of nonclassical states of superconducting resonators
[9], for instance, Fock states [27,28], cat states [29-31], and
arbitrary quantum superposition states [32].

Among the above nonclassical states [27-32], cat states
[33] formed by the superpositions of two coherent states
with the same amplitudes but opposite phases, are one of
important nonclassical states. In general, cat states with large
sizes not only provide the test of the fundamentals of quan-
tum physics [34,35], but also have extensive applications in
modern quantum technologies, such as quantum information
processing and quantum metrology [36—42]. For example, cat
states with large sizes can be utilized as qubits against photon
dephasing [43]. Therefore, they are very promising for the
fault-tolerant quantum computation [44—46]. However, high-
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fidelity preparation of cat states is still challenging because of
their sensitivity to photon loss. For example, Leroux et al. adi-
abatically prepared the cat states in the squeezed-light frame
[31]. In the scheme, the change in control parameters must be
slow to meet the adiabatic limit in the adiabatic control, which
usually leads to a long-time evolution. Such a long-evolution
time inevitably aggravates the effect of dissipation on the
fidelity of target state because decoherences, noises, or losses
would spoil the intended dynamics. Therefore, shortening the
evolution time by accelerating the system dynamics towards
the target states can reduce the influence of the decoherences,
noises, or losses on the fidelity of the final cat states [47].

To realize the fast, robust, high fidelity, and reliable gen-
eration of the cat states, some researchers have suggested
using the shortcuts-to-adiabatic (STA) methods [48-56] to
speed up the evolution process. The basic idea of the STA
method is mimicking adiabatic dynamics beyond the adiabatic
limit to achieve rapid system evolution [57-71]. Until now,
several protocols have been proposed for the generation of
cat states by STA methods [72-74]. For example, following
the proposal by Leroux et al. [31], Chen et al. exploited a
parametric amplification to generate the cat states via STA
dynamics [74]. In the scheme, the strong light squeezing is
necessary to generate the cat states. However, it is still a
challenge to generate strong parametric drives with current
experimental technology. Besides, the strong squeezing of
the resonator mode can excite the squeezing-resonator mode
and cause significant squeezing-induced noise [75-80]. Such
noise will reduce the fidelity of the generated cat states.

In this paper, to overcome the flaw of the scheme in
Ref. [74], we propose a protocol to generate the cat states

©2022 American Physical Society
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using a weak parametric drive inside a resonator. In the proto-
col, the effective Rabi Hamiltonian is obtained by suppressing
the undesired interaction terms using the external classical
driving field on the qubit. Then, by constructing a STA pas-
sage with a transitionless tracking algorithm [49], the cat
states can be accurately generated along the instantaneous
eigenstate of the Rabi Hamiltonian. By performing measure-
ment on the superconducting qubit, the microwave resonator
collapses to the even or odd cat states. Note that the idea of
adding external classical driving field on the qubit originates
from the paper [74]. However, we present an extensive the-
oretical analysis of this idea and propose an experimentally
feasible protocol to generate the cat states in the microwave
resonator in the regime of weak parametric drive. Compared
to the scheme in Ref. [74], the required squeezing intensity
in the current protocol is significantly decreased at the ex-
pense of an increased physical coupling strength between the
qubit and the resonator. As is well known, it is easier for
experiments to realize a strong classical drive than a strong
parametric drive. Therefore, the current protocol can be easier
realized compared to the one in Ref. [74]. Moreover, because
a strong squeezing of the resonator mode causes significant
noise to the system [74,76-80] to suppress the influence of
such noise, it usually needs to couple the system to squeezing-
vacuum reservoirs in the previous schemes [74,76-80]. In the
present paper, the squeezing-induced noise is negligible due
to the weak parametric drive. Thus, compared to the previ-
ous schemes in Refs. [74,76-80], the present protocol does
not require a squeezing-vacuum reservoir, which reduces the
experimental complexity. Additionally, numerical simulations
indicate that the present protocol is well executed under exper-
imentally available parameters.

The outline of the paper is as follows. In Sec. II, we present
the physical model of the system and derive the effective
Hamiltonian. In Sec. III, we show the generation of the cat
states in the regime of weak parametric drive by transitionless
tracking algorithm. In Sec. IV, we analyze the influence of
single-photon loss and leakage to the excited state on the
present protocol by numerical simulations. Finally, the dis-
cussions and conclusions are presented in Sec. V.

II. PHYSICAL MODEL AND HAMILTONIAN

As illustrated in Fig. 1(a), we consider a superconducting
qubit-resonator coupled system. The corresponding level con-
figuration of the superconducting qubit is shown in Fig. 1(b).
The superconducting resonator can be a transmission line
resonator or a coplanar waveguide resonator; and the super-
conducting qubit can be a transmon or flux qubits [6,7]. The
free Hamiltonian describing the superconducting qubit and
the resonator mode is given by (f=1, hereafter)

H, = &G +wea'a (D)
q ) b4 c 5

where o, = |e){e| — |g)(gl, w, is the energy gap between the
ground-state |g) and the excited state |e) of the superconduct-
ing qubit, a (a") is the annihilation (creation) operator of the
resonator mode, and w, is the associated resonance frequency
of the fundamental mode of the resonator.
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FIG. 1. Schematic illustration of the protocol. (a) A super-
conducting resonator embedded with a superconducting quantum
interference device (SQUID) loop is coupled to a superconduct-
ing qubit. The parametric drive of the resonators 2,(¢) and €2,(¢)
can be realized by modulating an external magnetic flux @ (t) =
Deyi1 (1) + Pexa(t), where Pey (r) and Deyp(2) are the components
of the flux ®.(#) and have a phase difference of 7 /2. (b) The level
configuration of superconducting qubit. Here, the superconducting
qubit is coupled to the resonator with coupling strength A and detun-
ing A and is driven by the classical field with Rabi frequency ..

The bare interaction of the qubit-resonator system can be
described by

Hy = Ma+ad")o,, 2)

where o, = |e)(g| + |g){e], and X denotes the coupling
strength between the superconducting qubit and the resonator.
When A/w, < 1 and A/w. < 1, under the rotating-wave ap-
proximation, the Hamiltonian in Eq. (2) is reduced to the
extensively studied Jaynes-Cummings model by neglecting
the fast-oscillating terms,

Hyc = hale)(g] + H.c. 3)

In addition, the superconducting resonator is subjected
to two time-dependent parametric drives with the same fre-
quency w, and different real amplitudes 2;(z) and Q(¢). It
is worth emphasizing that the two drives 2;(¢) and Q,(¢)
have a phase difference of 7 /2. As shown in Fig. 1(a), the
parametric drive of the resonator can be implemented by
modulating the flux Dey (1) = Pex) (f) + Pexrp(?) threading
the resonator-embedded SQUID loop in the middle of the
transmission line [81-85], where @y (1) and Peypp () are the
components of the flux @ () and have a phase difference of
/2. Additionally, a classical driving field with amplitude 2,
and frequency wy is imposed on the superconducting qubit to
drive the transition between |e) and |g).

A direct result of parametric drives for the superconducting
resonator is that it will lead to an exponentially enhanced
qubit-resonator interaction [31,74—80]. A possible physical
implementation of parametric drives is also shown in the
Appendix. To be more specific, the whole Hamiltonian of the
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model is represented as

f Wq Qi 1
H({)=w.a a+70z+ 76 "le)(gl + ra'|g) (el

Qi) +ix(t) 5 0
fa e 14

To work out the effective Hamiltonian, in a proper observation
frame at w,/2, the Hamiltonian H (¢) in Eq. (4) reads

"+ Hci| 4)

ty g S i
H.(t) = Ad'a+ - o+ ra'lg) (el

_ S0+ ; K Hci| 5)

where A = w. —w,/2, and we have assumed w, = w; =
w,/2. Then, we further perform a squeezing transformation
S(t) = exp[r(t)(a®> — a?)/2] on the Hamiltonian H,(t) in
Eq. (5), where r(t) is a real squeezing parameter satisfying
tanh[2r(z)] = Q;(¢)/A. In the squeezing frame determined
by S(¢), the Hamiltonian H,(¢) in Eq. (5) is derived into the
following terms in the squeezed frame,

Hy(t) =S"()H,(1)S(t) + iST(1)S(1)
= HRapi (1) + Ho, + He1 (1) + Hern (2),
Hrai(?) = A sech[2r(t)]a’a + re" Doy (a’ + a)/2,

Ho = £
Q. = ?Ux,
Heri (1) = — ire " oy(a’ — a)/2,
Hema (1) = [Q(t) — i ()1(a™? — a*)/2, (6)

with o, = i(|g) (e] — |e)(g]). The term Hgg(t) represents the
Rabi interaction between the superconducting qubit and the
resonator. The term Hg_ describes a o, driving interaction on
the qubit. The remaining terms Hey (¢) and Heo(¢) describe
undesired corrections for the ideal Rabi Hamiltonian Hg,p; (),
which need to be suppressed or eliminated. Obviously, the
term Hpo () can be naturally eliminated by choosing €2,(¢) =
ir(t). The term H.y(¢) can be suppressed by the additional
classical driving field €2.. It is worth noting that the additional
classical driving field 2. on the qubit is important in the
present protocol, which is different from the scheme [74].
Without the classical drive 2., the term H..(t) needs to
be canceled by using a large €2;(¢). To illustrate the rea-
son, we move to the rotating frame with respect to U,(t) =
exp(—iHg,t) so that the Hamiltonian H,(t) is transformed to

H{(t) = Hrapi(?) + H, (1),
—r(r)

H, . (t)=i [cos(2:t)oy — sin(R.t)o.](a — ah

re "0 . . .
— 1 [l'(elﬂct + e—lQL.t )O,y _ (elQ(l

— e ozla —a). ™)

When €, > Ae™")/4, the Hamiltonian H/_,(t) can be ne-
glected as a fast-oscillating term. Therefore, the effective
Hamiltonian of the system becomes

H.(t) ~ H!(t) ~ Asech[2r(t)]a’a + Ay(t)o.(a" + a)/2, (8)

with an exponentially enhanced interaction strength A,(z) =
re' )2,

III. GENERATING THE CAT STATES IN THE REGIME
OF THE WEAK PARAMETRIC DRIVE

In this section, we focus on the generation of a large-size
cat state in the regime of a weak parametric drive by the
shortcuts-to-adiabatic (STA) method.

A. The ground state of the effective Hamiltonian

For the effective Hamiltonian Heg(¢) in Eq. (8), the qubit-
resonator interaction acts as a time-dependent o,-dependent
linear force on the resonator. This force drives the res-
onator into one of two coherent states |+ a(¢)) {«x(t) =
As(t)/ A sech[2r(t)]}, conditioned on the state of the qubit in
the o, basis [86]. In this case, the effective Hamiltonian Heg (¢)
in Eq. (8) can be diagonalized by the unitary operator [87,88],

U(t) = | 4+ x)(+x|D[—a(2)] + | — x)(=x|Dlee(r)],  (9)

where | £ x) are the eigenstates (|g) & |e))/ V2 of Pauli ma-
trix o, and D[a(t)] = ¥4 ~¢" 4 jg the usual displacement
operator. Therefore, the eigenstates of the effective Hamilto-
nian He(¢) in Eq. (8) can be described as a qubit-resonator
entangled state,

W (1)) = 3(| +x)Dl—a()]lm) + | = x)Dla(1)]lm)), (10)

where m represents the photon number. When the resonator
is initially in the vacuum state, the ground state of H(f) in
Eq. (8) can be further represented as

[Wo()) =311 +x)| — a(®)) + | —x)| + a())]
= 1[N.lg)lcat (1)) — N_le)lcat_(t))]. (1)

Here, N1 = \/ 2 + 2 exp[—2|a(r)|?] describe the probability
amplitudes of the even cat states |caty(?)) = [| + a(?)) +
| — a(2))]/N, and odd cat states |cat_(?)) = [| + a(t)) — | —
a(t))]/N_, respectively.

B. Generating the cat states by the STA method

To generate the cat states, we utilize the STA methods to
fast generate the cat states in the subsection. It should be
emphasized that the realization of the time-dependent cou-
pling strength A,(¢) in Eq. (8) is needed to construct the STA
passage by the transitionless tracking algorithm [49]. The cou-
pling strength A, (#) in Eq. (8) between the resonator and the
qubit can be adjusted by the time variation of the squeezing
parameter of 7(¢) in the squeezing frame.

According to the theory of the transitionless tracking algo-
rithm [49], a counterdiabatic (CD)-driving Hamiltonian,

Hep(t) = iUMOU (1) = io[a*(t)a — a()a'l  (12)

should be added to the effective Hamiltonian H.g(¢) in Eq. (8)
to avoid nonadiabatic transitions between the instantaneous
eigenstates |\W,,(¢)) with eigenvalues &,,(¢) of Hes(¢). Hence,
the CD-driving Hamiltonian Hcp(#) can accurately drive the
system to evolve along the eigenstates |\W,,(¢)) of Heg (2). It is
interesting to find that adding the CD-driving Hamiltonian to
the effective Hamiltonian Hs(¢) in Eq. (8) does not change
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the form of the system Hamiltonian, but only changes the
effective qubit-resonator coupling strength. In this case, in-
stead of adding the CD-driving Hamiltonian to the system, we
divide the effective Hamiltonian H.g(7) in Eq. (8) into two
parts to construct an STA passage [74],

Hegr(t) = Hy(t) + Hip(t),
Hj(t) = Asech[2r(t)]a’a + o [A(t)a’ + A*(t)al,
Hip(t) =)o@’ + a) — o [At)a" + A*(t)al,  (13)

where the Hamiltonian Hj(z) is considered as the refer-
ence Hamiltonian with an undetermined parameter A(z) and
H{p(t) is considered as the auxiliary Hamiltonian. When the
coherent amplitude «'(¢) satisfies the conditions

L Am
0= ]’
a'(t) = i[As(t) — A)], (14)

the Hamiltonian H{[,(¢) in Eq. (13) can drive the system to
evolve along the eigenstates |W/ (¢)) of Hamiltonian H;(z) in
Eq. (13). By eliminating the undetermined parameter A(t)
in Eq. (14), we can obtain the equation of motion for the
coherent-state amplitude «'(¢),

&' (t) = i{As(r) — &' (£) A sech[2r ()]}, (15)

which indicates that the amplitude «'(¢) of coherent state is
determined by the time integration of the squeezing param-
eter r(t), the coupling strength A,(¢), and the detuning A.
Assuming the initial state of system to be |¥,(0)) = |g)|0),
the evolution path along the ground state of the Hamiltonian
H(t) in Eq. (13) is (in the squeezed frame)

[Wo()) = 501 +x)| — &' @) + | = x)| + &' ()]
= 1N {lg)leat’ (1)) — N'_le)[cat”_(1))],  (16)

where N'. = /242 exp[—2|/(t)?] and [cat/ (1)) = [| +
a'(t)) &£ | — o' (¢))]/N+. In the laboratory frame, the evolu-
tion state of the system is

[WER(t)) = Up(£)S(1)| W) (1)) (17)

To obtain the target state |W;(¢¢)) in the laboratory frame,
U,(t;)S(ty) = 1 should be chosen, where 7 is the final time.
This can be satisfied by choosing r(t;) =0 and Q.t; =
4km (k=1,2,3...). Thus, the final state at the time #; is
|Wib(tr)) = | W, (tr)). Note that the choice of r(t;) does not
affect the amplitude of coherent state o'(¢y) because o'(ts)
relies on the time integration of r(¢) according to Eq. (15).
By measuring the qubit in the states |g) and |e), the even and
odd cat states can be further predicted by the corresponding
measurement outcomes.

C. The choice of the optimized squeezing parameter

In the process of generating the target state, the choice of
the time variation of the squeezing parameter r(¢) is crucial,
which directly determines the waveforms of amplitudes €2 (¢)
and 2,(¢) according to Eq. (6). On the one hand, for the con-
venience of experimental implementations, we assume that
the resonator mode is initially in the vacuum state in the labo-
ratory frame. Therefore, the initial value of parameter o'(t)
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FIG. 2. The coherent-state amplitude || versus A/A and ryuy.
The parameters are chosen as «’(0) = 0 and t; = 20/ A.

will be @’(0) = 0 and r(0) = 0 according to Egs. (15) and
(17). On the other hand, to obtain cat states in the laboratory
frame, one needs to turn off the parametric drive according to
Eq. (17),1.e., r(ty) = 0. We should note that it is also challeng-
ing for the current technique to keep strongly squeezing a light
field because the photon loss of the resonator, which is always
present, destroys the essence of squeezing, i.e., two-photon
correlations. Therefore, to reduce such an influence, it is better
to remove the squeezing field as soon as the preparation of cat
states is completed. The present method enables one to freely
design the parametric drive so that the target state can be gen-
erated in the laboratory frame. In addition, pulses with finite
durations are easier to realize in experiments than without. For
the drivings €2;(¢) and £2,(¢) to have finite durations, we need
the conditions r(0) = r(ty) = 0 and #(0) = 7(t;) = 0.

To smoothly turn on/off the parametric drive, we choose
a function r(t) = rmax /{1 + explro cos(2mt /t;)]} to meet the
requirements of drivings €2;(#) and €2,(¢). The waveform
of r(t) = rmax/{1 + exp[ry cos(2nt/t;)]} is approximately a
square wave in the center of the operation time and smoothly
vanishes at the boundary. The value of ry can be adjusted
to make the initial and final values of the squeezing pa-
rameter r(t) satisfy r(0) = r(ty) >~ 0 and 7(0) = 7(t;) 0.
Moreover, the parameter 7y, controls the maximum value of
the squeezing parameter r(¢). According to Eq. (15), we plot
the coherent amplitude || versus rm.x and A/A by choosing
the parameters ry) = 10 and 1, = 20/ A in Fig. 2. Correspond-
ingly, the amplitude of classical driving field may be chosen
as Q. =7wA (k=25).

In order to produce large-size cat states (|a’| > 2), one can
choose a large squeezing parameter r(¢) and a small coupling
strength to eliminate the undesired term H.. (¢) in Eq. (6)
[74]. However, choosing a large squeezing parameter may
lead to significant squeezing-induced noise in the presence of
resonator loss. Therefore, it is promising to choose a small
squeezing parameter r(f) to generate the cat state. The detailed
comparative results of squeezed-induced noise with small and
large squeezing parameters are shown in Sec. IV B. Alter-
natively, a small squeezing parameter r(¢) is allowed in the
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FIG. 3. (a) The final fidelity F(f;) versus A/A and squeezing
parameters rp,, Without a classical driving field, i.e., 2. = 0. (b) The
final fidelity F(¢;) versus A/A and squeezing parameters ry,, with
the classical driving field Q. = T A.

present protocol because the classical driving field €2, is ap-
plied to the superconducting qubit to eliminate the undesired
term Her (1) in Eq. (6). However, when rp,y is too small, gen-
erating the same amplitude |o’| > 2 requires a strong coupling
strength A according to Fig. 2. A larger coupling strength A
increases the influence of the error term Hey (7). According to
Eq. (7), a stronger classical drive field €2, is needed to elim-
inate the term Hey (7). In order to balance the requirements
of small () and strong drive field 2., we selected the proper
range of ry.x in Fig. 3. To show the effect of the classical
driving field 2., we plot the fidelities F'(¢5) of the target state
versus A/ A and ry,x with the o, (2, = m A) drive and without
the o, drive (22, = 0) in Fig. 3, where F(t;) is defined as
F(ty) = Trlp@p)|Wy(tr)) (W (t)I1. Here, p(tf) represents the
density operator of the system at the time ;. As shown in
Fig. 3, the fidelities F (¢;) are obviously improved by adding
the classical driving field on the qubit, which demonstrates
that the undesired term H,(#) can be effectively suppressed
by the classical driving field €2.. In order to compare the
present protocol with the scheme in Ref. [74] more clearly,
we show the final fidelities F(zy) of generating the target
state with the same coherent amplitude |o'| = 2 versus the
squeezing parameter rpy,x for different amplitude of classical
driving field €2, in Fig. 4. As shown in Fig. 4, the generation of

0.8

&

Fidelities
o
)

0.4

T'max

FIG. 4. The fidelities F(t;) of generating the target states with
coherent amplitude |’| = 2 versus the squeezing parameter r,, for
different amplitudes of the classical driving field ..

high-fidelity cat states can occur in the wide range for 7y, in
the present protocol (€2, # 0). However, the scheme (€2, = 0)
in Ref. [74] for generating high-fidelity cat states can be
generated only when the value of rp,y is large (rm.x = 2.3).
Moreover, the required squeezing parameter ry,x for the high-
fidelity cat state can be reduced with the increase in amplitude
of classical driving field €2.. This is because the undesired
term Hey () in Eq. (6) is suppressed by adding the classical
driving field €2, instead of increasing the maximum value of
squeezing parameter Fu,x.

Next, how to choose a relatively optimized maximum value
of the squeezing parameter rp, is an important problem. To
date, the reported amplitude of parametric drive is about 0
~6 MHz in experiment [89]. In view of the experimental
feasibility, we now study the choice of squeezing parameter
Fmax- We plot the maximum of amplitudes max[€2;(¢)] and
max[$2,(7)] versus rmax in Fig. 5. We can see that with the
increase in ry.x, max[€2;(z)] gradually equals to A, shown
in Fig. 5. Compared with max[£2;(?)], max[€2,(#)] increases
linearly with the increase in rpy.«. This indicates that a small
squeezing parameter ry.x can reduce the required amplitude
of parametric drive. On one hand, when max[€2;,(¢)] is smaller

2 T i -
. 1.1 P = = =max[Q(t)]|”
< Phd max|[Q;(t)]
;‘5 1 -~ - . P
215F L7 .7 1
= 1.2 1.3 1.4 _-"
Z -
g f g
—g 1 |
2, .
E P
<

0.5 : :
1 1.5 2 2.5
Tmax

FIG. 5. The maximum amplitudes max[€2;(#)] and max[£2,(z)]
Versus .. We choose the intersection as the optimal point {7y =
1.26, max[2;(¢)] = max[2,(7)] = 0.9871A} .
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15 TABLE I. The corresponding physical parameters in experiment.
a
- 1 | Physical parameters Quantity (units of )
n
= ] 1
5 05 1 w, 2
o we 1.001
< 0 max[€2(1)] 1x1073
E max[Qx(1)] 1x10°3
€-0.5- A 1.013x1073
= Q 3.183x1073
<4 . ‘ 2 1.5%10~*
0 5 10 15 20

At

FIG. 6. The corresponding squeezing parameter 7(¢), Rabi fre-
quencies 2(t), and €2,(t) versus Ar. The parameters ry,x = 1.26,
A =0.143A,t; = 20/A, and @, = 7 A are chosen.

than max[€2;(?)], the required amplitude can be represented
as max[2;(t)] = m;A (m; < 1). On the other hand, when
max[€2,(¢)] is larger than A, the required amplitude can be
represented as max[2,(¢)] = mp; A (m; > 1). Under the lim-
itation of amplitude of parametric drive in experiment, the
system evolution time is shorter when max[€2,(¢)] is smaller
than max[2;(¢)]; and a faster evolution can alleviate the in-
fluence of dissipation on the fidelity of target state. Because
the evolution time is represented as t; = 20/ A, the evolution
time 7, is shorter when the detuning A is larger. However, a
larger A corresponds to a smaller ry,,x, Which requires more
strong classical driving field €2, to suppress the term Hey (¢)
in Eq. (6). This may be a challenge in experiments due to
the finite intensities of classical driving fields. Therefore, we
choose an optimal squeezing parameter rpy,x = 1.26 (the in-
tersection point) as shown Fig. 5. The corresponding control
pulses Q(t) and Q(¢) and the squeezing parameter r(t)
versus At are shown in Fig. 6.

IV. NUMERICAL SIMULATIONS

In experiments, there exist some errors affecting the fidelity
of the generation of the cat states. The effects of these disturb-
ing factors are analyzed in the following.

A. Master equation

In practice, the system is inevitably coupled with the envi-
ronment. Therefore, the (environment-induced) decoherence
should be taken into account. The dynamics of the system is
governed by the master equation [90],

p@) =ilp(@), HD] + Lop(0),
Lopt) =0pt)o" — 3l0'0p(t) + p(t)o'ol,  (18)

where p(t) is the density operator of the system and o denotes
the Lindblad operator. In the system considered in this paper,
there are three Lindblad operators: the spontaneous emis-
sion operator L, = ,/Y|g){el|, the dephasing operator L,» =

Vv?(le){e| — |g){gl), and the resonator decay operator L, =
JKa

When we map the system dynamics into the time-
dependent squeezed-light frame, the master equation in

Eq. (18) becomes
ps(t) = ilps(t), Hy(@)] + Lyps(t) + Leps(),
Lgps(t) = L(Ly)ps(t) + LLyo)ps(1),
Leps(t) =Ny + DLIL)ps(t) + Ny LWL ps(0)
= ML/ (Le)ps(t) = MILLDps(1), (19)
where the expressions for £(0)p, and £'(0)py are
L(0)ps(1) = 0ps(t)o" — F[0"0ps(1) + ps(t)0' 0],
L' (0)ps(1) = 0ps(t)o — 3[00p,(1) + py(t)o0). (20)

Here, ps(t) = ST(¢)p(¢)S(t) is the density operator of the
system in the squeezing frame, Ny = sinh?[r(¢)] character-
izes equivalent thermal noise, and M = sinh[r(¢)] cosh[r(¢)]
characterizes equivalent two-photon correlation noise in the
squeezing frame.

B. Influence of the single-photon loss

When considering the single-photon loss, the coherence of
the cat states may be destroyed, which leads to a statistical
mixture of | + o) and | — ) [91]. Generally, the relaxation
time and the dephasing time of the superconducting qubit
are about 20-60 us [92-94]. Here, we choose the relaxation
time of the qubit as ¥ ~! = 40 us, and the dephasing time of
the qubit as y,~ ! = 40 us. By solving the master equation in
Eq. (19), we study the influence of the single-photon loss in
the resonator on the fidelity of the present protocol (rma.x =
1.26) and the protocol without adding classical driving field
Q¢ (rmax = 2.30) in Fig. 7(a). In order to compare with the
case in the presence of loss, we have also shown the fidelities
of the target state in the absence of loss in Fig. 7(a). We can
see from Fig. 7(a) that the present protocol has higher fidelity
of the target state. Considering the decay time of the resonator
k~! =100 pus, the fidelity of target state F(tr)is 0.9539. Even
when «~! =30 us, the fidelity F (t7) still reaches 0.9. To
show the mechanism behind, we plot the parameters N, and
M, versus At in the squeezed frame in Figs. 7(b) and 7(c),
respectively. As shown in Figs. 7(b) and 7(c), the values of
the parameters N; and M, (pink-shaded area) in the present
protocol is reduced by about eight times. Thus, it is not needed
for the present protocol to add a squeezing-vacuum reservoir
to eliminate the influence of squeezing-induced noise, which
reduces the experimental complexity. In the above numerical
simulation, we have truncated the photon number m = 60
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FIG. 7. (a) The fidelities F (¢7) of generating the target states with
coherent amplitude |o’| = 2 versus the resonator coherent time « .
The parameters (b) N, and (c) M, versus At in the squeezed frame.
The red-solid lines represent the present protocol (ry.x = 1.26) and
the blue-dashed lines represent the scheme (r,,x = 2.30) without
adding the classical driving field €2.. The maximum amplitude of
max[€2;(¢)] is chosen as 27 x6 MHz, and other parameters are the
same as that in Fig. 6.

of the superconducting resonator and chosen corresponding
physical parameters (w,/27w = 6 GHz) in experiment shown
in Table I. To make sure that truncating the Hilbert space of
the superconducting resonator is safe, we show the probability
P =Tr[ps()I; ® |m){m]] (I, is identity operator of qubit) of
the Fock state |m) in the whole evolution. As shown in Fig. 8§,
the Fock state |m > 16) is mostly never excited in the evolu-
tion, indicating that truncating the photon number at m = 60
is safe for numerical simulations.

Probability P %
o v &~ 9

N
o

photon number m

0 16

FIG. 8. The probability P = Tr[p,(t)I, ® [m)({m]|] (I, is identity
operator of qubit) of Fock state |m) in the whole evolution.

To further show the quantum character of the target state,
we calculate the Wigner function of the resulting cat state,

2
W(n) = —(D,PD_,). 21

b4
Here, D, = 4" =14 is the displacement operator, P = £ma'a ig
the parity operator, and (- - - ) represents the expectation value
with respect to the final cat states. By detecting the state of the
superconducting qubit, the even cat state or odd cat state can
be generated depended on the superconducting qubit in states
le) and |g). Here, we define the success probabilities of mea-
suring the qubit in states |g) and |e) as P, = Tr[P,p(#7)] and
Fe =Tr[Pep(tp)] with Py = |g)(gl ® I, and P, = |e)(e| ®
I, (I, is identity operator of resonator), respectively. Fur-
thermore, the fidelity of the resulting even and odd cat
states can be defined as Fuen(ty) = Tr[Pep(ty)Po0’(t£)1/ P,
and Foaa(ty) = Tr[P.p(ts)P.p'(tf)]1/P., respectively, where
p'(t) = [Wy(tp)) (W (tf)|. Here, we consider the case that the
decay time of the resonator k ~! = 100 us. By solving numer-
ically the master equation in Eq. (19), the density operator
ps(tr) = p(ty) of the system at the time ¢/ is obtained. Thus,
the success probability of getting the result |g) and |e) is
P, = 0.5030 and P, = 0.4970, respectively. Furthermore, the
corresponding fidelities of even cat states and odd cat states
are Foven(ty) = 0.96 and Fouq(tr) = 0.9535, respectively. As
shown in Figs. 9(a) and 9(b), the negative quasiprobability
distribution clearly displays the nonclassical quantum features
of the even and odd cat states, respectively.

C. Leakage to the excited state

Up to now, we have limited the discussion to the two-level
approximation of the superconducting qubit. In a realistic
experiment, excitation to higher levels should be considered.
The present protocol can be applied to superconducting sys-
tem with different types of qubits, including transmon qubits
and flux qubits [94-101]. For a superconducting transmon
qubit, the typical transition frequency between neighboring
levels is only 3-10 GHz. Moreover, the anharmonicity of
the level spacings for a superconducting transmon qubit can
be made with 100-300 MHz [96-98]. Thus, the population
excited to the third level | /) should be considered as shown in
Fig. 10(a). To illustrate this point, we investigate the fidelity
of the target state by choosing the anharmonicity of the level
spacings 8/2m from 100-1000 MHz for the present protocol,
where § = weg — w,r. As can be seen in Fig. 10(b), the fidelity
F(tr) is 0.9216 when the value of anharmonicity of the level
spacings is 300 MHz. Moreover, the typical anharmonicity of
the transmon qubit is experimentally about 200 MHz. In this
case, the fidelity of the target state is only 0.7716. Therefore,
the transmon qubit is not the best choice to realize the present
protocol. However, as shown in Refs. [99-101], the anhar-
monicity of a flux qubit can reach the order of gigahertz. In
this case, the leakage influence of higher levels of flux qubits
can be almost neglected because of its large anharmonicity.
Therefore, compared with transmon qubits, flux qubits may be
more efficient to implement the present protocol. The above
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FIG. 9. (a) Wigner function of the generated even cat state at the
time #; = 20/A when the auxiliary qubit is in state |g). (b) Wigner
function of the generated odd cat state at the time #; = 20/A when
the auxiliary qubit is in state |e). Considering that the relaxation time
of the qubit is y ~! = 40 us, the dephasing time of the qubit is y¢’1 =
40 ps, and the decay time x~' = 100 us. The value of max[£2;(z)]
is chosen as 27 x6 MHz, and other parameters are the same as that
in Fig. 6.

theoretical analysis provides potential help for experimental
researchers.

V. DISCUSSIONS AND CONCLUSIONS

We briefly discuss the possible extension of the protocol.
As shown in Fig. 11, the superconducting qubit (circle) can be
coupled to multiresonators with the capacitance or inductance.
Using the same method as above in Sec. II, the effective
Hamiltonian of the multiresonator system can be represented
as

N
Hlp(t) =Y Asech[2r(D)]ajay + 12 (t)ox(a), + an)/2,
h=1
(22)

with an exponentially enhanced interaction strength A"(¢) =
Ane’® /2. Here, ay, (a:l) is the annihilation (creation) operator
of the hth superconducting resonator mode and A" denotes
the coupling strength between the qubit and the /ith resonator.

@ ™

(Uef

\_ /

(b) 1 (200,0.7716

(300,0.9212) 1

Fidelity
o o
i o

o
[N

. ! . . . . . .

100 200 300 400 500 600 700 800 900 1000
0 (units of 27 MHz)

FIG. 10. (a) The level configuration of the transmon qubit. The
anharmoncity of the level spacing § can be represented as § =
e — Wer, Where w,, is transition frequency between levels |e) and
lg) and w, is the transition frequency between levels |e) and level
|f). (b) The fidelity F (¢;) versus the level spacings §/27. The value
of max[€2; ()] is chosen as 27 x6 MHz, and the other parameters are
the same as that in Fig. 6.

Similarly, according to Egs. (9) and (10), the entangled states
of qubit and resonators can be generated as

1
[Wo(®))n = E[l +x)| — a1 (@), —ax(t), ..., —an(t))
+ | =2+ @), +ea(?), ..., +an(@®))]

1
= E[Nilgncati(t» — N"Meycat" (1)1, (23)

where (Njé)_l are the normalization factors of the multimode
entangled cat states,

lcath. (1)) =[| + a1 (1), +aa2(t), ..., +an(t)),
+ | — (1), —aa(t), ..., —an(O)/NL.  (24)

NS ——————

_______________________________________

FIG. 11. Diagrammatic sketch of a possible structure for realiz-
ing the multimode cat states.
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The multimode entangled cat states exhibit a great manifesta-
tion of mesoscopic superposition and entanglement, and have
very wide applications in the field of quantum information and
quantum communication, such as quantum metrology [40],
quantum network [102], and quantum teleportation [103].

In conclusion, we have proposed an experimentally feasi-
ble protocol for generating large-size cat states of a microwave
field in a weakly and parametrically driven resonator. The
time-dependent parametric drive can induce adjustable cou-
pling strength between the qubit and the resonator. By
utilizing the transitionless tracking algorithm, we can design
the control pulses to generate the qubit-resonator entangled
states with high fidelity in the laboratory frame. Then, the
even and odd cat states are predicted by the corresponding
measurement outcomes of the superconducting qubit. The
present protocol has several advantages as follows. First, com-
pared with the schemes based on adiabatic and dissipation
dynamics in Refs. [30,31], the present protocol by the STA
method is helpful to restrain the influence of single-photon
loss on the system by accelerating the evolution. Second,
compared with strong squeezing scheme in Ref. [74], the
present protocol assisted by an external classical driving field
on the qubit can exponentially suppress the squeezing-induced
noise and improve the fidelity of the generated cat states.
Moreover, numerical simulations confirm the validity of the
proposed protocol under experimentally available parameters.
Therefore, the present protocol may provide an alternative
idea for generating large-size cat states with high fidelity in
superconducting quantum circuits.
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APPENDIX: POSSIBLE PHYSICAL IMPLEMENTATION
OF PARAMETRIC DRIVES

As shown in Fig. 1, we consider a superconducting res-
onator composed of a SQUID. The Hamiltonian of the

parametric-driven resonator reads [9,17]

H, = 4Ecn® — Ej[®ex((1)] cos(¢h), (A1)

where n is the number of Cooper pairs and ¢ is the phase
across the junction. Here, E¢ is the resonator charging energy
and E; is the Josephson energy of the SQUID. The Joseph-
son energy is modulated (with frequency w),) by the external
magnetic flux @ (¢), leading to

Ej[@exi1 (1) + Pex(t)] =Ej + Ej1(t) cos(wpt + ¢1)

+ Epp(t)cos(wpt + @),  (A2)

where @g () and Pexp(2) are the components of the flux
Doy (1), 1.€., Pexi(t) = Pexe1 (1) + Dex2(t). After the Taylor
expansion of cos(¢) to fourth order, we obtain

H, ~ 4Ecn*—E;(a—X+X?/6)—E;1 (t)(1—X) cos(wpt+¢1)

— Ep@)(1 — X) cos(wpt + ¢2), (A3)
where X = (¢)2/2.
By defining
n=—ingla—a'), ¢ =gola+a), (A4)

the quadratic time-independent part of the Hamiltonian H), can
be diagonalized, where ny = [E;/ (32E-)1Y* and ¢ = 1/2ny
are the zero point fluctuations. After dropping the constant
terms, the Hamiltonian H), becomes

E E;nto,
H,= a)caTa——C (a+a’ )4+L)a) (a+a")? cos(wpt+¢1)
12 4E;
En(t e
+ %(a +a")? cos(wyt + ¢2), (A5)
J

where w, = +/8E.E;. When E; < E;, the term %(a +ah)?
can be neglected. The whole Hamiltonian H), can be rewritten
as

E;ntow,
sza)cafa— Jl() c
8E;

(a + a?)z (eia)pf + e—iu),,t)
_ EJ 2 (t )wc
8E;
where we have chosen ¢; = 7 and ¢, = 37 /2. Then, moving
into a rotating frame at frequency w,/2 and neglecting all of
the fast-oscillating terms, the approximate Hamiltonian under
the rotating-wave approximation can be written as

L) +i)

(a+d" )i(e" — g7y, (A6)

H,= Ad'a — +H.c., (A7)
where A = w, — /2, (1) = E40% and () = B2,
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