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Distortions produced in optical homodyne tomography
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An analysis of the homodyne tomography process that is often used to determine the Wigner functions of
quantum optical states is performed to consider the effects of the spatiotemporal degrees of freedom. The
homodyne tomography process removes those parts of the input state that are not associated with the mode
of the local oscillator by tracing out those degrees of freedom. Using a functional approach to incorporate all the
spatiotemporal degrees of freedom, we find that this reduction in the degrees of freedom introduces distortions
in the observed Wigner function. The analysis also shows how the homodyne tomography process introduces a
scaling caused by the efficiency and a resolution that depends on the strength of the local oscillator. As examples,
we consider coherent states, Fock states, and squeezed vacuum states.
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I. INTRODUCTION

Homodyne tomography [1] is widely used to determine the
Wigner functions of quantum optical states in terms of their
particle-number degrees of freedom, pertaining to specific
spatiotemporal modes. It has been used to measure the Wigner
functions of squeezed vacuum states [2,3], Fock states [4–6],
photon added states [7,8], Schrödinger cat states [9,10], and
many others. The quality of specially prepared quantum states
that are used as resources in quantum information systems
can be determined with homodyne tomography. However, it
begs the question of the quality of the homodyne tomography
process itself.

Various aspects of the homodyne tomography process have
been investigated [11–13], including the temporal effects [14]
and the efficiency and noise of detector systems [15,16].
Mathematical and statistical methods with which Wigner
functions are constructed from the measured data have been
improved significantly over time.

These analyses generally assume that the measurements
from which the Wigner functions of quantum states are
constructed are restricted to the part of the Hilbert space
associated with the mode of the local oscillator, and the part
of the state not associated with this mode is represented as a
loss. In free space, a quantum optical state contains an infinite
number of spatiotemporal degrees of freedom in addition to
its particle-number degrees of freedom. It is not possible to
measure all these degrees of freedom in a tomography pro-
cess. Some form of dimensional reduction is inevitable in any
such measurement process. Homodyne tomography imposes
this dimensional reduction primarily through an overlap by
the mode of the local oscillator, but the detector system can
also have an effect on the dimensional reduction process. All
the unobserved degrees of freedom of the state are traced out.

Here, the intrinsic fidelity of the homodyne tomography
process is investigated. To avoid making any assumptions
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about the spatiotemporal degrees of freedom in the process,
we use a Wigner functional approach [17–20]. It allows us
to incorporate all the spatiotemporal degrees of freedom in
the analysis. We find that this careful consideration of the
effects of the spatiotemporal degrees of freedom reveals a
more detailed picture of the process, going beyond the existing
understanding [1]. The main reason for the Wigner functional
approach is to be able to investigate the effect of all the
spatiotemporal degrees of freedom, which is not in general
possible with previous approaches. The Wigner functional
approach is extremely powerful in that it does not impose any
limitations on the modeling of the physical system. Previous
approaches always impose such limitations because they are
based on a finite number of known modes, which are often
notoriously difficult to determine. Although there are several
scenarios where a finite number of known modes can provide
an adequate analysis, there are also several cases where it does
not. In the case of homodyne tomography where a state (such
as a general squeezed state) cannot be parametrized in terms
of a finite number of known modes, the Wigner functional
approach is necessary for a successful analysis. Even in cases
where states can be parametrized in terms a single mode (such
as the coherent state and the single-mode Fock states), the
Wigner functional approach reveals effects that have not been
revealed by previous analyses. We selected the set of exam-
ples that we analyze to reveal these new effects, but we also
show that, under suitable conditions, they reproduce previous
results.

While our formulation of the homodyne tomography pro-
cess provides the general procedure that can be applied to
investigate the spatiotemporal effects in any homodyne to-
mography application, the derivation and the examples that we
consider already reveal salient features of the process. These
features include the appearance of an artifact at the origin
of the functional phase space unless single-mode detection is
employed; a scaling of the observed Wigner function caused
by the quantum efficiency of the detectors; and a finite res-
olution for the rendering of the observed Wigner function.
Although it is known that the Wigner functions obtained from
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FIG. 1. Diagram of the homodyne tomography system.

homodyne tomography can be distorted versions of the input
states, the mechanism for such distortions is generally at-
tributed to the loss of purity caused by losses in the system [1].
Here we reveal the exact nature of the process and show that
the observed Wigner function can be rendered as a mixed
state even without losses in the process. For example, while
a coherent state remains pure despite losses, we show that the
observed Wigner function is rendered as a mixed state under
certain conditions.

In this analysis, we make extensive use of generating
functions [21]. Such generating functions are employed to
represent the distributions obtained from the homodyne detec-
tion process, and also for the Fock states that are considered
in one of the examples. The expressions of these generating
functions are derived in the Appendix.

II. OPTICAL HOMODYNING

There are different versions of the homodyning system
that has been developed since its inception (see Ref. [1] and
references therein). They include heterodyning and double
homodyning systems [22,23]. However, we consider the basic
homodyning system here, as depicted in Fig. 1. The local os-
cillator is a coherent state with a mode that is parametrized in
terms of a spectral function. The input state is mixed with the
local oscillator via a 50:50 beam splitter. The light from both
output ports of the beam splitter is sent to identical detectors.
The intensities registered by these detectors are subtracted
from each other and then binned to provide a photon number
probability distribution.

A. Wigner functionals

Formally, we represent the quantum optical state on which
the homodyne tomography process is applied in terms of
all its degrees of freedom by using a Wigner functional
W [α] [17–20]. Such Wigner functionals are defined on a func-
tional phase space where α(k) is the functional’s field variable
(itself a spectral function of the wave vector k). For example,
the Wigner functional of a coherent state is given by

Wcoh[α] = N0 exp(−2‖α − ϕ‖2), (1)

where α(k) is the field variable and ϕ(k) is the parameter
function. For a pure Gaussian state such as the coherent state,
the normalization constant is given by N0 = 2�, where � is a
divergent cardinal number representing the infinite number of
dimensions (or degrees of freedom) of the functional phase

space. The magnitude of the field variables (or parameter
functions) in the exponent is given by

‖α‖2 =
∫

α∗(k)α(k)
d3k

(2π )3 ≡ α∗ � α. (2)

To alleviate the complexity of the expressions that are ob-
tained in this analysis, we introduce a � contraction to
represent the integral over wave vectors shared by two func-
tions. Such contractions can also involve kernel functions. For
example

α∗ � K � α ≡
∫

α∗(k)K (k, k′)α(k′)
d3k

(2π )3

d3k′

(2π )3 , (3)

where K (k, k′) is the kernel. Since we focus on the spatiotem-
poral degrees of freedom in this analysis, these � contractions
only involve the integration over wave vectors, ignoring the
polarization degrees of freedom. However, the analysis can be
readily generalized to incorporate the polarization degrees of
freedom.

At times, we perform functional integrations over Wigner
functionals or products of Wigner functionals. Such functional
integrations are represented with a functional integration mea-
sure. For example, the trace of the coherent state, which is
obtained from the functional integration of its Wigner func-
tional, is represented by∫

Wcoh[α]D◦[α] = 1. (4)

The functional integration measure D◦[α] includes a factor of
1/2π for every degree of freedom.

The homodyne tomography process causes the reduction of
the Wigner functional to a Wigner function W (α0), where α0

is a complex variable defined on a two-dimensional subspace
of the infinite-dimensional functional phase space. It requires
that all the discarded degrees of freedom be traced out.

Naively, this reduction process implies that the field vari-
able of the Wigner functional is replace by α(k) → α0�(k)
where �(k) is the normalized mode of the local oscillator, rep-
resented as an angular spectrum, and that all the other degrees
of freedom are simply discarded by the trace process. It turns
out that the actual dimensional reduction process associated
with homodyne tomography is in general more complicated
than this naive view.

B. Cross-correlation function

When homodyning measurements are used to perform
quantum state tomography, it is necessary to measure the
photon-number statistics of the difference in intensity. Instead
of the number operator measuring the average intensity, we
need to use the projection operators for n photons for the
analysis. Separate projection operators are used for the re-
spective detectors, leading to two separate photon-number
distributions for the two detectors. The difference between the
measurements corresponds to the convolution of the distribu-
tion at one detector with the mirror image of the distribution at
the other detector, which is the same as the cross-correlation
function of the two distributions.

Assume that P1(n) and P2(n) represent the probability
distributions for detecting photons at the two respective
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detectors. The cross-correlation of the two distributions is then
given by

R(m) =
∞∑

n=0

P1(n)P2(n + m), (5)

where m can be any signed integer. The requirement that
n + m > 0 is maintained by the distributions themselves, be-
ing zero for negative arguments. A generating function for
R(m) is obtained by multiplying it by Km, where K is the
generating parameter and summing over m:

R(K ) =
∞∑

m=−∞
KmR(m) =

∞∑
n=0

∞∑
m=−∞

KmP1(n)P2(n + m).

(6)

Then we redefine m → p − n to get

R(K ) =
∞∑

n,p=0

K p−nP1(n)P2(p) = P1(K )P2(K−1), (7)

where we enforced the positivity of both arguments to obtain
summations that start from 0, and where we introduced the
generating functions for the original distributions, given by

P1(K ) =
∞∑

n=0

KnP1(n), P2(K ) =
∞∑

n=0

KnP2(n). (8)

As such, the generating function in Eq. (7) for the cross-
correlation of the two distributions is given in terms of the
generating functions of the respective distributions.

Here, we treated P1(n) and P2(n) as being statistically
independent distributions. However, they are measured at the
same time and the correlation is based on these simultaneous
measurements. Therefore, the cross-correlation should be rep-
resented as a combined operator that is traced with the state to
determine the cross-correlated distribution. Based on Eq. (7),
a generating function for such operators is of the form

R̂(K ) =
∞∑

n=0

∞∑
p=0

K p−nP̂(1)
n P̂(2)

p = P̂1(K )P̂2(K−1), (9)

where P̂(1)
n and P̂(2)

n are the n-photon projection operators
associated with the respective detectors and P̂1(K ) and P̂2(K )
are their respective generating functions.

C. Detectors

The derivation of the generating function for the Wigner
functionals of the n-photon projection operators [Eq. (A11)]
is provided in the Appendix. We use two such generating
functions with identical detector kernels D (they need to be
identical for successful homodyning) to represent the two
photon-number resolving detectors in the homodyning sys-
tem. These generating functions are combined as in Eq. (9).
The Wigner functional of the resulting combined generating
function is

WR̂ = MK exp [−2JK (α∗ � D � α − β∗ � D � β )], (10)

where α(k) and β(k) are the field variables associated with
the respective detectors, and

MK = (4K )tr{D}

(1 + K )2tr{D} , JK = 1 − K

1 + K
, (11)

for K being the generating parameter.
Here, we use W to represent Wigner functionals and W to

represent generating functions of Wigner functionals. Gener-
ating functions for other quantities or functions that are not
Wigner functionals are represented by other letters such as P
or R.

D. Beam splitter

The cross-correlation operator in Eq. (9) is traced with the
state that is obtained after the beam splitter. The measure-
ments can therefore be represented by

〈R̂〉 = tr{ÛBS(ρ̂in ⊗ ρ̂lo)Û †
BSR̂}, (12)

where ρ̂in and ρ̂lo are the density operators for the input state
and the local oscillator, respectively, and ÛBS is the unitary op-
erator for the beam splitter. Combined with the beam splitter’s
unitary operators, the detection operator becomes

R̂′ = Û †
BSR̂ÛBS. (13)

The unitary transformation for a 50 : 50 beam splitter applied
to the Wigner functional of a state is represented by a trans-
formation of the field variables in the argument of the Wigner
functional, given by

α(k) → 1√
2

[α(k) + iβ(k)],

β(k) → 1√
2

[β(k) + iα(k)]. (14)

However, since the unitary operators appear in the opposite
order in Eq. (13), we need to apply the inverse transformations
to the Wigner functional in Eq. (10), and thereby obtain

W ′
R̂ = MK exp [i2JK (β∗ � D � α − α∗ � D � β )]. (15)

E. Local oscillator

The generating function in Eq. (15) is multiplied with the
Wigner functional for the local oscillator before the beam
splitter and traced over the local oscillator’s degrees of free-
dom. The resulting operator is represented as

Ĥ = trlo{ρ̂loÛ
†
BSR̂ÛBS}. (16)

In terms of the Wigner functionals, the trace is performed
by evaluating the functional integration over β, which is the
field variable associated with the local oscillator. The trace
produces the Wigner functional of the operator that is used to
produce the distribution obtained from the homodyne process.
It reads

WĤ [α](K ) =
∫

Wlo[β]W ′
R̂[α, β]D◦[β]

= MK exp
[
i2JK (γ ∗ � D � α − α∗ � D � γ )

+ 2J 2
Kα∗ � D � α

]
, (17)
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where Wlo[β] is the Wigner functional for the coherent state
of the local oscillator, and γ (k) is the angular spectrum of
the parameter function (mode function) that parametrized the
state of the local oscillator.

The exponent in Eq. (17) contains the terms that combine
into the contraction of the local oscillator mode with a real
valued field variable (the quadrature variable) along a direc-
tion determined by the phase of the local oscillator mode.
The exponent also contains a term that is independent of the
local oscillator mode, and which is responsible for some of
the distortions.

III. PROBABILITY DISTRIBUTION

The generating function for the distribution produced
by the homodyning process is obtained by multiplying the
Wigner functional of the state W [α] by Eq. (17) and comput-
ing the trace of the product. The resulting generating function
for the cross-correlation distribution is

R(K ) =
∞∑

m=−∞
KmR(m) =

∫
W [α]WĤ [α](K )D◦[α], (18)

where R(m) is the probability distribution for the cross-
correlation. It is not a functional anymore because all the field
variables have been integrated out.

Following the inverse Radon transform approach [2] to
obtain the observed Wigner function from the homodyning
experimental results, we need to extract the probability distri-
bution. Since the index m also runs over negative integers, we
cannot extract individual terms with the aid of derivatives, as
is often done with generating functions. Instead, the individual
probabilities are extracted with an auxiliary integral for the
Kronecker delta δm,n:

1

2π

∫ π

−π

exp [i(m − n)φ]dφ = δm,n. (19)

It implies that the probability distribution for the cross-
correlation is extracted from its generating function by

R(n) =
∞∑

m=−∞
R(m)

1

2π

∫ π

−π

exp [i(m − n)φ]dφ

= 1

2π

∫ π

−π

exp (−inφ)R(eiφ )dφ. (20)

The expression in Eq. (17) is substitute into Eq. (18), which is
then substituted into Eq. (20). When we replace K = exp(iφ)
in JK and MK , they become

JK → −i tan

(
1

2
φ

)
, MK → 1

cos2tr{D} (
1
2φ

) . (21)

The expression for the distribution thus becomes

R(n) = 1

2π

∫ π

−π

exp (−inφ)

cos2tr{D} (
1
2φ

) ∫
W [α]

× exp

[
2 tan

(
1

2
φ

)
(γ ∗ � D � α − α∗ � D � γ )

− 2 tan2

(
1

2
φ

)
α∗ � D � α

]
D◦[α]dφ. (22)

For convenience, the parameter function of the local oscil-
lator is represented as γ (k) = γ0 exp(iθ )�(k), where

γ0 ≡ ‖γ ‖ = √
γ ∗ � γ , (23)

is the magnitude of the parameter function, �(k) is a normal-
ized spectral function, so that ‖�‖ = 1, and θ is a variable
phase. The distribution is now treated as a function of a con-
tinuous variable x. We define

x = n
x = n

γ0
, (24)

where we use the inverse of the magnitude of the local oscilla-
tor mode function to represent the small increment 
x = γ −1

0 .
The distribution then becomes

R(x, θ ) = 1

2π

∫ π

−π

exp (−ixγ0φ)

cos2tr{D} (
1
2φ

) ∫
W [α]

× exp

[
2 tan

(
1

2
φ

)
(γ ∗ � D � α − α∗ � D � γ )

− 2 tan2

(
1

2
φ

)
α∗ � D � α

]
D◦[α]dφ, (25)

where we show the probability distribution’s dependence on
the phase of the local oscillator θ .

IV. OBSERVED WIGNER FUNCTION

To recover the observed Wigner function from the mea-
sured probability distribution, we perform two steps that
implement the inverse Radon transform. The probability dis-
tribution in terms of x is interpreted as a marginal distribution
obtained from the partial integration of the Wigner functional,
retaining only a one-dimensional variation along a direction
determined by θ and �. The result is a function and not
a functional. In the first step, this marginal distribution is
converted into a corresponding slice of the associated char-
acteristic function χ (r, θ ) via a Fourier transform

χ (r, θ ) =
∫

R(x, θ ) exp (ixr)dx, (26)

where r and θ are treated as cylindrical coordinates, but with
ranges given by −∞ < r < ∞ and 0 � θ � π . When we
substitute Eq. (25) into Eq. (26) and evaluate the integral over
x, it produces a Dirac δ function∫

exp (−ixγ0φ) exp (ixr)dx = 2πδ(γ0φ − r). (27)

The integration over φ therefore replaces

φ → r

γ0
= r
x. (28)

Hence, it imposes a boundary on the characteristic function.
Since −π < φ < π , it follows that −πγ0 < r < πγ0. Pro-
vided that the characteristic function lies within this region,
we can ignore the boundary. Otherwise the characteristic func-
tion would be clipped by the boundary. We assume that γ0

is large enough that the characteristic function is contained
inside this boundary.

In the second step, a symplectic Fourier transform is ap-
plied to the characteristic function to produce the observed
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Wigner function as a function of q and p. It reads

W ′(q, p) = 1

2π

∫
χ (ξ, ζ ) exp (iqξ − ipζ )dζdξ, (29)

where ξ and ζ are Cartesian coordinates, associated with the
cylindrical coordinates r and θ , such that

r2 = 1
2 (ζ 2 + ξ 2). (30)

The integrations over x and φ in Eq. (26) and Eq. (25) then
lead to

W ′(q, p) = N
∫

W [α]

cos2tr{D} (
1
2 r
x

)
× exp

[
− 2 tan2

(
1

2
r
x

)
α∗ � D � α

+ 2 tan

(
1

2
r
x

)
(γ ∗ � D � α − α∗ � D � γ )

+ iqξ − ipζ

]
D◦[α]dζdξ, (31)

where we introduce a normalization constant N . For large
enough γ0 (small enough 
x),

tan
(

1
2 r
x

) = 1
2 r
x + O(r3
x3),

cos
(

1
2 r
x

) = 1 + O(r2
x2). (32)

If the characteristic function has a small enough size com-
pared with the boundary, we can represent the observed
Wigner function as

W ′(q, p) = N
∫

W [α] exp

[
−1

2
r2
x2α∗ � D � α

+ r
x(γ ∗ � D � α − α∗ � D � γ )

+ iqξ − ipζ

]
D◦[α]dζdξ

= N
∫

W [α] exp

[
−1

4
(ζ 2 + ξ 2)
x2α∗ � D � α

+ 1√
2

(ζ − iξ )�∗ � D � α

− 1√
2

(ζ + iξ )α∗ � D � �

+ iqξ − ipζ

]
D◦[α]dζdξ, (33)

where we converted r, together with θ from within γ , into ζ

and ξ in the last expression.
Without the second-order term in the exponent, the inte-

grations over ζ and ξ would produce Dirac δ functions that
would replace the contractions of α with � via D by q and
p. It would represent an ideal homodyning measurement pro-
cess whereby the Wigner functional W [α] is converted to the
observed Wigner function W ′(q, p), in which the functional
integration replaces a two-dimensional subset of the degrees

of freedom inside the Wigner functional by q and p and trace
over all the other degrees of freedom.

The question is how to deal with the functional integration.
For that, we need to consider the effect of the detector kernel
in more detail.

V. DETECTOR KERNEL

In general, the functional integration over α in Eq. (33)
cannot be evaluated, because D is not invertible. It represents
a projection operation that restricts the functional phase space
to those functions that can be detected. Even if we discard
the quadratic term, the remaining part of the argument in the
exponent does not represent the entire functional phase space.
The projection induced by the overlap with � is in general
even more restrictive than the projection associated with D.
To evaluate the functional integration, we need to separate
the integration into the subspaces defined by the projections
imposed by D and �.

Let us denote the total functional phase space by A, the
subspace onto which D projects by M, and the subspace
associated with � by G. To be more precise, we state that,
for α ∈ M, we have α∗ � D � α �= 0, and, for α ∈ G, we have
α∗ � � �= 0. In the latter two cases, there are in general still
parts of α that do not satisfy the requirements.

In the absurd case when G ∩ M = ∅, which implies that
�∗ � D = D � � = 0, (i.e., the detector cannot measure the
mode of the local oscillator), the �-dependent terms in
Eq. (33) are zero, leaving us with

W ′
0 (q, p) = N

∫
W [α] exp

[
− 1

4
(ζ 2 + ξ 2)
x2α∗ � D � α

+ iqξ − ipζ

]
D◦[α]dζdξ . (34)

The result of the functional integration is a rotationally sym-
metric function of r, peaked at the origin—its amplitude at
r = 0 is the trace over the entire Wigner functional of the
state. The Fourier transform of this function is also a rotation-
ally symmetric function peaked at the origin in phase space.
Setting 
x2 = 0, we get

W ′
0 (q, p) = N

∫
W [α] exp (iqξ − ipζ )D◦[α]dζdξ

= 4π2δ(q)δ(p). (35)

For 
x2 �= 0, the result is a narrow function at the origin with
a width given by 
x.

Contrary to the absurd case, we shall assume that

G ⊂ M ⊂ A. (36)

Then we can separate the phase space into three disjoint sets:
G, M0, and A0, where M0 is the part of M that excludes
G and A0 is the part of A excluding M. The functional
integration over A0 gives the part of the state that is not seen
by the detector. We can discard it, with the knowledge that
the process is not trace preserving and the result needs to be
normalized.

The functional integration over M0 produces the same
result as the absurd case: An undesirable artifact centered at
the origin. If the Wigner function of the state W [α] does not
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overlap the origin, we can discard this part. However, many
interesting states have Wigner functions sitting at the origin in
phase space where they would be overlapped by this unwanted
background term. In those cases, careful control of the modes
that are detected can help to remove this unwanted term [4].

For the functional integration over G, the integration is
separated into an integration over the amplitude of � and a
functional integration over a field variable that is orthogonal
to �. This separation is formally introduced with the aid of
an inhomogeneous beam splitter. The transformation imposed
by such an inhomogeneous beam splitter is represented by the

substitutions

α → P � α − iQ � β, β → P � β − iQ � α, (37)

where P(k1, k2) = �(k1)�∗(k2) and Q = 1 − P are projec-
tion kernels. The transformation is performed on the Wigner
functional of the state W [α] multiplied by that of a vacuum
state given by

Wvac[β] = N0 exp(−2‖β‖2). (38)

When we apply Eq. (37) to Eq. (33) after multiplying it by
Eq. (38), we obtain

W ′
G (q, p) = N

∫
W ′[α, β] exp

[
− 1

4
(ζ 2 + ξ 2)
x2α∗ � P � D � P � α − 1

4
(ζ 2 + ξ 2)
x2β∗ � Q � D � Q � β

+ 1√
2

(ζ − iξ )�∗ � D � P � α − 1√
2

(ζ + iξ )α∗ � P � D � � + iqξ − ipζ

]
D◦[α, β]dζdξ, (39)

where

W ′[α, β] = W [P � α − iQ � β]Wvac[P � β − iQ � α], (40)

and we assumed that �∗ � D � Q = Q � D � � = 0.
The functional integral over α only involves a nontrivial

state when the field variable is proportional to �. For the rest
of the space, it is a vacuum state. The nontrivial part represents
an ordinary integral over the complex-valued amplitude of the
field variable that is proportional to �. Hence, P � α(k) →
α0�(k), where α0 is a complex variable (not a field variable).
The remaining part of the functional integration over α(k)

produces a constant that is absorbed into the normalization
constant N .

The functional integral over β can be separated in the
same way. In this case, the state associated with the part of
the field variable that is proportional to � is a vacuum state.
However, in this case, we retain the full space of the func-
tional integral because we need to maintain the invertibility
of kernels that may appear in the Wigner functionals of the
states.

When we apply these considerations, the expression in
Eq. (39) becomes

W ′
G (q, p) = N

∫
W [β](q0, p0) exp

[
− 1

8

x2η

(
ζ 2 + ξ 2

)(
q2

0 + p2
0

) − 1

4

x2(ζ 2 + ξ 2)β∗ � Dqq � β

+ iqξ − ipζ + ip0ζη − iq0ξη

]
D◦[β]dq0d p0dζdξ, (41)

where η = �∗ � D � � is the quantum efficiency of the
detector, Dqq = Q � D � Q, and we replaced the complex in-
tegration variable α0 with

α0 → 1√
2

(q0 + ip0). (42)

The functional integration therefore splits into a reduced func-
tional integration that runs over the subspace M (i.e., those
field variables that can pass through D) and an integration over
the complex plane.

If we discard the 
x2 terms in Eq. (41), we would get

W ′
G (q, p) = N

∫
W [β](q0, p0) exp [i(q − q0η)ξ

−i(p − p0η)ζ ]D◦[β]dq0d p0dζdξ

= N
∫

W [β]

(
q

η
,

p

η

)
D◦[β]. (43)

The final functional integration over β traces out all those
degrees of freedom that are not associated with �. The result

shows the effect of the detection efficiency η. It produces
a scaling of the Wigner functional, which can be removed
through a redefinition of the variables, provided that η is
known.

The separation of the different subspaces is governed by
the nature of the detectors. There are different special cases
that we can consider. Here, we consider the two extreme cases
mentioned in the Appendix: A bucket detector and a single-
mode detector.

A. Bucket detector

If the detector is a bucket detector, then we can set
D(k1, k2) = η1(k1, k2), where η is the quantum efficiency
of the detector, and 1(k1, k2) is the identity. In terms of the
subspaces, we then have M0

∼= A0, because all the elements
in the functional phase space can be detected by the bucket
detector. As a result, there are only two subspaces: G and
M0

∼= A0.
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The effect on the expressions in Eq. (34) and Eq. (41) is
that α∗ � D � α → η‖α‖2 and Dqq → ηQ, respectively. For
further simplifications, we need to specify the initial Wigner
functional. The coherent state is considered below as an ex-
ample for this case.

B. Single-mode detector

Alternatively, we consider D as a single-mode detector
kernel D(k1, k2) = ηM(k1)M∗(k2), where M(k) is the nor-
malized angular spectrum of the detector’s mode and η is
again the quantum efficiency of the detector. In this case,
we assume that M(k) = �(k). There are again only two sub-
spaces: A0 and G ∼= M. In this case, there is no equivalent
for the absurd case in Eq. (34). The single-mode detector is
preferred when the Wigner functional of the state overlaps the
origin in phase space.

Since β∗ � Dqq � β = β∗ � Q � ��∗ � Q � β = 0, the inte-
gration over the subspace G, with a subsequent normalization,
produces

W ′
G (q, p) = 1

(2π )2

∫
W0(q0, p0) exp

[
iqξ − ipζ

− 1

8

x2η(ζ 2 + ξ 2)

(
q2

0 + p2
0

)
+ ip0ζη − iq0ξη

]
dq0d p0dζdξ, (44)

where we traced over β and defined∫
W [β](q0, p0)D◦[β] = W0(q0, p0). (45)

The integrations over ζ and ξ evaluate to

W ′
G (q, p) =

∫
exp

[
−2

(q0η − q)2 + (p0η − p)2(
q2

0 + p2
0

)

x2η

]

× 2W0(q0, p0)(
q2

0 + p2
0

)
π
x2η

dq0d p0. (46)

The observed Wigner function is thus obtained from the traced
Wigner functional through a linear integral operation (super-
position integral) with a kernel given by

κ (q0, p0, q, p) = exp

[
−2

(q0η − q)2 + (p0η − p)2(
q2

0 + p2
0

)

x2η

]

× 2(
q2

0 + p2
0

)
π
x2η

. (47)

There is also a scaling introduced by the quantum effi-
ciency η, as in Eq. (43). This scaling can be removed from
Eq. (46) through the redefinitions {q, p} → {q′η, p′η}, and a
renormalization, leading to

W ′
G (q′, p′) =

∫
exp

[
−2η

(q0 − q′)2 + (p0 − p′)2(
q2

0 + p2
0

)

x2

]

× 2ηW0(q0, p0)(
q2

0 + p2
0

)
π
x2

dq0d p0. (48)

The quantum efficiency is now associated with 
x and repre-
sents a slight reduction in the effective number of photons in
the local oscillator.

Without the factors of q2
0 + p2

0 in the denominators,
Eq. (47) would represent a Dirac δ function in the limit

x → 0. However, the factors of q2

0 + p2
0 in the denominators

make the kernel dependent on the distance from the origin.
When {q, p} = 0, the kernel is singular at the origin as a
function of {q0, p0}. For fixed values of {q, p} �= 0, and a
small value for 
x, the kernel gives a narrow Gaussian peak
located at {q0, p0} = {qη−1, pη−1}. It becomes broader as the
point {q, p} moves further away from the origin. In fact, the
kernel has a scale invariance: we can multiply all the variables
by the same factor and it will cancel apart from an overall
change in the amplitude of the kernel. It implies that the
width of the peak scales linearly with the distance of the peak
from the origin. The peak would thus become comparable
to the minimum uncertainty area when q2

0 + p2
0 ∼ ζ 2

0 —i.e.,
when the average number of photons in the state becomes
comparable to the average number of photons in the local
oscillator.

Due to the factor of q2
0 + p2

0 in the denominators, the
integrals in Eq. (46) tend to be intractable. If 
x is small
enough, we can argue that for {q, p} > 0, the kernel becomes
zero whenever {q0, p0} differs by more than 
x from the
location of its peak. Therefore, we can substitute q2

0 + p2
0 →

(q2 + p2)η−2, which makes the integration over {q0, p0} more
tractable. The expression in Eq. (46) then becomes

W ′
G (q, p) ≈

∫
exp

[
−2η

(q0η − q)2 + (p0η − p)2

(q2 + p2)
x2

]

× 2ηW0(q0, p0)

(q2 + p2)π
x2
dq0d p0, (49)

which is now similar to a convolution, where the resolution of
the observed Wigner function is determined by the ratio of the
average number of photons in the state to the average number
of photons in the local oscillator after the reduction imposed
by the detection efficiency.

VI. EXAMPLE: COHERENT STATE

As a first example, we consider the homodyne tomogra-
phy of an arbitrary coherent state. The transformation of the
inhomogeneous beam splitter is performed on the Wigner
functional of the coherent state (1) times that of a vacuum
state (38) by substituting Eq. (37) into the combined Wigner
functional of the state and the vacuum. The effect is

N 2
0 exp(−2‖α − ϕ‖2 − 2‖β‖2)

→ N0 exp(−2‖α − P � ϕ‖2) (50)

× N0 exp(−2‖β − Q � ϕ‖2),

where ϕ(k) is the spectral parameter function of the coherent
state. After we trace out the degrees of freedom of α that are
orthogonal to �, the result reads

Wc[β](α0) = 2 exp(−2|α0 − α1|2)

× N0 exp(−2‖β − β1‖2), (51)

023713-7



FILIPPUS S. ROUX PHYSICAL REVIEW A 106, 023713 (2022)

where α1 = �∗ � ϕ is the complex coefficient for the part of
ϕ proportional to �, and β1 = Q � ϕ is a complex function
representing the part of ϕ that is orthogonal to �. After sub-
stituting Eq. (51) into Eq. (41), we obtain

Wc(q, p) = N0

2π2

∫
exp

[
−(q0 − q1)2 − (p0 − p1)2

− 1

8

x2η(ζ 2 + ξ 2)

(
q2

0 + p2
0

) + ip0ζη − iq0ξη

+ iqξ − ipζ − 1

4

x2(ζ 2 + ξ 2)β∗ � Dqq � β

− 2‖β − β1‖2

]
D◦[β]dq0d p0dζdξ, (52)

where we expressed α0 in terms of q0 and p0, and replaced
α1 → 1√

2
(q1 + ip1). The integrations over q0 and p0 are sep-

arated from the functional integration over β.

A. Bucket detector

For the bucket detector, we replace Dqq → ηQ in Eq. (52)
and evaluate the functional integration over β and the integra-
tions over q0 and p0. The result is

W ′
G (q, p) =

∫
exp

[
−1

4

(ξη + i2q1)2 + (ζη − i2p1)2

1 + τ

− q2
1 − p2

1 + iqξ − ipζ − 2
τ

1 + τ
‖β1‖2

]

× 1

2π (1 + τ )�
dζdξ, (53)

where � = tr{Q} + 1, and

τ = 1
8 (ζ 2 + ξ 2)η
x2. (54)

Since τ contains the radial dependence of the remaining
integration variables, the factor of 1/(1 + τ )� restricts the
integration domain that would contribute to a region close to
the origin. Therefore, we can set 1 + τ → 1 and evaluate the
remaining integration. Hence,

W ′
G (q, p) ≈ 1

2π

∫
exp

[
−1

4
(ξη + i2q1)2 − 1

4
(ζη − i2p1)2

− q2
1 − p2

1 + iqξ − ipζ

−1

4
(ζ 2 + ξ 2)η
x2‖β1‖2

]
dζdξ

= 2

η2 + η
x2‖β1‖2

× exp

(
−2

|α − ηα1|2
η2 + η
x2‖β1‖2

)
, (55)

where we expressed the result in terms of αs at the end. If
we set 
x = 0, the result is a scaled version of the original
coherent state. As before, we compensate for the scaling by
redefining the variable α → α′η and renormalizing the func-
tion. The result becomes

W ′
G (α′) = 2

1 + 
w
exp

(−2|α′ − α1|2
1 + 
w

)
, (56)

where


w = 
x2‖β1‖2

η
= ‖Q � ϕ‖2

ηζ 2
0

. (57)

We see that the width of the rescaled state is increased by the
ratio of the number of photons that can pass through Q over
the number of photons in the local oscillator, reduced by the
quantum efficiency.

B. Single-mode detector

For a single-mode detector with M(k) = �(k), we get
β∗ � Dqq � β = |�∗ � Q � β|2 = 0. The functional integration
over β can be evaluated without complications. So, Eq. (52)
becomes

Wcoh(q, p) = 1

2π2

∫
exp

[
−(q0 − q1)2 − (p0 − p1)2

− 1

8

x2η(ζ 2 + ξ 2)

(
q2

0 + p2
0

) + iqξ − ipζ

+ ip0ζη − iq0ξη

]
dq0d p0dζdξ . (58)

If we first evaluate the integration over q0 and p0, as in the
bucket detector case, we again get factors of 1 + τ in the
denominator but this time the dependence is not as severely
suppressed, which implies that the approximation 1 + τ ≈ 1
is not as valid. Therefore, we first integrate over ζ and ξ to
obtain

W ′
G (q, p) =

∫
4 exp

[−(q0 − q1)2 − (p0 − p1)2
]

× exp

[
−2

(q0η − q)2 + (p0η − p)2(
q2

0 + p2
0

)
η
x2

]

× 1(
q2

0 + p2
0

)
πη
x2

dq0d p0, (59)

which corresponds to Eq. (46). It can be assumed that the
kernel peak is narrow enough for small 
x so that we can
substitute q2

0 + p2
0 → (q2 + p2)η−2, as before. The integrals

over q0 and p0 can then be evaluated to give

W ′
G (q, p) = 2η

η3 + |α|2
x2
exp

(
−2

η|α − ηα1|2
η3 + |α|2
x2

)
, (60)

where we converted the expression back to complex-valued
variables. We recover a scaled version of the Wigner function
for the coherent states, but with a different width. If we set

x = 0, the result is a scaled version of the original coherent
state due to the reduced efficiency represented by η. Com-
pensating for the scaling by redefining the complex variable
α → α′η, we obtain

W ′
G (α′) = 2

1 + 1
η
|α′|2
x2

exp

(
−2

|α′ − α1|2
1 + 1

η
|α′|2
x2

)
. (61)

For large enough |α1|, we can replace |α′|2 → |α1|2 in the de-
nominators. The result then has the same form as in Eq. (56),
but this time the increase in width is given by the ratio of the
average number of photons in the state that can be observed
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by the detector to the reduced average number of photons in
the local oscillator:


w = 
x2|α1|2
η

= |�∗ � ϕ|2
ηζ 2

0

. (62)

VII. EXAMPLE: FOCK STATES

Since the Wigner functionals of Fock states are centered at
the origin of phase space, we only consider the single-mode
detector. The generating function for the Wigner functionals
of the single-mode Fock states is derived in the Appendix and
given in Eq. (A8). After combining it with the Wigner func-
tional for the vacuum state in Eq. (38), and applying Eq. (37)
to separate the integration domains, we obtain

W[α, β](J ) = N 2
0

1 + J
exp [i2Hβ∗ � Q � FF ∗ � P � α

− i2Hα∗ � P � FF ∗ � Q � β

− 2α∗ � (1 − HP � FF ∗ � P) � α

− 2β∗ � (1 − HQ � FF ∗ � Q) � β], (63)

where

H = 2J

1 + J
. (64)

Here, we are interested in the case when the parameter
function of the Fock states does not exactly match the mode
of the local oscillator. Therefore, we assume that F (k) =
μ�(k) + ν�(k), where |μ|2 + |ν|2 = 1, �∗ � � = P � � =
0, and Q � � = �. As a result, |μ|2 is the overlap efficiency.
After integrating out the part of the α-dependent functional
orthogonal to �, we obtain

W[β](α0, J ) = 2N0

1 + J
exp[−2(1 − H|μ|2)|α0|2

+ i2Hμ∗να0β
∗ � � − i2Hμν∗α∗

0�
∗ � β

− 2β∗ � K � β]. (65)

where

K = 1 − H|ν|2��∗. (66)

The functional integration over β implies tracing the state
over β, which produces

W (α0, J ) = 2

(1 + J ) det {K} exp[−2(1 − H|μ|2)|α0|2

+ 2H2|μ|2|ν|2|α0|2�∗ � K−1 � �]. (67)

The determinant and inverse can be simplified as

det {K} = det{1 − H|ν|2��∗} = 1 − H|ν|2,

K−1 = (1 − H|ν|2��∗)−1 = 1 + H|ν|2��∗

1 − H|ν|2 . (68)

Therefore, the expression becomes

W (α0, J ) = 2 exp (−2|α0|2)

1 + Jω
exp

(
4J|μ|2|α0|2

1 + Jω

)
, (69)

where we used |ν|2 = 1 − |μ|2 to define

ω = 1 − 2|ν|2 = 2|μ|2 − 1 = |μ|2 − |ν|2. (70)

FIG. 2. Observed Wigner function of a single-photon Fock state
as a function q with p = 0 for different values of |μ|.

We replace W0(q0, p0) in Eq. (49) by the generating func-
tion in Eq. (69) to compute a generating function for the
observed Wigner functions of the Fock states:

WF (α, J ) =
∫

exp

[
−1 + Jω − 2J|μ|2

1 + Jω

(
q2

0 + p2
0

)]

× exp

[
−2η

(q0η − q)2 + (p0η − p)2

(q2 + p2)
x2

]

× 4η

(1 + Jω)(q2 + p2)π
x2
dq0d p0

= exp

[
− 2(1 − J )|α|2η

(1 − J )|α|2
x2 + (1 + Jω)η3

]

× 2η

(1 − J )|α|2
x2 + (1 + Jω)η3
. (71)

The expression already incorporates the approximation where
we set q2

0 + p2
0 → (q2 + p2)η−2 in the denominator.

Since the Wigner functions of the Fock states are located
at the origin, we can assume that |α|2
x2 � 1. Therefore, we
can set 
x2 = 0. The expression then simplifies to

W (α, J ) = 2

(1 + Jω)η2
exp

[
−2|α|2

η2
+ 4J|μ|2|α|2

(1 + Jω)η2

]
. (72)

When we redefine α → α′η to remove that scaling caused by
η, we recover Eq. (69). The Wigner functions of the individual
Fock states are then given by

W|n〉〈n|(α′) = (1 − 2|μ|2)n exp(−2|α′|2)Ln

(
4|μ|2|α′|2
2|μ|2 − 1

)
,

(73)

where Ln(·) is the nth order Laguerre polynomial. For |μ| < 1,
it is scaled relative to the Gaussian envelope. In Fig. 2, we
show the observed Wigner function of a single-photon Fock
state for different values of |μ|, ranging from that of the Fock
state (for |μ| = 1) to that of a vacuum state (for |μ| = 0). The
curves in Fig. 2, correspond to those in Fig. 3(b) of Ref. [4],
but with the role of η being replaced by |μ| in our case.
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Marginal distributions

We can use the generating function in Eq. (69) to inves-
tigate the marginal distributions of the Wigner function that
it produces. The variable α is expressed in terms of q and p,
and the resulting expression is integrated over p to produce a
generating function for the observed marginal distributions as
a function of q. It is given by

W (q, J ) =
∫

W (q, p, J )
d p

2π

= 1√
π (1 − J )(1 + Jω)

exp

(
−q2 + 2J|μ|2q2

1 + Jω

)
.

(74)

The observed marginal distribution for the single-photon Fock
state is

∂JW (q, J )|J=0 = exp (−q2)√
π

(2|μ|2q2 + 1 − |μ|2). (75)

It is a non-negative function for all the allowed values of |μ|
(i.e., 0 � |μ| � 1). For |μ| = 1, the distribution is zero at the
origin, but for smaller values of |μ| it is larger than zero at the
origin.

We can compare this result with what would be obtained
from a naive approach where we simply substitute α(k) →
α�(k) into the generating function for Wigner functionals of
the Fock states (A8) to get

W ′(α, J ) = 2

1 + J
exp

(
−2|α|2 + 4J|μ|2

1 + J
|α|2

)
(76)

instead of Eq. (69). After applying the same integration over
p to produce the generating function for the marginal distribu-
tions, we obtain

W ′(q, J ) = 1√
π (1 + J )(1 − Jω)

exp

(
−q2 + 2J|μ|2q2

1 + J

)
.

(77)

In this case, the marginal distribution for the single-photon
Fock state is

∂JW ′(q, J )|J=0 = exp (−q2)√
π

(2|μ|2q2 − 1 + |μ|2). (78)

At the origin, this function is negative for |μ|2 < 1, which rep-
resents a nonphysical situation. Therefore, the naive approach
does not in general give valid Wigner functions.

VIII. EXAMPLE: SQUEEZED VACUUM STATE

As a final example, we consider the homodyne tomography
process of a squeezed vacuum state, using single-mode detec-
tion. A pure squeezed vacuum state has a Wigner functional
given by

Wsv[α] = N0 exp (−2α∗ � A � α

−α∗ � B � α∗ − α � B∗ � α), (79)

where A and B are kernel functions depending on a squeezing
parameter �.

If we naively express the observed Wigner function as
that which is obtained by subtituting α(k) → α0�(k) into

Eq. (79), it would read

Wnsv(α0) = N exp
(−2|α0|2gA − α∗2

0 gB − α2
0g∗

B

)
, (80)

where N is a normalization constant, and

gA = �∗ � A � �, gB = �∗ � B � �∗, g∗
B = � � B∗ � �.

(81)

However, the trace over β can introduce distortions to this
function, as shown below.

We first perform the separation of the functional phase
space by using the transformation given in Eq. (37). Then,
we integrate out the part of the state that depends on α and is
orthogonal to �. The result is

Wsv[β](α0) = 2 exp
(−2|α0|2gA − α∗2

0 gB − α2
0g∗

B

)
× N0 exp [−2β∗ � Aq � β + β∗ � Bqq � β∗

+ β � B∗
qq � β − i2β∗ � (Uα0 + V α∗

0 )

+ i2(α∗
0U ∗ + α0V

∗) � β], (82)

where

Eqq = Q � E � Q, Bqq = Q � B � Q∗,

B∗
qq = Q∗ � B∗ � Q, Aq = 1 + Eqq, (83)

with E = A − 1, and

U = Q � E � �, V = Q � B � �∗, (84)

are functions orthogonal to �. They are included because �

is generally not an eigenfunction of the kernels. The kernels
transform � as follows:

E � � = P � E � � + Q � E � � = gE� + U,

B � �∗ = P � B � �∗ + Q � B � �∗ = gB� + V, (85)

where gE = �∗ � E � � = gA − 1.
The first line in Eq. (82) contains the result that we obtained

from the naive approach, given in Eq. (80). Hence, we can
represent Eq. (82) as

Wsv[β](α0) = Wnsv(α0)Wβ[β](α0). (86)

Since the β-dependent part also contains α0, the trace over
β generally produces an α0-dependent function that modifies
Wnsv(α0) and thereby distorts it.

The single-mode detector with M(k) = �(k) leads to β∗ �
Dqq � β = 0. Therefore, the functional integral over β implies
the trace of the state over β. Considering only the β-dependent
part of the expression, we obtain

W ′
β (α0) =

∫
Wβ[β](α0)D◦[β]

= (det {Aq} det {K})−1/2 exp
[
ψ∗ � A−1

q � ψ

+ (
ψ − ψ∗ � A−1

q � Bqq
) � K−1

× �(
ψ∗ − B∗

qq � A−1
q � ψ

)]
, (87)

where

ψ = Uα0 + V α∗
0 , K = A∗

q − B∗
qq � A−1

q � Bqq. (88)

The result in Eq. (87) can be represented as

W ′
β (α0) = Nβ exp

(
2|α0|2hA + α∗2

0 hB + α2
0h∗

B

)
, (89)
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where

Nβ = (det {Aq} det {K})−1/2,

hA = U ∗ � A−1
q � U + V ∗ � A−1

q � V

+ �∗
u � K−1 � �u + �∗

v � K−1 � �v,

hB = U ∗ � A−1
q � V + �∗

u � K−1 � �v,

h∗
B = V ∗ � A−1

q � U + �∗
v � K−1 � �u, (90)

with

�u = B∗
qq � A−1

q � U − V ∗, �v = B∗
qq � A−1

q � V − U ∗.
(91)

The combination of Eq. (89) with the β-independent part of
Eq. (82) becomes

W ′
sv(α0) = 2Nβ exp

[−2|α0|2(gA − hA)

−α∗2
0 (gB − hB) − α2

0 (g∗
B − h∗

B)
]
. (92)

The observed Wigner function is determined by substitut-
ing Eq. (92) in the place of W0(q0, p0) in Eq. (49), which
assumes a small 
x2. Here, we set η = 1, because the effect
of η is the same as in the previous cases. After evaluating the
integrals, we obtain

Wosv(α) = 2Nβ√
gD

exp

(
−2|α|2gC − 2|α|2 gA − hA − gC

gD

−α∗2 gB − hB

gD
− α2 g∗

B − h∗
B

gD

)
, (93)

where we discarded the 
x4 terms and defined

gC = (gA − hA)2 − |gB − hB|2
2(gA − hA)

,

gD = 1 + 2|α|2(gA − hA)
x2. (94)

If we set 
x = 0, the expression becomes the same as
in Eq. (92). Therefore, the distortions cannot be removed by
increasing the power in the local oscillator.

A. Weakly squeezed vacuum state

The complexity of the expression in Eq. (92), as repre-
sented by the quantities in Eq. (90), indicates that the observed
Wigner function of a squeezed vacuum state could in general
be severely distorted. However, it may be reasonable to ex-
pect that the distortions would be reduced if the state is only
weakly squeezed. To investigate this possibility, we consider
a squeezing parameter � that is small. Then we can expand
the kernels and keep only terms up to second order in �. As
a result, A ≈ 1 + E2 and A−1 ≈ 1 − E2, where E2 is second
order in �, and B and B∗ are first order in �. We also define
U = gUU0 and V = gV V0, so that

E2 � � = gE� + gUU0, B � �∗ = gB� + gV V0, (95)

where U0 and V0 are normalized functions.

By replacing Q → 1 + ��∗ and using Eqs. (83) and (85),
we have

Aq = 1 + E2 − gE��∗ − gUU0�
∗ − g∗

U �U ∗
0 ,

A−1
q ≈ 1 − E2 + gE��∗ + gUU0�

∗ + g∗
U �U ∗

0 . (96)

The purity of the initial squeezed vacuum states implies that,
to second order in �,

B � B∗ ≈ 2E2. (97)

Therefore, the expressions for K and its inverse become

K ≈ 1 − E2 + gE�∗� + gU �∗U0 + g∗
UU ∗

0 � + |gV |2V ∗
0 V0,

K−1 ≈ 1 + E2 − gE�∗� − gU �∗U0 − g∗
UU ∗

0 � − |gV |2V ∗
0 V0.

(98)

To second order in �, the product of determinants is

det {Aq} det {K} = det {Aq � K}
≈ det{1 + |gV |2V0V

∗
0 }

= 1 + |gV |2. (99)

Here, it is assumed that |gV | < 1, otherwise the expansion
would not be convergent. Although the identity 1 is infinite
dimensional, by itself it just gives 1� = 1. The only part that
deviates from 1 is one dimensional. Therefore, the power
becomes 1.

Since the leading contribution in ψ is first order in �,
the expansion of the exponent in Eq. (87) to second order in
� implies that the inverses become A−1

q → 1 and K−1 → 1.
Moreover, all the terms in Eq. (90) that contain U are dropped
because they are already second order in �.

The first term in the exponent in Eq. (87) becomes

ψ∗ � A−1
q � ψ ≈ ψ∗ � ψ ≈ |α0|2|gV |2, (100)

to second order in �. Since ψ and Bqq are first order in � and
orthogonal to �, it follows that

B∗
qq � A−1

q � ψ ≈ gV B∗ � V0α
∗
0 ,

(101)
ψ∗ � A−1

q � Bqq ≈ g∗
V V ∗

0 � Bα,

which are at least second order in �. Therefore, the second
term in the exponent also becomes

(ψ − ψ∗ � A−1
q � Bqq) � K−1 � (ψ∗ − B∗

qq � A−1
q � ψ )

≈ ψ∗ � ψ ≈ |α0|2|gV |2. (102)

The expression in Eq. (87) thus reads

W ′
β (α0) = exp (2|α0|2|gV |2)

1 + |gV | . (103)

For a quantitative analysis of |gV |, we use previously ob-
tained results [18]. When the mode size of the local oscillator
is much smaller than that of the pump beam, the bandwidth of
the local oscillator is much larger than that of the pump beam,
and thin-crystal conditions apply; the overlaps of the kernels
by the mode of the local oscillator are given by

gA = �∗ � A � � = cosh (�) = 1 + gE ,

gB = �∗ � B � �∗ = sinh (�), (104)
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where we discarded a phase factor associated with B. It then
follows from Eq. (97) that

|gV |2 ≈ 2gE − |gB|2 = −[cosh (�) − 1]2 ≈ O(�4). (105)

As a result, we can set |gV |2 = 0. The observed Wigner
function for a weakly squeezed vacuum state therefore cor-
responds to the naive case give in Eq. (80).

B. Single-mode squeezing

In those cases where highly squeezed states have been pro-
duced, the experimental conditions usually imply that the state
represents a single mode [24]. When the down-conversion
efficiency (squeezing parameter) is increased by strongly fo-
cusing the pump beam into the nonlinear crystal so that
the Rayleigh range of the pump beam becomes compara-
ble to the length of the crystal, the Schmidt number of the
down-converted state becomes close to 1 [25]. Under such
conditions, the kernels of the squeezed state can be repre-
sented by

A(k1, k2) = 1(k1, k2) + 2 sinh2

(
1

2
�

)
�(k1)�∗(k2),

B(k1, k2) = sinh (�)�(k1)�(k2), (106)

where � is the mode of the state.
If we assume that the mode of the state is the same as that of

the local oscillator �(k) = �(k), then U = V = Eqq = Bqq =
0, and the expression for the separated state in Eq. (82) would
become

Wsv[β](α0) = 2 exp
(−2|α0|2gA − α∗2

0 gB − α2
0g∗

B

)
× N0 exp (−2β∗ � β ). (107)

As a result, the β-dependent part is just a vacuum state, so that
after tracing over β, we would recover the same expression as
for the naive case given by Eq. (80).

On the other hand, if �(k) = μ�(k) + ν�(k), where
|μ|2 + |ν|2 = 1, �∗ � � = P � � = 0 and Q � � = �, then
the coefficients in Eq. (81) and the kernels in Eq. (83) would
become

gE = 2 sinh2

(
1

2
�

)
|μ|2, gB = sinh (�)μ2,

Eqq = 2 sinh2

(
1

2
�

)
|ν|2��∗, Bqq = sinh (�)ν2��.

(108)

Moreover,

E � � = 2 sinh2

(
1

2
�

)(|μ|2� + μ∗ν�
)
,

B � �∗ = sinh (�)(μ2� + νμ�). (109)

Hence,

U = 2 sinh2

(
1

2
�

)
νμ∗�, V = sinh (�)νμ�,

ψ =
[

2 sinh2

(
1

2
�

)
μ∗α0 + sinh (�)μα∗

0

]
ν�. (110)
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FIG. 3. Purity of the observed single-mode squeezed vacuum
state as a function of the squeezing parameter for |μ| = 1

2 .

With the aid of these quantities and the expressions in
Eqs. (90) and (92), we can determine the expression for the
observed Wigner function. It reads

Wsv(α) = 2√
1 + 4|μ|2|ν|2 sinh2

(
1
2�

)
× exp

[
−2|α|2 + 4|α|2|μ|2 sinh2

(
1
2�

)
1 + 4|μ|2|ν|2 sinh2

(
1
2�

)
− α∗2μ2 sinh (�) + α2μ∗2 sinh (�)

1 + 4|μ|2|ν|2 sinh2
(

1
2�

) ]
. (111)

For μ = 1, the expression becomes equivalent to Eq. (80), and
for μ = 0, it becomes that of a vacuum state.

In general Eq. (111) represents a mixed state, with

purity = [1 + 4|μ|2|ν|2 sinh2
(

1
2�

)
]−1/2. (112)

The largest amount of mixing is obtained for |μ|2 = 1
2 . The

purity for this case is plotted in Fig. 3 as a function of the
squeezing parameter.

The amount of squeezing is also diminished by μ. Along
the squeezed direction, the standard deviation is

σmin = 1√
2

[1 − |μ|2 + |μ|2 exp (−�)]1/2. (113)

FIG. 4. Minimum standard deviation of the observed single-
mode squeezed vacuum state as a function of the squeezing
parameter for different values of |μ|.
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We plot the standard deviation along the squeezed direction in
Fig. 4 as a function of the squeezing parameter for different
values of |μ|.

IX. CONCLUSIONS

Several observations follow from the analyses provided
above. The homodyne tomography process produce some
effects that are independent of the states and others that
are state-dependent. The state-independent effects include
scaling, a finite resolution, and undesirable artifacts. The
state-dependent effects are related to the spatiotemporal prop-
erties of the state. In general, we see that, unless the input
state is parametrized by a single parameter function and both
the modes of the local oscillator and the detection system
match this parameter function exactly, which assumes a priori
knowledge of the state’s parameter function, the homodyne
tomography process produces observed Wigner functions that
are distorted.

The main experimental conditions that influence the dis-
tortions are those associated with the local oscillator and the
detection process. The local oscillator is usually parametrized
by a single mode, which determines the spatiotemporal prop-
erties of the observed Wigner function. The rest of the
spatiotemporal degrees of freedom of the input state are traced
out and this trace process can affect the observed Wigner
function. The optical power of the local oscillator plays an
important role in the process. It sets a boundary for the charac-
teristic function of the state outside of which the characteristic
function is set equal to zero. Unless the characteristic function
lies inside the boundary, it would be distorted due to clip-
ping. On the phase space, the power (or average number of
photons) of the local oscillator determines the resolution of
the observed Wigner function. More powerful local oscillators
produce better resolution. If the average number of photons
in the local oscillator is comparable to those of the state
being measured, the resolution would be on the order of the
minimum uncertainty area. The effect of the finite resolution is
a broadening of the observed Wigner function, which implies
that it is rendered as a mixed state.

Provided that the efficiency of the detection process is
the same for all photons, regardless of their spatiotemporal
degrees of freedom, it only causes a global scaling of the
observed Wigner function. Since the homodyne tomography
process does not measure the state directly, but instead mea-
sures a cross-correlation distribution from which the observed
Wigner function is computed, the efficiency does not appear as
a probability in the mixture. Instead, our analysis shows that it
produces a scaling of the coordinates. This scaling effect can
be readily removed by rescaling the phase-space coordinates,
provided that the efficiency is known. In those cases where the
detection efficiency depends on the spatiotemporal degrees of
freedom of the photons, such as would be determined by the
overlap with the mode of a single-mode detector, it contributes
to the distortion of the observed Wigner function. If the detec-
tor can observe photons that are not related to the mode of
the local oscillator, it will produce an artifact at the origin of
phase space, which would overlap with the Wigner function
of a state located at the origin. To avoid such a situation,

a single-mode detection system needs to be used where the
detector mode is the same as that of the local oscillator.

Some distortions are associated with the loss of purity in
the observed Wigner function, even if the state that is being
measured is pure and does not suffer a loss of photons. There
are different mechanisms responsible for this effect. For a
displaced state, such as a coherent state, the observed Wigner
function after scaling corrections generally has an increased
width, representing a loss of purity. This increase in width is
caused by the finite resolution of the intrinsic kernel function
of the homodyning process and is not due to a loss of photons.
It is proportional to the average number of photons in the state
and inversely proportional to the average number of photons
in the local oscillator. Even if η = 0, i.e., without losses in
the process, the observed Wigner function is still rendered
as a mixed state. Therefore, a local oscillator with a larger
optical power will produce an observed Wigner function with
a better purity. When the state is located at the origin and
is not displaced, the contribution to the loss of purity due
to the intrinsic kernel function of the homodyning process
is negligible for a suitably large average number of photons
in the local oscillator, with the possible exception of severely
squeezed states.

However, there are other ways in which states that are
located at the origin can lose purity. These cases are related
to the properties of the states themselves and result from the
trace that removes the degrees of freedom not related to those
of the local oscillator and the detection system. If the state
is not parametrized by a single parameter function, such as
squeezed states, or if its parameter function does not match
the mode function of the local oscillator and the detection
system, then the trace causes contributions to the observed
Wigner function that distort it and contribute to a loss of purity
due to the implied loss of photons. The reason can be found
in the fact that the spatiotemporal degrees of freedom that
are associated with the mode of the local oscillator and the
detection system could be entangled with those that are traced
out. As a result, the observed Wigner function becomes that
of a mixed state. The distortions can also take on other forms.
For instance, in the case of a squeezed state, it can reduce to
amount of squeezing in the state.

The analysis of the homodyne tomography process with
the Wigner functional approach reveals an important aspect of
quantum optical states. The marginal distributions that are ob-
tained by integrating the observed Wigner function along one
direction are always non-negative. It indicates that the homo-
dyning process always produces observed Wigner functions
with valid marginal distributions. However, the input state is
represented by a Wigner functional on an infinite-dimensional
functional phase space. As a result, the observed Wigner func-
tion requires that all the unobserved spatiotemporal degrees
of freedom are traced out. This process plays an important
role in those cases where the Wigner functional is negative
in some regions, such as Fock states and photon-subtracted
or photon-added states [26,27]. In a practical scenario, the
parameter function that parametrizes a state would not be
known before hand, and it would therefore not be possible
to match it to the mode of the local oscillator and the de-
tection system. Without the contribution of the trace over the
unobserved spatiotemporal degrees of freedom, these negative
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regions would not be filled up when the marginal distributions
are computed from the observed Wigner function. Therefore,
in such practical cases, the trace process may affect those parts
of the Wigner functional that become part of the observed
Wigner function—those degrees of freedom that are traced
out may contribute to the observed Wigner function and are
not simply discarded.
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APPENDIX: DERIVATIONS
OF GENERATING FUNCTIONS

Using the coherent-state-assisted approach (see Ap-
pendix B of Ref. [19]), we derive a generating function for the
Wigner functionals of single-mode Fock states. The coherent-
state-assisted approach produces the Wigner functional of an
operator Â with the aid of

WÂ[α] = N0

∫
exp

(
− 2α∗ � α + 2α∗ � α1 + 2α∗

2 � α

−1

2
α∗

1 � α1 − 1

2
α∗

2 � α2 − α∗
2 � α1

)

× 〈α1|Â|α2〉 D◦[α1, α2]. (A1)

It requires the functional integrations over two field variables
α1 and α2.

The single-mode Fock states are defined as

|nF 〉 = 1√
n!

(
â†

F

)n|vac〉, 〈nF | = 1√
n!

〈vac|(âF )n, (A2)

in terms of single-mode ladder operators, given by

â†
F =

∑
s

∫
â†

s (k)Fs(k)
d3k

(2π )3ω
≡ â† � F,

âF =
∑

s

∫
F ∗

s (k)âs(k)
d3k

(2π )3ω
≡ F ∗ � â. (A3)

Here, Fs(k) is the angular spectrum of the mode that
parametrizes the states.

The density operator of such a Fock state is overlapped on
either side by two different coherent states

〈α1|nF 〉〈nF |α2〉 = exp

(
−1

2
‖α1‖2 − 1

2
‖α2‖2

)

× 1

n!
(α∗

1 � FF ∗ � α2)n
, (A4)

where ‖αn‖2 = α∗
n � αn. It is converted to a generating func-

tion as follows:

K =
∑

n

Jn〈α1|nF 〉〈nF |α2〉

= exp

(
−1

2
‖α1‖2 − 1

2
‖α2‖2 + Jα∗

1 � FF ∗ � α2

)
, (A5)

where J is the generating parameter. The overlap is recovered
by evaluating

〈α1|nF 〉〈nF |α2〉 = 1

n!
∂n

J K
∣∣∣∣
J=0

. (A6)

Substituting 〈α1|Â|α2〉 → K into (A1), we obtain a gener-
ating function for the Wigner functionals of the single-mode
Fock states. After performing the functional integrations over
α1 and α2, we obtain an expression that contains an inverse
and a determinant. Thanks to the single-mode property, they
can be simplified as

(1 + JFF ∗)−1 = 1 − J

1 + J
FF ∗,

det {1 + JFF ∗} = 1 + J, (A7)

leading to an expression of the generating function for
the Wigner functionals of the single-mode Fock states that
reads

WF = N0

1 + J
exp

(
−2‖α‖2 + 4Jα∗ � FF ∗ � α

1 + J

)
. (A8)

The density operator for an n-photon Fock state repre-
sents a projection operator for n photons. In the case of
a single-mode Fock state, the projection operator also im-
poses a modal restriction. To generalize the spatiotemporal
degrees of freedom in such projection operators, we replace
the mode product F (k1)F ∗(k2) in the expression of the gener-
ating function by a general kernel P(k1, k2). In this case, the
determinant becomes

det {1 + JP} = (1 + J )tr{P}. (A9)

The trace over the kernel tr{P} counts the number of degrees
of freedom that can pass through the kernel. For example,
if the kernel can be diagonalized in terms of N orthogonal
functions:

P(k1, k2) =
N∑

n=1

Fn(k1)F ∗
n (k2), (A10)

then tr{P} = N . For P = 1, the summation over the number
of modes needs to be extended to infinity to include all the
elements of a complete basis. As a result, the trace over P
produces the number of degrees of freedom of the entire phase
space, which we represent by �.

However, an n-photon state may contain photons with dif-
ferent spatiotemporal degrees of freedom. Hence, we need to
trace out those photons that do not have the correct spatiotem-
poral degrees of freedom to be allowed through by P. It can
be done by considering another generating function with a
kernel Q = 1 − P and with a different generating parameter.
Then the combined generating function for both these kernels
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is used to evaluate the trace over the other photons. It is easily
done by setting the other generating parameter equal to 1. The
resulting generating function for the projection operators is
then given by

WP =
(

2

1 + J

)tr{P}
exp

(
−2

1 − J

1 + J
α∗ � P � α

)
. (A11)

This generating function can be used to model a photon-
number resolving detector where the physical properties of
the detector is modeled by the kernel function P = D. For
D = FF ∗, the detector kernel represents a single-mode de-
tector and tr{D} = F ∗ � F = 1. For a bucket detector on the
other hand, the detector kernel is proportional to the identify.
Then tr{D} = �.
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