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Advancing table-top attosecond sources in brightness and pulse duration is of immense interest and importance
for an expanding sphere of applications. Recent theoretical studies [New J. Phys. 22, 093030 (2020)] found
that high-order frequency mixing (HFM) in a two-color laser field can be much more efficient than high-order
harmonic generation (HHG). Here we study the attosecond properties of the coherent extreme ultraviolet (XUV)
generated via HFM analytically and numerically, focusing on the practically important case when one of the
fields has much lower frequency and much lower intensity than the other one. We derive simple analytical
equations describing intensities and phase locking of the HFM spectral components. We show that the duration
of attosecond pulses generated via HFM, while being very similar to that obtained via HHG in the plateau,
is shortened for the cutoff region. Moreover, our study demonstrates that the carrier-envelope phase of the
attopulses produced via HFM, in contrast to HHG, can be easily controlled by the phases of the generating

fields.
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I. INTRODUCTION

The introduction of laser technologies ignited an explosion
in the study of light and its interaction with matter. One
of the areas from this realm is attosecond physics [1-4]. In
turn, the rapid expansion of attophysics and the conquest
of progressively ultrafast processes has created a hunger for
attosecond sources and their active development, resulting in
steady progress [5—8]. However, there is still a high demand
for further efforts dictated by the needs of a growing sphere of
applications.

Currently available table-top attosecond sources are based
on the generation of high-order harmonics of intense laser
pulses during their interaction with a gaseous medium. A
process similar to high-order harmonic generation (HHG)
occurs when two fields (at least one of which is intense and
therefore causes photoionization of the gas) generate high-
order mixed-frequency components. This process is called
high-order frequency mixing (HFM) [9-19].

The efficiency of the macroscopic HHG response is sub-
stantially limited by the phase matching of the process.
Namely, the process is indissolubly connected to the photoion-
ization of the medium, and the change in the refractive index
due to the ionization leads to weaker phase matching [20].
This limitation can be significantly softened for the HFM
process under a proper choice of frequencies of the generating
fields [21-25], resulting in much longer propagation distances
of the phase-matched generation (including the case when
the second field has much weaker intensity and much lower
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frequency than the fundamental) and thus to higher efficiency
of the HFM [26,27]. This advantage defines the perspective of
using the HFM process to design highly effective attosecond
pulse sources. The scope of the current paper is the theoretical
investigation of these perspectives.

In this paper we study theoretically the microscopic as-
pects of attosecond pulse generation via the HFM process.
Our analytical approach is based on the strong-field approx-
imation (SFA) [28] extended to include the second weak
field perturbatively [29]. Assuming that this field can be
considered as a quasistatic one, we derive simple analyti-
cal equations for the amplitudes and phases of the HFM
components. The analytical SFA results are compared with
ones of the numerically integrated SFA and also with results
obtained via numerical simulation of the three-dimensional
time-dependent Schrédinger equation (3D TDSE).

An intrinsic feature of the HHG atomic response is its
frequency modulation, or the “attochirp” [30-33]. It defines
the lower limit for the duration of the attosecond pulse in
the plateau region [34]. Here we study the attochirp of the
pulses obtained via HFM both for the plateau and the cutoff
regions.

The phase of the carrier with respect to the pulse enve-
lope, or the carrier-envelope phase (CEP), is a key feature
of the few-cycle pulses. The ability to stabilize it via f-2f
interferometry [35] and to control it leads to numerous new
perspectives in studies of the interaction of intense femtosec-
ond pulses with matter. However, the CEP of the attosecond
pulses obtained via HHG cannot be controlled easily. In this
paper we show that HFM allows a straightforward way to
control the CEP of the attosecond pulse via tuning the phases
of the generating fields.

©2022 American Physical Society
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II. ANALYTICAL THEORY

In this section we study analytically the microscopic re-
sponse of a model atom to a two-color linearly polarized field
in the framework of the strong-field approximation [28]. The
two-color field consists of an intense laser field and a weaker
low-frequency field which we assume for the moment to be
static, so the total field is written as

E(t) = & cos(wot) + &1, (D

where the amplitudes of the strong field & and of the weak
field &; satisfy the condition

& < &. )

We write the time-dependent dipole moment derived as the
integral (13) in Ref. [28] in the form

x(t) = /OO dtf(t, t)exp[—iSy(t, T)] + c.c., 3)
0

where S (f, T) is the quasiclassical action and f(¢, t) denotes
the remaining part of the integrand excluding the exponent
exp(—iSy).

The quasiclassical action is given as

1 ! 1 1
S0 = 5 / dt"[py — AG"YP. 4
1—T
where
& .
A(t) = —— sin (wpt) — &t (@)
wo

is the vector potential of the field (1) and py is the stationary
value of the momentum, which allows the electron trajectory
starting near the origin at the time instant # — 7 to return to the
same position at the time instant ¢. This stationary value of the
momentum in the field (1) is written as

ps =P+ (/2 - 10)&, (6)

where pg?) is the stationary value of the momentum in the
absence of the second field,'given by Eq. (14) in Ref. [28],
which we rewrite in atomic units?as
&
g» = ——[cos (wpt) — cos (wot — woT)]. @)
wyT

Substituting Eq. (6) in Eq. (4), we derive the action as

51 2U, 52‘53
Sq =8V - = Zp, L 8
t st 50 wo ( T) + 2% ( )
where
SO —y,r — ﬂ[1 — cos (wp1)]
st p 60(2)1'
U, 4sin® 2
— 2L cos [wo(2t — T)] [sin (wt) — M}
wo woT
)

'Here and below we use the upper index  to denote values in the
absence of the second field.

2Here we use standard atomic units in contrast to Ref. [28], where,
in addition to the use of atomic units, all energies are expressed in
terms of the laser photon energy.

is the action found in [28] for a single-color field,
D(t, t) = 2{sin[wy(t — T)] — sin(wot )}
+ wot{cos(wp[t — T)] + cos(wopt)} (10)

and U, = Eg /4a)(2) is the ponderomotive energy in the strong
field &. Expression (8) presents the action in the field (1) with
vector potential (5) as a quadratic polynomial in &;.
After expanding the exponent exp(—iSy) up to the term
proportional to 512 within the new action (8), we obtain
& 20,

exp(—iSy) = exp ( — iSS(?)) |:1 +i——ED(, 1)
& wo

2
_ (ézﬂ) D, ,)}, (1

& wo

where we neglect one of the two quadratic terms, i51213 /24
since it is dominated by the other one under the condition
U,/wy > 1.

In the limit where the ionization potential of the generating
system is much smaller than the ponderomotive energy of the
freed electron I, < U, the integral (3) can be taken within the
stationary point method as in Ref. [28]. The stationary point
T = 14(t) corresponds to the zero value of the initial velocity
of the electron v(t — 1) = py (¢, 7) — A — t) = 0 for the
quasiclassical action written in the form (4). Thus, the electron
motion within this approximation is quasiclassical, and its fea-
tures can be described within the simple-man picture [36,37].
Moreover, even if the condition I, < U, is not valid, the main
contribution to the integral (3) is given by the vicinity of the
point T = 7y, then the slowly varying function D(¢, T) can be
factored out from the integral as D(¢, 7). In this case from
Egs. (3) and (11) we can write the time-dependent dipole
moment in the form

x(t) =x90) + ié %D[I, 1 (DO]x Q@)
5() w(

2
- [é 2 pys, rst(r)]} $O(), (12)
5() wo

The function x¥(¢) changes its sign every half-cycle of
the laser field, and thus its spectrum consists of odd harmon-
ics [28]. From Eq. (10) we can see that function D[t, ty(?)]
also changes its sign every laser half-cycle. Therefore, the
second term in Eq. (12) describes even harmonics and the
third one describes the correction of the odd harmonics due
to the static field.

If now we assume that the field £; is not a static one as in
Eq. (1), but varies slowly with time

E1(t) = & cos (wi1), (13)
then for
w] <K wy (14)

it can be considered as a quasistatic field. If we change
the static field & in Eq. (12) with the quasistatic one (13),
where cos (wt) = [exp(—iw;t) + exp(iw;t)]/2, this leads to
the following alterations of the emitted spectrum. The linear
term o< & causes the splitting of even harmonics into two
satellites, shifted by w,; from the harmonic frequencies. The
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quadratic term o £2, meanwhile, results in the appearance
of two satellites near the odd harmonics, shifted by +2w,;
from the harmonic frequencies, as well as a correction to the
amplitude of the odd harmonics.

These spectral changes can be related to the nonlinear
high-order frequency mixing processes involving g photons
of the strong field & (z) and m = 1, 2 photons of the weak
field & (r) with an odd total number of photons g + m. Using
the notations from Ref. [13], we describe these processes
in terms of the induced susceptibilities «™ defined as the
ratio of the spectral component of the atomic response to the
corresponding power of the weak field

k™ = x(wy = qoo + mwy)/E", (15)

where x(w) is the spectrum of the atomic response x(¢). Under
conditions (2) and (14), «{™ does not depend on either &,
or w; (see Ref. [13] for more details), but it does depend
on & and wy. Thus, single-photon processes in the weak
low-frequency field with the sum and difference frequencies
are designated asm = 1 and m = —1, respectively; m = 2 and
m = —2 similarly denote two-photon processes.
The unperturbed harmonic response is denoted as «.":

©) xO(w, = gay),  forodd g, a16)
k) =
1 (K;O)1 + Kq((i)l) /2, forevenq,

where x@(w) is the spectrum in the absence of the second
field.

Finally, the quadratic correction to the HHG response in the
weak low-frequency field is described with the susceptibility

k"2 = [x(wy = gwo) — x(wy = quo)]/E}.
This susceptibility describes a two-photon process, but with-
out a frequency change.

From Eq. (12) we derive the relative contributions of HFM
processes in the two-color field in relation to the HHG process
in the single-color field as

D :
O = l%l)[tcp T (7)1, 17)
() U )
’Z(O) = _I:gO:)OD[tq’ Tsl(tq)]] s (18)
(0.2) U 5
S = 2 & -Dltg. )] (19)
q

Here 1, is the emission time of gth harmonic within the
simple-man picture, i.e., the return time of the electron which
starts from the origin with zero initial velocity and returns
with kinetic energy corresponding to the emission of XUV
with photon energy close to gwy.

One can see from Eqs. (17) to (19) that contributions to the
XUV spectrum involving one &(¢) field photon are shifted
in phase by /2 with respect to the main contribution «”,
while ones involving two photons are shifted by . The latter
can be understood as follows: The presence of the weak & (¢)
field should not change the total XUV emission efficiency by
much; thus, the appearance of the new spectral components
with some intensities should lead to a decrease of the “main”
spectral component (i.e., the one with m = 0). Note that a
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FIG. 1. The function D(z, ) (10) for the electron quasiclassical
trajectory started from origin with zero initial velocity as a function
of (a) the return time and (b) the returning electron kinetic energy
divided by the ponderomotive energy.

recent study of above-threshold ionization has shown similar
behavior of phase shifts for contributions involving different
number of photons [38].

From Egs. (17) to (19) we also see that the dependence
of the induced susceptibilities on the laser parameters is
given by the factor U,/(Eywo) = Eo/ (4a)(3)), while their de-
pendence on the harmonic order is described by the function
Dlt,, 4 (t,)] calculated for the quasiclassical electron tra-
jectory. Figure 1(a) presents the value of D[z, 74 (2,)] as a
function of the emission time and, in Fig. 1(b), of the har-
monic order. For the long electronic trajectory, the D value is
higher than for the short trajectory. This is natural because, the
longer 7 is, the stronger the influence of the (quasi)static field
on the electronic dynamics becomes.

Below, we consider only the short trajectory contribution
because this is the one usually observed experimentally. For
this contribution the susceptibilities grow with the harmonic
order and this growth is more pronounced in the high-energy
part of the plateau. Note that for the cutoff harmonics the
assumption of a single quasiclassical trajectory is not valid
(see, for instance, Ref. [39] and references therein). So for
the cutoff harmonics the behavior of the susceptibilities could
differ from one shown in Fig. 1.

023514-3



BIRULIA, KHOKHLOVA, AND STRELKOV

PHYSICAL REVIEW A 106, 023514 (2022)

At a certain “threshold” field amplitude &M the contri-
butions of the processes of different orders become equal,
ie., [kEM = |k~ "|. From Egs. (17) to (19) we find this
field as

wo . 4a)(3)
U,Dlty, ta(ty))]  EoDlty, Ta(ty)]’

Eh =& (20)

Thus, if the laser field is intense (high &) and has low-enough
frequency (low wy), the field &, even if very weak, still
provides relatively intense HFM components. We also would
like to stress the strong dependence of £ on the laser field
frequency (x ;).

For typical HHG conditions, namely, for laser-field in-
tensity 2 x 10'* W/cm? and 800 nm wavelength, assuming
D =2, we find the threshold intensity of the weak field as
low as 8 x 10! W/cm?, which is 4 x 1073 of the laser inten-
sity. Note that this level of mid-IR and THz field intensity is
currently rather achievable.

III. HFM IN THE FREQUENCY DOMAIN

In this section we calculate spectral characteristics of the
microscopic HFM response of a model argon atom in a two-
color external field using numerically integrated SFA and
numerical TDSE solution (“SFA” and “TDSE” below, respec-
tively), and compare these results with the analytical theory,
which we call “quasistatic SFA” or “qsSFA,” derived in the
previous section for a quasistatic weak field. As above, here
we consider the two-color field given by Egs. (1) and (13)
satisfying the conditions (2) and (14).

A. Methods

To find the nonlinear atomic response via full SFA, we
calculate the integral (3) numerically using the code available
in Ref. [40]. This approach allows one to separate different
quantum path contributions for the plateau harmonics; here
we study only the short quantum path contribution. Then we
transform the time-dependent response to the spectral domain
and use it to obtain the induced susceptibilities via Eq. (15).
To obtain the nonlinear response from the TDSE, we solve the
3D TDSE via the numerical approach [41] for a single-active
electron (SAE) atomic potential [42], modeling an argon atom
in the two-color field.

In our simulations we use the same parameters of the ex-
ternal fields for SFA and TDSE calculations. The wavelength
of the strong fundamental field is 1200 nm and its intensity is
2.4 x 10" W /cm?. The frequency of the low-frequency field
is w; = wp/5. We would like to note that we checked that the
results are almost not sensitive to w; even at such (relatively
high) values of this frequency. The intensity of the weak field
is 2.4 x 10° W /cm? or 1073 of the strong field intensity. Thus
the weak-field intensity is well below the threshold intensity
in the range 10'°-10'"' W/cm?, given by Eq. (20). The pulse
duration is 105 fs, the pulse consists of 10 cycles sin? on-ramp,
20 cycles flat top, and 10 cycles sin? trailing edge.
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FIG. 2. Relative intensity of susceptibilities «" for HFM (m #
0) and HHG (m = 0) components as functions of the number of
strong-field quanta g for processes involving different numbers of
the weak low-frequency field quanta m calculated within SFA. See
Sec. III A for more details.

B. Intensity of HFM components

We study the behavior of the spectral HFM response
starting from the SFA results shown in Fig. 2 for the
squared absolute values of the susceptibilities as a function of
the number of strong-field photons ¢ for different numbers of
the weak-field photons m.> We can see that the susceptibilities
are comparable for different g lying in the plateau. Moreover,
the susceptibilities for the same order |m| are very close to
each other

(m) ~ ,-(—m)
Ll P

which agrees with our analytical qsSFA results (17) to (19).

Figure 3 describes the ratio of the susceptibilities for
m # 0 and m = 0 obtained from SFA [Fig. 3(a)] and TDSE
[Fig. 3(b)] calculations. For the first-order processes |m| = 1,
we present the intensity ratio, while for the second-order
processes |m| = 2, we present the ratio of the absolute val-
ues; this corresponds to the analytical result for both cases
[see Eqgs. (17) to (19)] being the same* : [%D[tq, o (t)]1%
Figure 3(a) demonstrates a good agreement of this analyt-
ical qsSFA result with the full SFA calculation, except for
the cutoff region. The divergence in this region occurs due
to inapplicability of the single-trajectory approach used for
gsSFA. In turn, in Fig. 3(b) one can see an overall agreement
of the TDSE results for the ratio of the susceptibilities with the
analytical gsSFA result for the plateau harmonics and again a
weaker agreement for the cutoff ones.

In Fig. 4 we present the same ratios but as a function
of the fundamental frequency calculated within SFA. These
results show a reasonable agreement between SFA and qsSFA
approaches for a wide range of frequencies.

*We denote as m = (0, 2) the results related to ..
0.2)

“For m = (0, 2) we present |%|.
Kq
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FIG. 3. Ratios of the susceptibilities for m # 0 and m =0 as
functions of ¢, calculated (a) via SFA and (b) via numerical TDSE
solution. The analytical qsSFA result shown by navy solid line for all
the ratios is {U,/(Egwo)Dlt,. To (1)1}
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FIG. 4. Susceptibility ratio as functions of the fundamental fre-
quency wy in log-log scale. These ratios are calculated via SFA for
certain plateau harmonic (namely g = 31 for 800 nm, g = 85 for
1200 nm, g = 269 for 1800 nm, and ¢ = 461 for 2200 nm) corre-
sponding to D[t,, 74 (t,)] = 2.
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FIG. 5. Arguments of k™ /ic{" as functions of ¢ calculated via
(a) SFA and (b) numerical TDSE solution. The two-color field
parameters are the same as in Fig. 3. Equation (17) predicts the
argument of w/2 for |m| =1 and Eqgs. (18) and (19) predict the
argument of  for |m| = 2.

C. Phase of HFM components

We analyze the behavior of the arguments of the suscep-
tibility ratios as functions of ¢, see Fig. 5, calculated via
SFA [Fig. 5(a)] and numerical TDSE solution [Fig. 5(b)]. One
can see a good agreement between both SFA and TDSE, and
qsSFA results for |m| = 1 as well as between SFA and qsSFA
results for |m| = 2. The numerical TDSE results for |m| = 2
are very noisy; however, the average result is still close to
the analytical qsSFA prediction, except the cutoff region. The
later region performs a deviation discussed above.

IV. HFM IN THE TIME DOMAIN

The difference between the spectral phases of the succes-
sive HHG components defines the emission time 7; = (¢, —
©q4—2)/(2wp) for attosecond pulses obtained using a group of
harmonics close to the gth one [31,32,43,44]. The emission
time for HHG components grows with increasing harmonic
number [45] for plateau harmonics (the so-called harmonic
“attochirp”) and it is approximately constant for the cutoff
ones. It has been also shown that the spectral region of these
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FIG. 6. Emission time (in fundamental cycles) for HHG (m =
0) and HFM (m # 0) components near the cutoff, calculated via
Eq. (21) using the TDSE results.

phase-matched harmonics expands with the fundamental fre-
quency [39].

Assuming that the HFM components with certain m can
be selected experimentally (see Sec. VI), below we consider
attosecond pulses obtained from a group of HFM components
with given m and different g. We generalize the concept of
the emission time to HFM, where we define it through the
phase difference between neighboring HFM components with
the same m:

arg (") — arg (k")

2(1)0

Analytical qsSFA (17) to (19) as well as SFA and TDSE
results in Fig. 5 show that the phase shift between « ™ with
different m does not depend on ¢ in the plateau region. This
means that the emission time for an attosecond pulse consist-
ing of several HFM components with certain m and different
q is the same as for the attosecond pulse obtained through the
HHG process with corresponding g. Moreover, the attochirp
for these pulses is the same, thus the duration of the attopulses
is the same.

However, one can see in Fig. 5 that there is a regular de-
viation from this behavior in the cutoff region. This deviation
corresponds to the emission times shown in Fig. 6, which are
calculated using the TDSE results (SFA results demonstrate
the same behavior) for HHG and HFM components in this
region.’ From Fig. 6 we see that the spectral region where the
HFM emission time does not depend on g is broader for higher
m. Thus, the components in the cutoff region with higher m
can provide shorter attosecond pulses. Figure 7 presenting the
TDSE results (the SFA ones are similar) shows the normalized
envelopes of the attosecond pulses obtained form the HFM
components with the highest g. One can see that the attosec-
ond pulse duration decreases with |m]|.

(m) _
I =

21

3To exclude numerical noise artifacts, we present only points where
lics™ | and |K;'f)2| exceed 10% of the maximal [«{™| value achieved at
q = 107.
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FIG. 7. Normalized envelope of the attosecond pulses obtained
via numerical TDSE solution using components with ¢ > 100 and
different m; the attopulse durations are shown. The inset shows the
XUV fields of the attosecond pulses obtained using m = +1 for
different phases of the weak field; the XUV field envelope is also
shown.

This feature of the cutoff region can be qualitatively ex-
plained considering the change of the HHG emission time
caused by the quasistatic field within the simple-man ap-
proach. It is shown in Fig. 8 that in the presence of the static
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FIG. 8. Total field and kinetic energies of the returning electron
calculated via the simple-man model as functions of time for zero
quasistatic field (solid black lines) and for quasistatic field “positive”
(dotted blue lines) and “negative” (red dash-dotted lines) to the laser
field at the half-cycle when the electron is detached.
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field there are “above-3.17 U,” harmonics generated due to
the ionization at the “negative” half-cycle (i.e., when the laser
field and the quasistatic field are opposite to each other), as
was shown in Ref. [46]. The emission time for these har-
monics is close to the emission time for the cutoff harmonics
generated in the absence of the static field, ¢ . Moreover,
for some range of “below-3.17U,” harmonics the emission
time is also shifted towards f5, . because these harmonics
correspond to the cutoff for the emission at the “positive”
half-cycle. Thus, the correction of the emission time due to
the quasistatic field moves this time towards ¢;,  for both
“above-3.17 U,” and “below-3.17U,,” harmonics. As a result,
the emission time of HFM components described by «(*2) is

e
close to 15, -

V. CEP OF ATTOSECOND PULSES

The CEP of the attosecond pulses obtained via HHG does
not depend on the phase of the generating field and depends
on other properties of the generating pulse in a complex
way [47,48]. However, this phase is of key importance in some
applications [49,50]. Here we show that the CEP of the at-
tosecond pulses obtained via HFM can be easily controlled. It
is curious to note that a similar CEP variation for femtosecond
optical pulses obtained using a comb of frequencies slightly
shifted from multiples of a repetition frequency is well known
in f-2f interferometry [35].

The field of the XUV attosecond pulse obtained using
mth order HFM components with complex amplitudes S;’”)
is written as

Zé‘;’") exp(—iqwot — imwit)
q

= ‘S;(?V(I)CXP(—iQt + i¢cEp), (22)

where 5)((”8\,0) is a slowly varying periodic envelope, €2 is
a carrier frequency and ¢cgp is a CEP. If the phases of the
driving fields are changed by phase advances ¢ and ¢, the
phase of the HFM component changes by g¢g + m¢;; here it
is important to stress, that this is the case for arbitrary field
amplitudes [13], so the conclusions of this section are valid
beyond the assumptions of weak amplitude and low frequency
of the second field. The emission time of the attosecond pulse
changes by é¢, and its CEP changes by §¢cgp:

> EM exp(—igaxt + iqeo — iment + imey)
q

= EGOL(t + 8t) exp[—iS2(t + 81) + igcep + idpcEp].

(23)
Combining Egs. (22) and (23), one finds
3t = —¢o/wo (24
and
w1
Sgcep = m(¢1 - ¢0—>- (25)
wo

This conclusion that phase advances of generating fields
affect the CEP of the attosecond pulse generated via HFM is
demonstrated by our numerical TDSE calculations. The inset

in Fig. 7 shows the fields of the attosecond pulses for m =
+1 generated under ¢; = 0 and ¢; = 7 /4. One can see that
the CEP of the second pulse is shifted by 7 /4, in agreement
with Eq. (25). As a result, by tuning the phase of one of the
generating fields, one can control the CEP of the attosecond
pulse.

For the attosecond pulses generated via HFM, the CEP
varies for the successive pulses in the train, in contrast to the
case of HHG. The variation of the CEP from one attosecond
pulse to another Agcgp can be found by writing the field (22)
at the time instant r — Ty /2 as

Z 5;m) exp [—igwo(t — Ty/2) — imew, (t — Ty/2)]
q

= Z ng) exp(—iqwot — imwit + iAgcgp),  (26)
q

where Tj is the fundamental period. From the later equa-
tion we have

mm Z)T(I, for odd m (even gq),

27)

A =
YCEP { for even m (odd g).

T+ mm Z)L['),

One can notice that the change of the fundamental phase ¢
by 7 corresponds to the change of the fundamental field direc-
tion to the opposite one, so the CEP of the attosecond pulse
should change by 7 (for even m) or by zero (for odd m). Let
us show that this agrees with the equations above. The change
of ¢y by 7 leads to the CEP change according to Eq. (25) by
d¢cep = —mmwi /wy. According to Eq. (24) this attosecond
pulse is emitted at time ¢ + 8t = ¢t — Tp/2, thus the attosecond
pulse emitted at time ¢ is the next pulse in the train. Its CEP
defined by Eq. (27) differs by Agcgp = m + mm (w1 /wg) or
by A@cep = mm(w;/wy). Therefore, the total change of CEP
Socep + A@cep is equal to 0 or 7.

VI. DISCUSSION

The HFM microscopic response for m # 0 is lower than
the nonlinear microscopic response for HHG, at least within
the fields £; < gih considered here. However, the macroscopic
response for HFM with m < 0 can be much higher due to
significantly better phase matching [26]. This takes place for a
certain frequency ratio of the generating fields and a certain m,
defined by this ratio. Thus, the phase matching should provide
high generation efficiency in conjunction with selection of
the HFM components with desired m. The investigation of
the macroscopic HFM properties is a natural outlook of the
present study.

There is another approach to separate the HFM com-
ponents with different m based on the use of noncoaxial
generating beams [11,18]. If the weak field propagates at an
angle 6 to the direction of the laser field, then for |m| <
q the HFM component is generated at the angle 6" =
mk; sin 0 /(gky + mk; cos 6), where ko and k; are the wave
vectors of the generating fields. From the later equation we
can obtain that |%95’”)| < |aim9;m>|. Thus, selecting a certain
range of ¢ with a frequency filter, we have the HFM compo-
nents with different m propagating in significantly different
directions, while the ones with the same m propagate in sim-
ilar directions (similar enough that the difference between
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these directions can be less than the beam divergence). As
a result, the HFM components with the desired m can be
selected with a spatial filter such as a slit. Moreover, the
HFM components with negative m (effectively generated due
to better phase matching) are emitted in a direction differ-
ent from the directions of the generating beams. This makes
detection and utilization of this radiation more convenient.
Finally, the focusing properties of the XUV can be used to
select the chosen HFM components. It was shown [43,51-53]
that high harmonics can be generated as focused beams, and
that focusing properties of the beams with similar g are similar
to each other. HFM components generated via two (coaxial)
beams with different focusing properties can be used to obtain
focused HFM beams for certain m. The focusing properties of
the HFM components in this case can be found similarly to
the propagation directions of the components in the case of
noncoaxial generation. After focusing HFM components with
certain m, the undesired remainder of HHG and HFM signals
can be suppressed by a spatial filter, for instance, with an iris.

HFM paves a way to the generation of a single attosec-
ond pulse with controllable CEP. Namely, if the laser field
provides some gating for attosecond pulse generation (such
as ellipticity gating [54] or attosecond lighthouse [55]), this
allows for isolated attosecond pulse generation. The phase
variation of the weak generating field would not affect the
gating properties, but it would provide CEP control for the
generated single attosecond pulse.

VII. CONCLUSION

We investigate theoretically the single-atom properties of
the HFM process for the case of a strong laser field com-
bined with a weaker low-frequency one. Using SFA theory
we consider the later field as a quasistatic one, and assume

that the main role of this field is to produce a correction of
the action accumulated by the electron during its free motion.
Within this assumption we show that the amplitudes of HFM
spectral components generated by ¢ fundamental photons and
m low-frequency photons (|m| < 2 are considered) can be
written as a product of the gth high-harmonic amplitude, the
|m|th power of the weak field amplitude, and a multiplier
which increases with t (the time of the electronic free motion)
and rapidly decreases with the fundamental frequency, see
Egs. (15) to (19). We show that the HFM components are
shifted in phase by |m|m /2 with respect to high harmonics.
For ¢ lying in the plateau region these analytical results agree
with numerically integrated SFA, as well as with numerical
TDSE simulations, while for the cutoff region there is a regu-
lar deviation.

This deviation describes the spectral region of attochirp-
free HFM components which is broader than the one for
HHG. We discuss the origin of this feature of the cutoff HFM
components and demonstrate that it leads to shorter durations
of attosecond pulses obtained via HFM, and that the duration
decreases with an increase of |m|. Moreover, we show that
the CEP of the attosecond pulses obtained via HFM can be
easily controlled by tuning the phases of the generating fields,
while such control is impossible for the pulses obtained via
HHG. The equations describing the attosecond pulse CEP
are applicable even beyond the assumption of weakness and
low frequency of the second field. Finally, we would like to
stress that due to perspective of phase-matched generation for
long propagation distances, HFM can substantially improve
the efficiency of the attosecond pulse sources.
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