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Trapping and binding by dephasing
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The binding and trapping of particles usually rely on conservative forces, described by unitary quantum
dynamics. We show that both can also arise solely from spatially dependent dephasing, the simplest type of
decoherence. This can be based on continuous weak position measurements in only selected regions of space,
for which we propose a practical realization. For a single particle, we demonstrate a quantum particle in a
box based on dephasing. For two particles, we demonstrate their binding despite repulsive interactions, if their
molecular states are dephased at large separations only. Both mechanisms are experimentally accessible, as we
show for an example with Rydberg atoms in a cold gas background.
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Introduction. Bound states due to conservative forces are
central to our existence, combining fundamental particles
into atoms, those into molecules, and the latter into complex
biological structures. Many binding mechanisms arise from
emergent rather than fundamental forces, and can be very
weak, even while essential, such as when Cooper pairs bound
by lattice-phonon mediated interactions cause superconduc-
tivity. Quantum coherence is often a crucial element of the
bound state, as in the molecular states of the H2

+ molecule,
which change character from covalent binding to repelling
depending on the relative phase of atomic orbitals [1]. In
larger systems, decoherence can become relevant [2,3], and
while usually detrimental for quantum technologies [4], it can
also be a resource [5–7].

Trapping and binding are two key requirements for com-
plexity, and we show here that both can also arise due to the
simplest type of decoherence: dephasing. Trapping in our pro-
posal exploits the quantum Zeno effect [8,9], as the position of
a particle is inferred only outside the trapping region [10–13],
and similarly binding relies on relative distance measurements
that are only sensitive to large distances.

This enables a further class of decoherence processes,
namely pure dephasing, as a tool for the incoherent quan-
tum state engineering [6] of trapped states or bound states
for quantum technologies. The emergence of such states was
earlier shown only due to decoherence arising from loss pro-
cesses and therefore involving dissipation as well [7,10,14–
19], which is not important here.

To begin, we summarize how the spatially selective po-
sition and internal state measurement of particles can affect
their motion, described by an effective master equation. To be
specific we discuss the examples of a single Rydberg atom and
a Rydberg dimer, for which a surrounding ultracold gas can
provide the required position and state quantum nondemoli-
tion (QND) measurement (see Fig. 1), but the principles can
be ported to other platforms. Next, we construct an equivalent
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of the well-known particle in a box, but based on dephasing.
In the final two sections we reach our main result, generalizing
single-particle trapping to a two-particle bound state.

Spatially selective dephasing. We first outline a general the-
ory of N Rydberg atoms embedded in an ultracold gas, which
we later apply to a single Rydberg atom (N = 1) or a Rydberg
dimer (N = 2), as sketched in Fig. 1. We let each Rydberg
atom to be in states |s〉 = |νs〉 and |p〉 = |νp〉 with a high prin-
cipal quantum number ν. The system can thus be in electronic
states |πn〉 = |ss · · · p · · · s〉, where the nth atom is in |p〉 and
the rest are in |s〉 [20]. The effective Hilbert space for the
surrounding cold gas atoms is {|g〉, |e〉, |u〉}, predominantly
in the electronic ground state |g〉, but optically coupled via
a low-lying excited state |e〉 to an auxiliary Rydberg excited

FIG. 1. Selective relative distance measurements. A dimer of Ry-
dberg atoms in |s〉 and |p〉 states (blue and red spheres) is separated
by a distance r and immersed in an ambient medium of ground-state
atoms (green). Top: Electromagnetically induced transparency (EIT)
in the medium can be used to measure the position x and state of
dimer atoms at large separation (top right) r = |x2 − x1|, whereas this
breaks down at small r (top left). Bottom: The nuclear wave function
of the dimer (red) on a repulsive potential Urep(r) (blue) can then
reflect off the steep dephasing profile γ (r) (violet dashed) at large
separation (r ∼ Rc), forming a metastable bound state.
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state |u〉 = |ν ′s〉, ν ′ �= ν, in a ladder configuration resulting
in Rydberg electromagnetically induced transparency (EIT)
[21–28]. In this configuration the cold gas atoms only occupy
the |u〉 state with a very low probability, hence we do not
refer to them as Rydberg atoms, but as background atoms. We
group all positions Xn of Rydberg atoms with latin indices n
into a collective coordinate X = [X1, X2, . . . , XN ]T and simi-
larly for background atoms x = [x1, . . . , xNbg ]T at position xα ,
using greek indices for those.

The starting point for modeling is the many-body master
equation

˙̂ρ = −i[Ĥ, ρ̂] +
∑

α

LL̂α
[ρ̂], (1)

where Ĥ is the total Hamiltonian, ρ̂ the density matrix, and
LL̂α

a superoperator LÔ = Ôρ̂Ô† − (Ô†Ôρ̂ + ρ̂Ô†Ô)/2, for
spontaneous decay from |e〉 to |g〉 via the decay operator Ô =
L̂α = √

�pσ̂
(α)
ge with decay rate �p. Here, σ̂

(α)
bb′ = [|b〉〈b′|]α is

acting on the αth background atom only. In (1) we neglect mo-
tion for the moment, thus ρ̂ = ∑

nm,b,b′ ρnm,b,b′ |πn; b〉〈πm; b′|,
where n and m label the electronic states of the Rydberg atoms
and vector b labels the background atoms with each entry in
bα ∈ {g, e, u}. Since (1) is intractable for many atoms, we now
discuss three steps towards a simplified effective description.

Step 1. We assume the background gas settles into a steady
state, enabling the interaction-enhanced imaging of states and
positions of Rydberg atoms [29,30]. Its Hamiltonian for opti-
cal transitions is

ĤEIT = 	p

2
σ̂ (α)

eg + 	c

2
σ̂ (α)

ue + H.c.

−
pσ̂
(α)
ee − (
p + 
c)σ̂ (α)

uu , (2)

where 	p (	c) and 
p (
c) are probe (coupling) laser Rabi
frequencies and detunings, respectively. Without interactions
with Rydberg atoms, the background gas would be transparent
for the probe beam due to (Rydberg) EIT for 	c � 	p, 
p =

c = 0 [21–28].

The van der Waals interactions between the background
and Rydberg atoms change this, and are described by

Ĥint =
∑

a∈{s,p},αn

V (ua)
αn (Xn, xα )σ̂ (α)

uu σ̂ (n)
aa , (3)

where V (ua)
αn (Xn, xα ) = Cη(a),ua/|Xn − xα|η, with a ∈ {s, p}

and η(s) = 6, η(p) = 4. For background atoms closer than
a critical distance dc,a = (Cη(a),ua�p/	

2
c )1/η(a) [31] with a ∈

{s, p} to a Rydberg atom, interactions break EIT, resulting in
an absorption shadow governed by V (ua)

αn , providing an indirect
measurement of the position (and state) of the Rydberg atom
through the center of the shadow (and its radius), as shown in
Fig. 1. This is encoded in the steady-state optical susceptibility

χp(t ) = �p/	p Im
[
ρ̂σ (α)

ge (t )
]
, (4)

describing absorption of the probe [29–31]. The interactions
between background atoms are negligible [31,32] due to the
small probability for two of them to be simultaneously excited
to |u〉.

Step 2. We now add dipole-dipole interactions of the Ryd-
berg atoms, with the Hamiltonian

Ĥdd =
∑
n �=m

Wnm(Rnm)|πn〉〈πm|, (5)

for Wnm(R) = C3/R3, Rnm = |Xn − Xm|, and strength C3. The
complete Hamiltonian is thus Ĥ = Ĥdd + ĤEIT + Ĥint, which
enters (1) along with L̂α to describe the dynamics of ρ̂.

Now we reduce the Hilbert space dimension by adiabat-
ically eliminating the states |e〉 and |u〉 [33] to work with
a reduced density matrix ρ̂ (red) = ∑

nm ρnm|πn〉〈πm| for the
Rydberg atoms alone. If the background gas reaches its steady
state faster than the dipole-dipole transitions, Wnm 	 �p, the
latter are ignored during the elimination. For slightly larger
dipolar interactions Wnm ≈ �p relevant here, we nonperturba-
tively include them [33]. Either approach provides an effective
equation

˙̂ρ (red) = −i[Ĥeff + Ĥdd, ρ̂
(red)] +

∑
α

LL̂(α)
eff

[ρ̂ (red)], (6)

in the Rydberg Hilbert space with effective operators
Ĥeff = ∑

m,n,α hnm(α)
eff (X, xα )|πn〉〈πm| and L̂(α)

eff = ∑
m,n 


nm(α)
eff

(X, xα )|πn〉〈πm|.
For the next step we shall write (6) as ˙̂ρ (red) = A[ρ̂ (red)],

defining A as the superoperator acting on the reduced density
matrix, which depends on Ĥdd, Ĥeff, and L̂eff.

Step 3. We finally incorporate the motion of the Rydberg
atoms, at positions X [34], extending the reduced density
matrix to

ρ̂ (red) =
∑
nm

∫
dXdX′ρ(X, X′)nm|X, πn〉〈X′, πm|, (7)

with |X, πn〉 ≡ |X〉 ⊗ |πn〉, and changing |πn〉〈πm| →
|X, πn〉〈X, πm| in (6). The effective motional master
equation obtained from (6) is

ρ̇(X, X′)nm = − i

h̄

[
− h̄2

2M

(∇2
X − ∇2

X′
)
ρ(X, X′)nm

+
∑

kl

A(X, X′)nm
kl ρ(X, X′)kl

]
, (8)

with A(X, X′)nm
kl = E (X, X′)nm

kl + 
E (X, X′)nm
kl +

iγ (X, X′)nm
kl . Here, E (X, X′)nm

kl involves dipole-dipole
interactions Wnm(X) and 
E (X, X′)nm

kl background gas
effects from hnm(α)

eff (X, xα ). The terms arise from the unitary
part of (6), with operators projected onto coordinates X
(X′) if they act from the left (right) on the density matrix.
Similarly, γ (X, X′)nm

kl accounts for the Lindblad part of (6)
that depends on 


nm(α)
eff (X, xα ). We discuss the role of each

element in A(X, X′) for dynamics in detail later. To reach (8),
we assume that the motion is even slower than the timescale
of dipole-dipole transitions.

Square dephasing well. We shall now demonstrate a square
well due to measurement-induced dephasing instead of a con-
servative potential. As an example, consider one Rydberg
atom in the state |s〉 ≡ |80s〉 with a lifetime τ ≈ 620 μs at
T = 0 K [35]. EIT-based position detection using |u〉 ≡ |31s〉
is made spatially dependent by positioning all background
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FIG. 2. Trapping a single particle through dephasing. (a) Sketch
of an atom trapped in a dephasing well resulting from position
measurements from the interrogating medium (green dots). (b) Prob-
ability density n(x) = ρ(x, x) of the trapped particle at the initial time
t = 0 with σ = 0.4 μm (black dotted-dashed line), and t = 500 μs
later, in free space using γ = 0 (green dashed) or within the dephas-
ing well (red line). The blue dotted line shows the one-dimensional
(1D) cut γ (x, x + ε) near the diagonal, shown by the white dashed
line in (c), for an offset ε = 0.15 μm. Time evolution of the peak in-
tensity is shown in the inset of (b). (c)–(e) Underlying dephasing rate
γ (x, x′), and energy disorder 
E ′(x, x′) and 
E ′′(x, x′) represented
by (11) and (12), respectively [36]. xw at the red dashed line indicates
the size of the well, also sketched in (a).

atoms in a cubic volume V = a3 as sketched in Fig. 2(a).
We chose the side length a to be significantly smaller than
the radius dc,s of the absorption shadow near the Rydberg
atom [31], creating a dephasing-free region of width 2xw,
with xw = dc,s − a/2, within which the optical signal gives no
information on the Rydberg position, but records if the atom
leaves that region.

For one Rydberg atom, Ĥdd = 0 in (6). We set X =
[x, 0, 0]T , constraining the single Rydberg atom to one dimen-
sion for simplicity, while background atoms are distributed
in three dimensions (3D), with positions xα . The effec-
tive Hamiltonian Ĥeff = heff(x)|x〉〈x| and Lindblad operator
L̂(α)

eff = 

(α)
eff (x, xα )|x〉〈x| enter (6) with [31]

heff(x) =
∑

α

	2
p	̃

2
cṼ (x, xα )

	̃4
c + 4Ṽ 2(x, xα )

(|�̃p|2 − 4
2
p

) , (9a)



(α)
eff (x, xα ) = 2iṼ (x, xα )

√
�p	p

2Ṽ (x, xα )�̃p − i	2
c

, (9b)

where 	̃2
c = 	2

c + 4Ṽ (x, xα )
p, �̃p = �p − 2i
p, and
Ṽ (x, xα ) = V (us)

α (X, xα ) − 
p − 
c. To focus on effects
from dephasing only, without a net potential, we compensate
heff(x) by a suitable external potential Vext(x), chosen such that
heff(x) + Vext(x) ≈ 0 [see Supplemental Material (SM) [36]].
Using these in (8), we find the motional master equation for
the single Rydberg atom of mass M in a dephasing well as

ρ̇(x, x′) = − i

h̄

[
− h̄2

2M

(∇2
x − ∇2

x′
)
ρ(x, x′)

]

+ [i
E (x, x′)/h̄ − γ (x, x′)/2]ρ(x, x′), (10)

with

γ (x, x′) =
∑

α

∣∣
(α)
eff (x, xα )

∣∣2 + ∣∣
(α)
eff (x′, xα )

∣∣2

− 2 Re
[



(α)
eff (x, xα )
(α)∗

eff (x′, xα )
]
, (11)


E (x, x′) =
E ′(x, x′) + 
E ′′(x, x′), (12)

where 
E ′(x, x′) = h̃eff(x) − h̃eff(x′) and 
E ′′(x, x′) =∑
α Im[
(α)

eff (x, xα )
(α)∗
eff (x′, xα )], shown in Figs. 2(c)–2(e)

with h̃eff(x) = heff(x) + Vext(x). Equation (9b) depends on the
EIT parameters and interactions, which can both be tuned.
Together with the spatial background atom distribution, this
allowed creating a dephasing well shown in Fig. 2(c). We see
in the γ (x, x′) profile that dephasing will affect coherences
ρ(x, x′) for x inside and x′ outside the decoherence-free
region, or vice versa.

We initialize the Rydberg atom in a wave packet ψ (x) =
exp[−(x − x0)2/(2σ 2)]/(πσ 2)1/4 centered in the dephasing
well [see the black dotted-dashed line in Fig. 2(b)]. In free
space, the wave packet would diffuse on timescales of interest.
In the background gas, evolving the effective Lindblad master
equation (10) using the high-level language XMDS [37,38], for
parameters given in the SM [36], we show the time-evolving
density in Fig. 2(b).

We can see that spreading is strongly suppressed (red) due
to the square dephasing well (blue dotted), compared to the
case without dephasing γ = 0 (green dashed). This could be
observed by high-precision Rydberg atom location measure-
ments [30,39]. The dephasing inhibits any further diffusion of
the wave function beyond a critical time tc ≈ 300 μs, shown
in the inset of Fig. 2(b). This suppression is not due to a
conservative potential, since the disorder from the background
heff(x) has been canceled. Trapping arises instead solely due
to the dephasing of coherences between different spatial lo-
cations x �= x′. In this sense, it is decoherence due to the
position measurement itself that provides the confinement in
the well. Similar ideas in another context were explored in
Refs. [12,40], for which we propose here an experimental
platform using realistic parameters. The energy of the trapped
atom is conserved since the environment only causes dephas-
ing.

Separation-dependent dimer decoherence. In order to ex-
tend the above to binding, we require the dephasing strength to
depend on the relative coordinate in a dimer instead of abso-
lute coordinates. This feature is naturally provided because the
EIT-based Rydberg state measurements cease to be effective
for very short dimer separations, for reasons discussed now.
The dimer atoms are constrained to Rydberg states |s〉 ≡ |43s〉
and |p〉 ≡ |43p〉, with a lifetime of 42 and 62.5 μs, respec-
tively, at T = 300 K [35]. The dimer can then be in states
|π1〉 = |ps〉 and |π2〉 = |sp〉 with a resultant lifetime of 25 μs.
The background gas Rydberg state is |u〉 ≡ |38s〉.

Now, we implement step 2 discussed earlier to derive the
set of effective operators Ĥeff and L̂eff discussed in (6) for
a Rydberg dimer (N = 2). The effective model developed
in Ref. [31] is not valid for close dimer separations, hence
we extended it here. To keep the problem tractable, we take
the relative coordinate r of the dimer atoms as the only
motional degree of freedom, fixing their positions in terms of
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FIG. 3. Dimer decoherence ceases at close distances. (a),
(b) Variation of dephasing rate γ (r, d ) in a Rydberg dimer probed
by a single detector atom, (a) using the three-body master equa-
tion Eq. (1) and (b) using the effective model Eq. (6). Parameters
are in Ref. [41]. The geometry is shown in the inset. (c) Population
of |gps〉 (red solid), |gsp〉 (blue dotted-dashed), |eps〉 (green dotted),
|esp〉 (magenta solid), and optical susceptibility as described by Eq.
(4) χ = κ Im[〈g|ρ̂|e〉] (black-dashed line) [41] for r = 6 μm and
d = 1.05 μm. (d) Same as (c) but for r = 18 μm. Both configura-
tions are marked with red crosses in (a).

X̄1,2 = R0 ∓ rex/2, where R0 is the center of mass
of dimer atoms and ex a unit vector along the x
axis. Equation (6) in the relative coordinate r con-
tains Ĥeff = ∑

n,m,α hnm(α)
eff (r, xα )|πn〉〈πm| and L̂eff =∑

n,m,α 

nm(α)
eff (r, xα )|πn〉〈πm|, which we derive in the SM

[36]. The closed forms of hnm(α)
eff (r, xα ) and 


nm(α)
eff (r, xα ) are

long and technical, and are inserted into our code using the
export feature of Mathematica. To validate the derivation and
demonstrate the cessation of decoherence for close-proximity
dimer atoms, we compare results from Eqs. (1) and (6),
using a test case with a Rydberg dimer flanked by a single
background atom as shown in the inset of Fig. 3(a), which
also defines the coordinates r and d .

For Figs. 3(a) and 3(b), the dimer is initialized in (|π1〉 +
|π2〉)/

√
2, which is evolved in time, neglecting motion, ac-

cording to Eqs. (1) and (6). For all parameters, we can fit
〈π1|ρ̂|π2〉 by the exponential exp [−γ (r, d )t], from which we
show the decay rate γ in the figure. There are two main fea-
tures: (i) As discussed in Ref. [31], the background atom only
decoheres the dimer if placed at a distance dc,s(1.3 μm) <

d < dc,p(2 μm) from the latter. (ii) This decoherence ceases
for dimer separations below Rc ≈ 6 μm, where we empiri-
cally find Rc ∝ C1/3

3 . Here, the background can no longer adia-
batically follow dipole-dipole interactions, as demonstrated in
Figs. 3(c) and 3(d). These show the essential state populations
together with the optical susceptibility χp (black dashed line)
of the background atom, defined in (4), when the dimer is ini-
tialized in |π1〉, the population of which is shown as a red solid
line. The background atom should show nonzero susceptibil-
ity only for dimer state |π1〉, if it can adiabatically follow state
changes. However, the susceptibility is synchronized with the
linear population oscillations only at large separation. For

small r, the background atom can thus no longer “measure”
the state of the dimer, and decoherence ceases.

This creates a well in the relative coordinate r, based on
dephasing. A dimer with an initially close separation, moving
towards larger distances due to constituent repulsion, will en-
counter an abrupt dephasing barrier in its relative coordinate.
From this key result, we will show that the barrier can be
strong enough to cause binding of the dimer. From Fig. 3(b), it
can be seen that the effective model qualitatively captures all
the features correctly, if we manually remove the decoherence
feature at r ≈ 5 μm, done in the following to tackle simula-
tions in a background gas with Nbg ≈ 2000.

Binding by dephasing. We now consider the motion of the
dimer atoms, as in step 3, in the regime of strong dipolar
interactions, using the improved effective model benchmarked
in Fig. 3. The relative coordinate r of the dimer atoms is
the only motional degrees of freedom, restricted along the x
axis. Hence, the dynamic position X in ρ̂ (red) in (7) is now
replaced by the relative coordinate r of the Rydberg dimer.
When deriving the master equation as in (8), hnm(α)

eff (r, xα ) and
lnm(α)
eff (r, xα ) are projected onto coordinates r(r′) if they act

from the left (right) on the density matrix. We find

ρ̇(r, r′)nm = − i

h̄

[
− h̄2

2μ

(∇2
r − ∇2

r′
)
ρ(r, r′)nm

+
∑

k

[Wnk (r)ρ(r, r′)km − Wkm(r′)ρ(r, r′)nk]

]

+
∑
k,l

(
i

E (r, r′)nm

kl

h̄
− γ (r, r′)nm

kl

)
ρ(r, r′)kl ,

(13)

where μ = M/2 is the reduced mass of the dimer atoms,
W12 = W21 are dipole-dipole interactions (5), and Wnn =
0. The background gas enters through an energy detuning

E (r, r′)nm

kl and dephasing γ (r, r′)nm
kl given as


E (r, r′)nm
kl =

∑
α

[
hnk(α)

eff (r, xα )δl,m − hlm(α)
eff (r′, xα )δn,k

]
+ Im

[
O(r, r′)nm

kl

]
, (14a)

γ (r, r′)nm
kl = Re

[
O(r, r′)nm

kl

]
, (14b)

O(r, r′)nm
kl =

∑
α

[[



nk(α)
eff (r, xα )

]∗



lm(α)
eff (r′, xα )

− 1

2

∑
j

[[



n j(α)
eff (r, xα )

]∗



jk(α)
eff (r, xα )δl,m

+ [



l j(α)
eff (r′, xα )

]∗



jm(α)
eff (r′, xα )δn,k

]]
. (14c)

The first two lines of (13) describe unitary quantum dy-
namics from dipole-dipole interactions. We can diagonalize
the corresponding Hamiltonian (5) at separation r as in
Ĥdd(r)|ϕk〉 = Uk (r)|ϕk〉 to find two Born-Oppenheimer sur-
faces, one repulsive and one attractive: U (r)rep/att = ±C3/r3

[20]. The underlying eigenstates (molecular states) are
|ϕrep/att〉 = (|π1〉 ± |π2〉)/

√
2.
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FIG. 4. Dimer bound in a repulsive potential due to reflection of a dephasing barrier. The dimer atoms are initially separated by r = 5.5 μm
with σ = 0.4 μm and immersed in a background gas of density ρbg = 1.6 × 1021 m−3. (a)–(c) [(d)–(f)] Normalized probability density nrep/n0

[natt/n0] (solid red line) on the repulsive [attractive] surfaces (dotted blue line) at times t = 2, 6, and 13 μs. Here, n0 is the initial peak density.
We also show the initial densities at t = 0 (black dashed line) and the dephasing rate γ (r, r)12

12 (blue dotted-dashed line) and γ (r, r′)nn
nn, defined

in (14b), in the inset of (d). Arrows indicate the direction of motion of wave packets. See Supplemental Material for a movie.


E (r, r′)nm
kl represents energy shifts due to the background

atoms. Here, this disorder is negligible compared to the
dipolar interactions. The terms γ (r, r′)nm

kl contain all central
decoherence features. For us, two terms dominate, spatial
decoherence between distances r and r′ through γ (r, r′)nn

nn
[see the inset in Fig. 4(d)] and decoherence between elec-
tronic states |π1〉 and |π2〉 γ (r, r′)12

12, nearly indistinguishable
on the scale of the inset except for a diagonal contribution
γ (r, r)12

12 shown as a blue dotted-dashed line in the main
panels. At small separations (r < Rc ≈ 7.5 μm here), de-
coherence ceases since the background gas can no longer
infer the dimer state. At r just above Rc, decoherence is
maximal, since for larger r the critical radius dc,p(r) be-
comes smaller, reducing the volume of background atoms that
contribute.

We initialize the dimer in the repulsive electronic state
with a Gaussian relative wave function ρ̂(t = 0) = |φ0〉|ϕrep〉
〈ϕrep|〈φ0|, with 〈r|φ0〉 = φ0(r) = exp [−(r − r0)2/(2σ 2)]/
(πσ 2)1/4. From this initial state, we numerically solve (13).
As shown in Fig. 4, the Rydberg dimer on the repulsive
surface reaches the dephasing barrier γ (r) at a larger dimer
separation r and reflects from it with a probability ρrep ≈
47% to subsequently climb the repulsive potential U (r)
again. The reflected part of the dimer wave packet contin-
ues to oscillate on the repulsive energy surface, forming a
decoherence-induced metastable bound state. Without bind-
ing by dephasing, the wave packet would reach r > 10 μm
by time t = 13 μs and the dimer would dissociate. Besides
the reflected component on the repulsive surface, we see in
Fig. 4(f) a comparable fraction incoherently coupled to the
attractive surface [34]. ρrep can be experimentally controlled
by varying the strength of the dephasing barrier through EIT
parameters. The binding on the repulsive surface could be
seen in an experiment at, e.g., t = 20 μs, when the population
on the attractive surface would have collided and ionized,
while the reflected wave packet on the repulsive surface

reached its inner turning point instead of dissociation. The
separation dependence of γ (r) is set through a competition
between the dipole-dipole interaction and medium response
timescales, and does not require any spatially selective optics.
While there is some minor dissipation in the scenario of Fig. 4,
it plays no role in the binding process, as we have verified
with a simulation without the terms in (13) that cause it. We
confirmed that the dynamics in Fig. 4 is nearly unchanged if

E (r, r′)nm

kl and the components of γ (r, r′)nm
kl not discussed

above are neglected, but show figures of all of these in the SM
[36].

Conclusions and outlook. We have shown how two central
features of nature, trapped states and bound states, can arise
solely based on dephasing spatial or electronic quantum co-
herence. Dephasing can be controlled through measurements
of absolute or relative coordinates.

This significantly extends earlier reports of binding by
particle loss [7,10,14–19], generalizing them to the most
widespread type of decoherence and removing the need for
dissipation. We discussed both features with examples that
should be within reach of state-of-the-art experiments, in
which a Rydberg atom is embedded in a cold EIT medium,
and the position and electronic states of the former can be con-
trollably decohered by the latter [29–31,34,42]. Ultimately,
binding or trapping through dephasing may give rise to new
states of quantum matter, similar to the dissipative stabi-
lization of a Mott insulator [43], but removing the need to
compensate loss.
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