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Ray tracing with quantum correlated photons to image a three-dimensional scene
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To capture a three-dimensional (3D) image, conventional methods often require multiple two-dimensional
images of the scene from different perspectives. Here we show the reconstruction of a 3D scene with a fixed
camera using quantum correlated photon pairs from a single source. Correlated photon pairs are effectively
mirror images of each other so, by measuring the emission position of one photon, and the emission angle of the
other, the entire propagation trajectory of the pair, and, subsequently, the 3D scene, can be reconstructed. The
high photon correlation and low photon flux from a quantum source also makes it well suited for 3D imaging of
light sensitive samples.
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A grand challenge of quantum photonics is to develop
techniques that use photons with nonclassical statistics to go
beyond the capabilities of classical approaches. There has
been nascent success in the development of two-dimensional
(2D) imaging techniques, such as sub-shot-noise imaging,
quantum illumination, and quantum ghost imaging [1–4]. In
these techniques, significant noise reduction can be achieved
under low photon illumination conditions through the uti-
lization of the strong correlations in one of more of the
many degrees of freedom (DOF) between entangled photon
pairs, such as time, polarization, position/momentum, fre-
quency, etc. Usually both photons from the pair are measured
in the same DOF, and the correlations are used, for exam-
ple, to remove noise either from background light (quantum
illumination) or from shot noise (sub-shot-noise imaging).
Alternatively, at the expense of noise reduction, each photon
can be measured in a different DOF with the DOFs chosen
such that they are complimentary to each other to unlock new
imaging capabilities. Building upon prior techniques, in this
Letter, we use time-correlation measurements to first identify
the photon pairs and concurrently measure the position of
one photon and the momentum of its partner. By utilizing
the inherent position and momentum correlations between the
photons, we can reconstruct the full propagation trajectory of
every photon pair and go on to use this information to realize
three-dimensional (3D) scene reconstruction.

In conventional optical imaging, only the 2D spatial dis-
tribution of light on the camera or detector is recorded. By
capturing multiple 2D images from different perspectives,
both position and angular information of the light rays can
be gained, thus, 3D information of the scene can be recon-
structed. This allows capabilities, such as refocusing, depth
of field adjustments, and parallax viewing of the scene to be
performed, all in postprocessing. One way to achieve this is
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through a moving light source, such as in Fourier ptychog-
raphy [5,6] whereby a sample is scanned at different angles
by light emitted from individual elements of a light-emitting
diode array. Alternatively, with a fixed light source, cameras
can be placed at different locations or angles relative to the
scene, such as in axially distributed sensing [7] where the
camera is moved relative to the subject or vice versa. An
alternative technique that requires no moving parts, and only
a single camera is known as plenoptic or light field imaging
[8,9]. In this approach, a microlens array is placed one focal
length away from a CCD sensor, each microlens illuminates
a subset of the pixels in the CCD. By knowing which lens
the light ray enters and onto which pixel it, subsequently,
focuses, one can obtain both position and angular information
of the light ray, respectively. Plenoptic imaging is akin to
imaging a scene simultaneously with an array of cameras,
thus, requires no scanning or moving parts. This class of 3D
imaging techniques of placing camera(s) at different angles
relative to the scene is also known as integral imaging [10,11].
A multitude of research in applications using these techniques
has been performed in recent decades, to name a few, and
this includes target recognition [12,13], microscopy [6,14–
16], particle tracking [17,18], wave-front sensing [19–21], and
microendoscopy [22].

Due to the way these conventional techniques are per-
formed, they tend to have a relatively low angular resolution
compared to their position resolution as a result of the number
of viewing angles limited by either the number of light sources
or camera placement locations. And in the case of plenoptic
imaging, position resolution has to be sacrificed for angular
resolution. To overcome these limitations, the use of tempo-
rally and spatially correlated classical or quantum light has
been proposed [23–25] where one beam illuminates a scene
to obtain position information, and the momentum/angular
information of the correlated partner beam is measured on
a separate sensor. In this way, both position and momen-
tum can be measured with high resolution allowing larger
depth of fields and more parallax viewing angles. This

2469-9926/2022/105(1)/L011701(6) L011701-1 ©2022 American Physical Society

https://orcid.org/0000-0002-7227-4452
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.105.L011701&domain=pdf&date_stamp=2022-01-03
https://doi.org/10.1103/PhysRevA.105.L011701


ZHANG, ORTH, ENGLAND, AND SUSSMAN PHYSICAL REVIEW A 105, L011701 (2022)

technique, termed correlation plenoptic imaging (CPI) has
been demonstrated using weakly correlated thermal light
[26,27], but further advantages have been predicted using
highly correlated quantum light [24]. The strength of the cor-
relation between two beams can be quantified by the degree
of second-order coherence g(2) where classical light is bound
by g(2) � 2. Quantum light sources have been demonstrated to
exhibit g(2) in excess of 100 so the signal-to-noise ratio in CPI
can potentially be orders of magnitude higher using quantum
light compared to classical light of the same intensity [28]. A
similar approach using quantum correlated light has also been
used to demonstrate Fourier ptychography for amplitude and
phase imaging [29]. Here, an intensified CCD camera trig-
gered by a single-photon avalanche detector (SPAD) sensor
is used to acquire the data with the SPAD scanned across the
Fourier plane of the source.

Based on the proposal in Ref. [24], here, we demonstrate
the reconstruction of a scene’s 3D information through ray
tracing using quantum correlated photon pairs for which we
will term quantum correlation plenoptic imaging (QCPI).
QCPI actually shares similarities with both conventional
plenoptic imaging and Fourier ptychography, but also has
important differences. QCPI uses quantum correlated photon
pairs generated through the process of spontaneous paramet-
ric down-conversion (SPDC) with the aid of a time-tagging
camera, capable of time tagging every photon detection with
nanosecond precision. By imaging one photon in the crystal’s
Fourier plane and its partner photon in the crystal image plane,
then taking advantage of the strong time, position, and mo-
mentum correlation properties of the SPDC photon pairs, we
were able to trace the propagation trajectory of all the detected
photon pairs. Just as in plenoptic imaging, no scanning or
moving parts are required to measure the photon trajecto-
ries, although here, the position and momentum measurement
comes from the quantum correlation rather than through a
microlens array. QCPI is also similar to Fourier ptychography
in the sense that each photon is illuminating the scene from
a different angle, but the illumination randomly changes due
to the stochastic nature of quantum light, thus, separate light
sources are not required. In our proof-of-principle demonstra-
tion, we show that QCPI can achieve various 3D imaging
capabilities, such as refocusing, depth-of-field adjustments,
and parallax viewing of a scene all at a very low photon flux
of ∼1000 photons per second per pixel (or 5 × 10−11 W/cm2

on the sample).
Experimental setup and method. The experimental setup is

shown in Fig. 1. A 405-nm continuous wave (CW) laser is
used to pump a 1-mm-thick Type-II ppKTP crystal to produce
810 nm, orthogonally polarized photon pairs correlated in
time, position, and momentum through the process of SPDC.
A long-pass spectral filter placed directly after the crystal
is used to block out the 405-nm pump and let through the
810-nm SPDC photons. As the SPDC photons are emitted
from the crystal in a divergent manner, a 100-mm lens is used
to collimate the SPDC beam. Thereafter a polarizing beam
splitter (PBS) is used to split the photon pairs into separate
paths in which the sample to be imaged is placed in one of the
paths. The two photon beams are then recombined but slightly
displaced by a second PBS just before the time-tagging cam-
era (TPX3CAM [30,31]) such that each beam will be imaged
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FIG. 1. (a) Schematic of the QCPI setup. (b) Raw image taken
over 30 s before any postprocessing captured on the TPX3CAM with
the resolution target placed 4 mm off focus.

onto different locations of the camera. In one path, through
two magnifying 4 f imaging systems, the crystal plane is first
imaged onto the location at which the sample is to be placed
and then onto the camera with the beam spot magnified five
times. In the other path, three lenses are used such that the
Fourier plane of the crystal is imaged onto the camera with
a slightly demagnified beam spot. Ideally, two cameras can
be used, one for each beam spot to achieve higher position
and momentum resolution. Compared to using a frame-based
camera, the event-driven time-tagging camera significantly
simplifies our setup as no scanning elements, or an image
preserving delay line is required.

A thin (1-mm) nonlinear crystal is used to reduce the
uncertainty in the depth at which the SPDC photons are gen-
erated inside the crystal, and this will improve the photon
pair’s position correlation. Also, since the SPDC photon pairs’
wavelengths are not necessarily degenerate, uncertainties in
their momentum correlation will be introduced. To reduce
this uncertainty and to reduce background light, a 810/3-nm
spectral bandpass filter is placed just before the camera.

The power of the UV laser has been attenuated down to
20 mW, generating a total of approximately 1.3 × 107 pho-
ton pairs per second or an average photon flux of ∼1000
photons per pixel per second (after accounting for the sys-
tem quantum efficiency of 4%). Increasing the pump beam
power will produce more SPDC photons, thereby speed-
ing up the data-acquisition process, however, at the cost
of reduced spatiotemporal correlation between the photons,
thereby introducing more noise in the images. This is due
to the increased likelihood of multiphoton pair production
in the crystal during a detection time window, thus, causing
the incorrect photons being identified as a pair during time-
correlation analysis. Inversely, by reducing the pump power,
one can reduce the image noise but at the cost of longer
data-acquisition time.

In postprocessing, a virtual circular aperture is placed
around each beam in the images in order to limit time-
correlation analysis to just the photons within the two beams,
thus, reducing noise. Time-correlation analysis is then per-
formed on all photons detected between the two selected beam
spots to identify the SPDC photon pairs. Finally, by utilizing
the property that the photon pairs are perfectly correlated in
position and anticorrelated in momentum, and the fact that all
the optical elements and distances between them are known,
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FIG. 2. Demonstration of image refocusing in QCPI using a
1951 USAF resolution test target placed at different distances from
the focal plane of the imaging lenses. The line sets has a spacing of
approximately five line pairs per millimeter. The images in (a) from
a1–a4 are the images obtained after performing only time-correlation
measurements on the detected photons with a1 as the ground truth of
the resolution test target when placed in focus. (b) From b1–b3, are
images obtained after refocusing is performed in postprocessing on
a2–a4, respectively. The degradation of the visibility before and after
refocusing of the three bars in the target with respect to their distance
to the focus is plotted in (c). The data-acquisition time for each image
is 30 s. Refocused image of all distances shown in (c) can be found
in the Supplemental Material [33].

we can make use of the Klyshko picture [32] to backtrack the
propagation path of one photon from its near field to the far
field of the other or vice versa, treating the crystal as a mirror
and gain both the position and the momentum information
of the photon pairs. Since the system is still mostly paraxial
(the maximum illumination angle on our sample is ∼1.5◦), the
trajectory of the photons can be determined through a simple
ray transfer-matrix analysis,[−→r2−→

θ2

]
=

[
A B
C D

][−→r1−→
θ1

]
, (1)

where −→r1 and −→r2 are the positions of each photon pair detected
at the two camera image planes,

−→
θ1 and

−→
θ2 are the angles at

which the photons hits each plane and the ray transfer (ABCD)
matrix is determined by the optical components placed be-
tween the two image planes. Since −→r1 and −→r2 are known from
the raw image data taken by the two cameras and the ABCD

matrix is also known,
−→
θ1 and

−→
θ2 can be easily determined

from Eq. (1). Thus, the full propagation trajectory of every
detected photon pair is known, and with this information,
one can perform in postprocessing, the refocusing, depth of
field adjustments, and parallax viewing of the scene. More
details on the camera and data processing can be found in the
Supplemental Material [33].

Experimental results. In Fig. 2, the refocusing capability
of QCPI is demonstrated on images taken of a 1951 USAF
resolution test target placed at different distances from the
focal plane of the imaging lenses. It can be seen that when the
target is placed 4 mm away from the focus, in a conventional
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FIG. 3. Images demonstrating the refocusing and depth recon-
struction of four thin wires of 0.15-mm diameter placed at different
distances from the focus. (a) Raw image of the four wires after per-
forming time-correlation measurements with the manually measured
distance from the focus shown on image. (b) All wires brought to
focus through post processing. (c) Depth map of the wires with the
histogram of the depth shown in (d).

image [Fig. 2(a2)], the bars in the resolution target can no
longer be clearly observed, however, through QCPI they can
be brought back into focus [Fig. 2(b1)] with good image
sharpness. Even at extreme distances where features of the
resolution target can no longer be identified through conven-
tional imaging [Fig. 2(a4)], QCPI can still bring the image
mostly back into focus [Fig. 2(b3)]. In Fig. 2(c), we show
the degradation in the visibility before and after refocusing
of the three central horizontal bars (to the right of number “5,”
approximately 160 μm apart) with respect to the distance the
resolution target is placed away from the focus. The visibility
is defined as Imax−Imin

Imax+Imin
, where Imin is the average intensity for the

dark bars and Imax is the average intensity for the bright region
between the bars. When there are no visible troughs between
intensity peaks in the cross section of the bars, the visibility
is then set to 0. The range over which the lines are resolv-
able (nonzero visibility) increases from 4 to 16 mm through
refocusing. The sharpness of the refocusing deteriorates when
the target is placed further away from the focus, and this may
be due to a multitude of factors, such as limited position and
momentum resolution, imperfect position correlation caused
by the finite thickness of the crystal introducing uncertain-
ties over the depth at which the photon pairs are generated,
and lastly, imperfect momentum anticorrelation caused by
the photon pairs having nondegenerate wavelength and pump
beam divergence at the crystal. The affect these factors have
on QCPI will require further more detailed investigation in the
future and are not within the scope of this Letter.

In Fig. 3, we show the refocusing and a depth map of four
thin wires of 0.15-mm diameter placed at different depths
within the beam. Figure 3(a) shows the traditional image of
the scene after time correlation without momentum filtering.
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FIG. 4. Images demonstrating parallax visualization and depth-
of-field enhancement on four thin wires placed at different depth
from the focus. a1 and a2 show the raw images taken in the crystal
plane and its Fourier plane, respectively, after time-correlation anal-
ysis. To demonstrate parallax viewing, correlation events between
the full crystal plane and nine subregions of the Fourier plane (as
indicated in a2) were selected out. Each subregion of a2 corresponds
to a different viewing angle of the wires, and these are displayed
as a set of nine images, labeled 0–8, displayed on the right, each
corresponding to the nine labeled subregions (illumination and view-
ing angles) in a2, respectively. Due to the small diameter, i.e., small
momentum spread of each of the subregions, an increase in the depth
of field is also achieved. The diameter of each subregion is 20-pixels
wide with the diameter of the virtual aperture around the full beam at
130 pixels. The raw image data were acquired over 8 min to ensure
enough photons are accumulated within each subregion. Smaller sub-
regions can potentially be used but will require substantially longer
data-acquisition times.

Using the photon momentum information, this image is refo-
cused into a stack of images, each corresponding to a different
focus plane. The depth map in Fig. 3(c) is obtained by choos-
ing the sharpest refocused plane for each pixel in the image
[34]. Good agreement is achieved between the reconstructed
depth and the manually measured depth [Fig. 3(d)]. The
slight discrepancy is likely due to inaccuracies in manually
measuring with a ruler the wire locations and the distances
between the optical components (lenses, mirrors etc.). This
measurement inaccuracy, however, does not affect the image
sharpness in refocusing as any inaccuracies here is a global
effect affecting all photons in the same manner, thus, it will
only introduce errors in parameters, such as the size and posi-
tion of the sample. From this depth map, an all-in-focus image
is constructed in Fig. 3(b) by modifying the refocus position
to the depth map value in Fig. 3(c) on a per-pixel basis.
More details on how the depth mapping is performed can be
found in the Supplemental Material [33]. The demonstration
of depth-of-field enhancement and parallax visualization on
the four wires is shown in Fig. 4. By selecting coincidence
events from a smaller subregion on the Fourier plane, we can
limit the allowed photon momentum, thus, adjusting, in post-
processing, the imaging depth of field in the corresponding
crystal image plane. Choosing small subregions off center
from the optical axis results in the Fourier plane beam re-

sults in viewing the wires on the crystal image plane from
different angles, thus, allowing parallax visualization to be
performed.

It is important to note that QCPI does not necessarily
require the sample to be placed near the image plane of
the crystal; one can have the sample placed on the crystal’s
Fourier plane and still perform QCPI. As the beam is more
collimated and larger on the Fourier plane, it will be more
suited for imaging larger objects with more depth. Demonstra-
tion of this is shown in the Supplemental Material [33]. Videos
demonstrating the postprocessing of refocusing, depth-of-
field adjustments, and parallax viewing are also shown in the
Supplemental Material [33].

Conclusion. To conclude, in this proof-of-concept demon-
stration of QCPI, we have demonstrated some of the major
capabilities of 3D imaging, including refocusing, depth-of-
field adjustments, and parallax visualization of an object and
scene. QCPI shares similarities with both plenoptic imaging
and Fourier ptychography. QCPI requires no scanning or mov-
ing parts to capture information on the photon trajectories in
which it shares similarity with plenoptic imaging. However, in
the Klysko picture where the photon trajectory is backtracked
from the crystal’s Fourier plane to the image plane, the simi-
larities lies with Fourier ptychography in which each pixel of
the Fourier plane camera can be treated as a light source that
randomly emits photons.

QCPI exhibits conceptual advantages over conventional 3D
imaging, and this initial demonstration takes significant steps
toward realizing these advantages. In particular, the momen-
tum, angle, and position of the photon can be measured with
high resolution. In conventional techniques, the position is
typically measured by a high-resolution camera, but angu-
lar resolution is limited by the number of camera positions
(integral imaging), the number of light sources (Fourier pty-
chography), or the pitch of the microlens array (plenoptic
imaging). In QCPI, the momentum resolution is only limited
by the number of pixels in the camera placed on the Fourier
plane and the photons’ degree of momentum correlation, also,
unlike in plenoptic imaging, one does not need to sacrifice
imaging pixels to measure angular information. Here around
104 pixels were used, but with new high-resolution time-
tagging cameras [35], this could increase to 106 in the near
future. Therefore, with a single quantum light source, one
could potentially illuminate a 3D scene from 106 different an-
gles (this, of course, would also depend on other factors, such
as the degree of position and momentum correlation between
the photon pairs and the diffraction limit of the system), a goal
that is impractical with conventional techniques.

Since QCPI is based on quantum photon correlations, it
also gains some of the advantages of quantum correlation
imaging over classical correlation imaging techniques. As a
result of the sub-Poissonian photon statistics of the SPDC
photons giving a much higher second-order photon correlation
compared to classical sources of the same intensity, a much
lower background noise can be theoretically obtained using
SPDC photons in correlation imaging under low illumination
conditions [36,37]. This makes QCPI potentially well suited
for imaging light sensitive samples, such as the retina cells
in human and animal eyes, and we expect other advantages
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FIG. 5. A positive resolution target is shown placed in focus in
a1, placed 4 mm out of focus in a2 and refocused in a3 with 1-s data-
acquisition time. The corresponding images for a negative resolution
target are shown in b1–b3.

afforded by quantum enhancements [38] to manifest in im-
proved imaging in future work.

Outlook. Our proof-of-principle QCPI setup produces
high-visibility refocused images with a data-acquisition time
of just 30 s. This is comparable with the latest classi-
cal CPI demonstration which employs thermal light that is
significantly brighter [39]. However, a significant goal for
this technique, and many other quantum-enhanced imaging
techniques, is to achieve real-time imaging for which inte-
gration times of 1 s or lower are required. With this goal

in mind, we show in Fig. 5 a refocused image with just 1-s
integration time. Although the image is noisier than when
integrated for 30 s, the features can clearly be seen showing
that real-time imaging and refocusing is possible with this
system.

Improved image quality in real-time QCPI can be expected
with improved future camera development and, indeed, there
are two potential routes for improving this with existing tech-
nology. The first is to improve the temporal resolution of
the camera system which will, in turn, improve the g(2) of
the quantum source and, thus, reduce noise. The temporal
resolution of our system is approximately 7 ns, giving our
SPDC source a measured g(2) ≈ 5, recent work has demon-
strated temporal resolution of the same camera system at
the subnanosecond level [40], although not yet with quantum
light. With this modification, it would be possible to increase
the temporal resolution, and, in turn, the g(2) by an order of
magnitude. The second improvement would be to switch the
degenerate wavelength of the SPDC source to 710 nm, another
commonly used SPDC wavelength where photocathode in
the image intensifier with double the quantum efficiency are
available (30–40% compared to 15–20% at 810 nm). With
both these improvements in place, we would expect the image
visibility to increase by an order of magnitude compared to
Fig. 5 for the same integration time. Alternatively, images of
the same quality could be produced at around 10 fps.
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