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Real-time magnetometry with coherent population trapping in a nitrogen-vacancy center
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We demonstrate real-time magnetometry by detecting fluorescence from a nitrogen-vacancy center in the
setting of coherent population trapping and by estimating the magnetic field from the time series of the observed
photon counts, which are correlated with the underlying field variation. The proof-of-principle experiment uses
an external time-varying magnetic field that follows an Ornstein-Uhlenbeck (OU) process. A conventional
estimator based on the use of average photon counts per relevant time interval is susceptible to photon
number shot noise and performs poorly at relatively low average photon counts. In comparison, by taking into
consideration the statistical properties of the OU process, a Bayesian inference-based estimator can effectively
update dynamical information of the field in real time with the detection of just a single photon.
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Quantum sensors using a single solid-state spin, such as a
negatively charged nitrogen-vacancy (NV) center in diamond,
can enable the sensing of magnetic fields, electric fields,
temperature, and strain with a remarkable combination of
high sensitivity and nanometer spatial resolution [1–5]. While
experimental studies in quantum sensing have traditionally fo-
cused on the measurement of static as well as periodic signals
[6,7], detections of time-varying signals have also attracted in-
creasing experimental efforts [8–10]. Real-time sensing with
a single spin can open a new frontier for exploring quantum
dynamics, quantum fluctuations, and feedback control at the
nanoscale.

Thus far, nearly all the sensing experiments with single
spins have been based on the use of Ramsey interferometry
[1,11]. An individual Ramsey interferometric measurement
consists of three sequential stages: initialization, free preces-
sion, and readout. The Ramsey fringes observed probe the free
precession of a single or a collection of spins. Repeated Ram-
sey interferometric measurements provide information on the
spin system only in the specific and limited time intervals. In
this regard there are considerable limitations to using Ramsey
interferometry for real-time sensing.

Here we report the experimental demonstration of real-
time sensing of a fluctuating magnetic field by exploiting
coherent population trapping (CPT) of a NV center. For the
CPT process [12–16], the NV center is prepared in a special
superposition of two spin states, i.e., the dark state, which
prevents optical excitation, and emission through destructive
quantum interference [17]. A time-varying magnetic field can
kick the NV center out of or into the dark state, leading to
a sequence of single-photon emissions from the NV center.
We have used this sequence of single-photon emissions to
estimate the time-varying magnetic field in real time, with
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the estimation carried out in a field-programmable gate array
(FPGA), as illustrated in Fig. 1.

Experimentally, the detection rate of the single-photon
emissions limits the effective updating rate of the real-time
estimation. Since the overall collection efficiency for op-
tical emissions from a NV center is only a few percent
under typical experimental conditions, a key challenge is
to obtain dynamical information with the few photons de-
tected. We show that by taking advantage of the statistical
properties of the time-varying fields, we can use Bayesian
inference to update dynamical information in real time with
the detection of just a single photon, demonstrating real-time
magnetometry with single detected photons. A detailed anal-
ysis further shows good agreement between the experiment
and the theoretical expectation. The experimental results are
also compared with the classical Cramer-Rao lower bound
(CRLB) for the estimation process.

For real-time magnetic-field sensing, we couple the ms = 0
and ms = +1 ground spin states to the Ey excited state in
a NV center through two dipole optical transitions driven
respectively by two resonant optical fields (see Fig. 1). In the
limit of equal Rabi frequency, �, the dark state for the �-
type three-level system can be simply written as (|ms = 0〉 −
|ms = +1〉)/

√
2. As illustrated in Fig. 1, the electron becomes

trapped in the dark state and the optical emission is quenched
when the Raman resonance condition � = δ − ωB = 0 is sat-
isfied, where ωB is the frequency separation between the two
spin states and δ is the detuning between the two laser fields.

A time-varying magnetic field leads to a corresponding
change in ωB. With an average Raman detuning, δ − 〈ωB〉,
near the half width of the CPT spectral response as illustrated
in Fig. 1, the optical excitation of the NV center and the result-
ing time sequence of single-photon emissions will be directly
correlated with the field variation as long as the variation in
ωB does not exceed the half width. Note that it takes only a
few spontaneous emission events for the CPT process to reach
steady state [18]. For field variations with a timescale that is
long compared with the NV radiative lifetime (12 ns [19]),
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FIG. 1. Schematic illustrating real-time sensing of magnetic
fields using single-photon emissions from a NV center prepared in
a CPT setting. Bayesian inference is used to estimate time-varying
magnetic fields from the corresponding time series of photon counts.
The upper-left figure shows the �-type three-level system used for
the CPT process. The lower-left figure shows schematically the fluo-
rescence from the excited state as a function of the detuning between
the two applied optical fields. The fluorescence is quenched when
the detuning equals the frequency separation between the two lower
states.

the time series of photon counts, {yn} = {y1, y2, . . . , yn, . . .},
where yn is the number of photons detected during the nth
time interval, each with a duration of τ , carries the informa-
tion on the corresponding change in ωB, denoted as {xn} =
{x1, x2, . . . , xn, . . .} [20].

We have used three different estimators to output
a time series of estimated frequency changes, {x̃n} =
{x̃1, x̃2, . . . , x̃n, . . .}, from the observed time series of pho-
ton counts,{yn}. Bayesian inference, which has been used in
earlier sensing studies with NV centers [10,21], follows the
Bayes update rule given by

p(xn|yn, yn−1, . . . , y1) ∝ pȳn (yn|xn) × p′(xn|yn−1, . . . , y1),

(1)

where p′(xn|yn−1, . . . , y1) is the prior probability distribu-
tion based on the previous time series of photon counts,
p(xn|yn, yn−1, . . . , y1) is the a posteriori probability distribu-
tion, and pȳn (yn|xn) is the likelihood of detecting yn photons
in the nth time interval given xn. We assume that pȳn (yn|xn)
follows a Poisson distribution,

pȳn (yn|xn) = ȳyn
n e−ȳn

yn!
, (2)

where ȳn ∝ τρee(xn) is the expected average photon count
per updating time interval, with ρee being the excited-state
population. The estimation is then given by

x̃(t ) =
∫

p(x, t )xdx. (3)

To achieve maximum time-resolution, we usually have
ȳn < 1.

The prior probability distribution in Eq. (1) can be signifi-
cantly improved if the statistical properties of the time-varying
field are known. A variety of time-varying processes can be
modeled as an Ornstein-Uhlenbeck (OU) process [22–25],
which is both Gaussian and Markovian and features an au-
tocorrelation function given by

R(t ) = 〈x(t0)x(t0 + t )〉 = σ 2e−|t |/τc , (4)

with σ 2 and τc being the variance and correlation time, respec-
tively. Details of the improved prior, which takes into account
the statistical properties of the OU process, are discussed in
the Supplemental Material [26] (which includes additional
references [27–31]) as well as in an earlier theoretical study
[20].

In addition to the Bayesian estimators, a conventional and
more intuitive approach is the average count estimator, which
uses photon counts detected in a relatively long duration, τa,
to estimate x(t), with

y(a)
n ∝ τaρee(x̃n), (5)

where y(a)
n is the photon count accumulated between time

nτ − τa and nτ . To avoid excessive fluctuations due to the
photon number shot noise, we need y(a)

n to be of order 10 or
greater and thus require τa � τ . For the experimental results
presented in this Letter, we took τa = 1.4τc [26].

Our experimental studies were carried out at 10 K with an
electronic-grade chemical-vapor-deposition grown diamond
sample from Element Six. A solid immersion lens (SIL) fab-
ricated on the diamond sample along with a confocal optical
microscopy setup was used for the optical excitation and
fluorescence collection of a single NV [15,32]. A permanent
magnet was used to split the ms = ±1 states by 590 MHz.
The two resonant optical fields for the CPT process, with an
estimated �/2π of order 5 MHz, were derived from a 637-nm
diode laser and a sideband generated by an electro-optical
modulator (EOM). Under these conditions, the CPT dip ob-
tained from the �-type system depicted in Fig. 1 features a
linewidth of 11.6 MHz, which includes contributions from
hyperfine splitting (2.2 MHz), spin dephasing (0.6 MHz), as
well as power broadening (near 5 MHz) [26].

For a proof-of-principle demonstration, we apply an exter-
nal time-varying magnetic field to the NV center by passing
an electric current through the coplanar waveguide (CPW)
fabricated next to the SIL. The electrical current, which is
generated by an arbitrary function generator (AFG), follows a
simulated OU process with given σ and τc and with 〈x(t )〉 =
0. The use of an external field has enabled us to investigate
the dependence of CPT-based real-time sensing on key pa-
rameters such as σ and τc.

For the estimation experiment, the NV center is first ini-
tialized to the ms = 0 ground state by a 10-μs green laser
pulse (λ = 532 nm). This is followed by the application of
two resonant optical fields for CPT and the detection of fluo-
rescence from the NV center. To avoid NV ionization due to
the resonant optical excitation, we limit the CPT and the fluo-
rescence detection to a duration of 100 μs before reinitializing
the NV with a 10-μs green laser pulse. Numerical calculations
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FIG. 2. (a), (b) Estimations (blue solid line) of the fluctuations in ωB/2π obtained with the OU-Bayesian and the average count estimators,
respectively, along with the actual fluctuations (red dashed line). (c), (d) A closer look at the results in the dashed-line boxes in (a) and (b),
respectively, along with the corresponding photon counts (orange dots) per updating interval.

of the real-time estimation are carried out in a FPGA in a
Keysight M3302A card, which also contains a digitizer and
an arbitrary waveform generator (AWG). The digitizer tallies
the photon counts per update time interval, and the AWG
outputs the corresponding estimation. The overall process for
generating a single update takes about 7 μs. We thus set the
updating time interval to be τ = 10 μs. Considerably shorter
overall latency time (for example, as short as 10 ns) can be
realized with much faster and commercially available FPGAs
and electronic instruments. Details of the experimental setup
are presented in the Supplemental Material [26].

Figures 2(a) and 2(b) show, as an example, estimations
obtained with the OU-Bayesian estimator (which takes into
account the statistical properties of the OU process) and with
the average count estimator, respectively, as well as a direct
comparison between the estimations and the actual frequency
changes. For these experiments, we used σ/2π = 2.2 MHz,
τc = 5 ms, and an average photon count rate of 5400 per
second. The Raman detuning or the bias was set to (δ −
〈ωB〉)/2π = 4 MHz (the choice of the bias will be discussed
in detail later). As can be seen from these figures, estimations
obtained with the OU-Bayesian estimator closely follow the
actual field dynamics, whereas estimations obtained with the
average count estimator exhibit large deviations from the ac-
tual frequency changes for extended periods of time.

To further highlight the differences between these two es-
timators, we compare estimations obtained in relatively short
durations [marked by the dashed-line boxes in Figs. 2(a) and

2(b)] with the corresponding time series of photon counts.
Figure 2(c) shows that the OU-Bayesian estimator can effec-
tively update the dynamics of the frequency change in real
time with the detection of just a single photon. A relatively
small amount of information is acquired if no photons are
detected. The sawtooth-type estimations observed in Fig. 2(c),
which are directly correlated with the detection of single pho-
tons, correspond to the updating that takes place at the level
of single detected photons. Note that an earlier study has used
the complete CPT spectrum of a single NV for the sensing
of the magnetic fluctuations induced by the nuclear spin bath
[13], for which it takes about 100 detected photons to obtain
a single estimation.

In comparison with the OU-Bayesian estimator, the av-
erage count estimator is susceptible to photon number shot
noise, which leads to large spikes in the estimations observed
in Fig. 2(b). The asymmetry in the spikes is in part due to
the choice of the Raman bias, which is considerably smaller
than the halfwidth of the CPT spectral response. As can be
seen from Fig. 2(d), there is also a large delay between the
estimation and the actual frequency change due to the rela-
tively long τa used. Note that significantly increasing τa and
thus y(a)

n leads to reduced fluctuations in the estimation but at
the expense of time resolution. Average count estimators can
work well for the sensing of static signals. For example, elec-
tromagnetically induced transparency (EIT), which is closely
related to CPT, of an ensemble of NV centers has been used
successfully for static sensing [33].
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FIG. 3. (a) Comparison of estimation variances obtained with
OU-Bayesian, simple Bayesian, and average count estimators as a
function of τc. (b) Comparison of the estimation variances obtained
with the OU-Bayesian estimator with the corresponding simulated
values, for which a charge initialization fidelity of 100% (dotted
line) and 75% (solid line) is assumed. The dashed line shows the
calculated CRLB. Experimental parameters used are the same as
those for Fig. 2, unless otherwise specified.

For a quantitative analysis of the estimations, we have
examined the estimation variance defined as Var[x̃n] =
〈(x̃n − xn)2〉 and in particular 〈(x̃n − xn)2〉/σ 2, denoted as
Var/σ 2. We have also carried out detailed comparisons
between the estimation variances obtained from the exper-
imentally observed time series of photon counts and those
obtained from the theoretically simulated time series of pho-
ton counts. The theoretical model used for the simulations has
been presented in our earlier study [20] and is also discussed
in detail in the Supplemental Material [26]. For sensing of a
time-varying signal with a given distribution, the estimation
performance averaged over the entire distribution rather than
that at a single point is important. In this regard, the sensing
sensitivity as defined for static sensing is no longer applica-
ble. Instead, we use the estimation variance as an effective
measure of the sensing performance [34].

Figure 3(a) plots Var/σ 2 as a function of τc and compares
the relative variances obtained with the OU-Bayesian esti-
mator, the average count estimator, and the simple Bayesian
estimator, which takes no account of the statistical properties
of the OU process. As expected, the variances for both the
average count and the OU-Bayesian estimators decrease with

increasing τc. Nevertheless, Var/σ 2 for the average count
estimator is far above 1 when τc is near 1 ms and only falls
slightly below 1 when τc approaches 10 ms. In comparison,
Var/σ 2 for the OU-Bayesian estimator remains significantly
below 1 when τc approaches 1 ms.

It should be noted that with Var/σ 2 ≈ 1 for the range of
τc used in Fig. 3(a), the simple Bayesian estimator essen-
tially provides no information on the time-varying field. As
shown in our earlier theoretical study [20] and confirmed in
additional experiments, estimations obtained with the simple
Bayesian estimator quickly converge to the average value,
with x̃(t ) ≈ 0.

Figure 3(b) compares the experimentally observed vari-
ances with the corresponding simulated variances. Both
variances were obtained with the OU-Bayesian estimator. We
found that the experimentally observed variances are con-
siderably greater than the simulated variances, for which a
perfect charge initialization for the negatively charged NV
center is assumed. A detailed analysis shows that for our
experiments, the charge initialization fidelity is about 75%
[26]. Including the nonideal charge initialization in the model
(see Sec. 3.5 in [26]) yields a good agreement between the
experiment and the simulation. Figure 3(b) also shows that
the experimentally observed variance is considerably above
the calculated CRLB (see [20] for a detailed discussion on
the calculation of the CRLB). Theoretically, CRLB can be
reached only when the relevant CPT spectral response is linear
or quadratic, which is not the case for the actual experiment.

The estimation variances depend on the choice of CPT
parameters, especially the bias. Figure 4(a) shows Var/σ 2

obtained with the OU-Bayesian estimator as a function of the
bias, with other experimental conditions the same as those
used for Fig. 2(a). As expected, the estimations become inef-
fective when the bias approaches 0 (i.e., near the bottom of the
CPT dip), in agreement with the theoretical expectation. The
estimations also perform poorly when the bias significantly
exceeds the halfwidth of the CPT dip. Note that near the wings
of the CPT dip, effects of hyperfine splitting of the relevant
spin states, which are not included in the theoretical model,
become important, leading to the observed variances that are
larger than the simulated values, as shown in Fig. 4(a).

The sensitivity and range of the real-time sensing process
also depend on the CPT parameters. In particular, there is
a tradeoff between the largest and the smallest frequency
changes that can be sensed via a CPT process. The smaller
the CPT linewidth, the more sensitive the CPT-based sensing
process becomes, whereas the CPT linewidth sets the range of
the sensing process. Figure 4(b) shows Var/σ 2 obtained with
the OU-Bayesian estimator as a function of σ , with other ex-
perimental conditions the same as those used for Fig. 2(a). For
relatively small σ , Var/σ 2 increases with decreasing σ and
goes above 1 when σ /2π falls below 0.5 MHz. In this case, the
large CPT linewidth (11.6 MHz as mentioned earlier) used in
the experiment limits the sensitivity of the real-time sensing
process. The experimental results are in good agreement with
the simulated values, as shown in Fig. 4(b).

We can further improve the sensitivity of the real-time
sensing process by reducing the CPT linewidth. For example,
polarizing the 14N nuclear spin with optical pumping avoids
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FIG. 4. (a) Estimation variances obtained with the OU-Bayesian
estimator as a function of the bias (i.e., Raman detuning). (b) Estima-
tion variances obtained with the OU-Bayesian estimator as function
of σ . The solid lines in both figures show the corresponding simu-
lated values.

the complication of hyperfine splitting [35]. The use of iso-
topically purified diamond reduces dephasing induced by the
nuclear spin bath and can lead to a CPT linewidth less than
1 kHz [36]. Additional improvements in the overall sensing
performance can also be achieved through better charge ini-
tialization, for example, through the use of real-time control
techniques [37].

In summary, we have demonstrated real-time magnetom-
etry using dark states in a NV center by estimating the
time-varying magnetic field from the corresponding time se-
ries of photon counts in a CPT setting. A Bayesian estimator,
which takes advantage of the statistical properties of the
time-varying field, can effectively update the dynamical in-
formation of the field with the detection of a single photon. It
should be noted that traditional time-resolved measurement
techniques that rely on statistical averages can be used for
obtaining statistical parameters needed for the OU-Bayesian
estimator, though most of these techniques are not suitable for
directly probing real-time behaviors at the nanoscale.

Real-time magnetometry using a single solid-state spin can
add a new and powerful tool to quantum sensing. While a
NV center has been used as a model system for the proof-
of-principle demonstration, the real-time magnetometry can
be extended to other solid-state spin systems [38]. The mag-
netometry can be used for studies of time-varying magnetic
fields in a variety of systems at the nanoscale, for example,
nuclear spin baths [13,20,39] and two-dimensional semicon-
ductors [40,41]. Combining real-time sensing with feedback
control also opens new avenues, such as protecting a spin
qubit from the fluctuating magnetic environment via feedback
control [9,13].

This work is supported by the ARO MURI through Grant
No. W911NF-18-1-0218.
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