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Dipolar Bose-Hubbard model in finite-size real-space cylindrical lattices
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Recent experimental progress in magnetic atoms and polar molecules has created the prospect of simulating
dipolar Hubbard models with off-site interactions. When applied to real-space cylindrical optical lattices, these
anisotropic dipole-dipole interactions acquire a tunable spatially dependent component while they remain
translationally invariant in the axial direction, creating a sublattice structure in the azimuthal direction. We
numerically study how the coexistence of these classes of interactions affects the ground state of hard-core
dipolar bosons at half filling in a finite-size cylindrical optical lattice with octagonal rings. When these two
interaction classes cooperate, we find a solid state where the density order is determined by the azimuthal
sublattice structure and builds smoothly as the interaction strength increases. For dipole polarizations where
the axial interactions are sufficiently repulsive, the repulsion competes with the sublattice structure, significantly
increasing entanglement and creating two distinct ordered density patterns. The spatially varying interactions
cause the emergence of these ordered states in small lattices as a function of interaction strength to be staggered
according to the azimuthal sublattices.
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I. INTRODUCTION

The Bose-Hubbard model has generated significant interest
as a simple model to produce a quantum phase transition
between Mott insulator and superfluid states which can be
simulated by ultracold atoms with short-range interactions in
optical lattices [1–3]. The development of optically trapped
systems with dipolar interactions, such as magnetic atoms
[4–6], polar molecules [7–13], and Rydberg atoms [14–16],
has drawn attention to more complex models. In particular,
dipolar bosons with long-ranged and anisotropic dipole-dipole
interactions can additionally simulate extended Bose-Hubbard
models featuring off-site interactions [5], which are predicted
to stabilize density-wave and supersolid phases [17–25]. The
production of curved trap geometries, such as ring traps
and lattices [26–30], combined with the anisotropy of the
dipole-dipole interaction also allows the possibility of spa-
tially varying interactions, as studied for gases in ring, torus,
and spherical-shell potentials [31–36] and for bosons in a
discrete octagonal-ring lattice [37], which leads to density
modulation imposed directly by the interaction variation.

Following proposals for short real-space cylindrical optical
lattices [38], we numerically investigate a finite-size extended
Bose-Hubbard model which uses the cylindrical lattice geom-
etry to create spatially varying interactions. The addition of
the translationally invariant axial interactions between rings
causes tunable cooperation and competition between sponta-
neous ordering and sublattice-imposed ordering. Modifying
the dipole polarization direction changes the magnitude of
the spatial variation of interactions in the azimuthal direction
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while tuning the sign and magnitude of the axial interactions.
For attractive axial interactions, the ground-state behavior
is determined by the strength of the sublattice ordering in
the azimuthal direction in creating its own density-wave pat-
tern, which is qualitatively similar to the single octagonal
ring. The cylindrical geometry demonstrates richer physics
when the dipole polarization is angled far from the cylinder
axis and repulsive axial interactions frustrate the sublattice
structure, leading to greater entanglement and importance of
next-nearest-neighbor interactions.

This paper is arranged in the following manner: In Sec. II
we introduce the lattice Hamiltonian for a hard-core cylindri-
cal dipolar Bose-Hubbard model and describe our numerical
calculations and order parameters for the specific case of oc-
tagonal rings. In Sec. III we present our numerical results for
the finite-size “phase diagram” of the octagonal-prism system
and describe the ground states. In Sec. IV we study three
different transitions from Sec. III at varying cylinder lengths.
In Sec. V we discuss extensions to this model and comment
on its possible physical realization.

II. HAMILTONIAN

A schematic of a polarized boson in the cylindrical lattice
is shown in Fig. 1(a). The cylindrical lattice sites are specified
by their axial index z and azimuthal index c. In this model,
polarized bosons are able to hop between adjacent sites in two
directions: along the cylinder axis, denoted by the black lattice
lines in Fig. 1(a), or around the ring of the cylinder, denoted
by the dashed lattice lines. The bosons are all polarized in
the same direction and interact due to the dipole-dipole inter-
action (DDI). We consider the hard-core limit, in which the
bosons have such strong on-site repulsion that there can only
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FIG. 1. (a) Cylindrical lattice formed by 13 octagonal rings giv-
ing the parameters Lz = 13 and Lc = 8. The separations between
adjacent sites along the axis and around the ring are denoted by rz

and rc, respectively. A single boson, represented by the larger sphere,
occupies one of the lattice sites. Its dipole moment d̂, shown by the
single-headed arrow, is polarized in the x − z plane at an angle θ

to the z axis. (b) A single ring of the lattice, showing azimuthal
angle φ and Lc = 8 sites labeled by their c coordinate. The two
sublattices (named polar and equatorial) are denoted by white and
black spheres, respectively. The different nearest-neighbor in-plane
separation vectors are labeled. (c) Relative dipole-dipole interaction
strengths between nearest-neighbor (solid lines) and next-nearest-
neighbor (dashed lines) sites as a function of polarization angle θ .
Each interaction has two markers as a visual aid. Domain is split by
black vertical lines into three regions (I, II, III) according to the qual-
itative ordering mechanism and ground state at strong interaction.
Zero interaction strength is shown by the black dotted line.

be zero or one particle per site. This means the Hamiltonian is

H = − J
∑

〈(z1,c1 ),(z2,c2 )〉
b̂†

z1,c1
b̂z2,c2 + H.c.

+ V

2

∑
(z1,c1 )�=(z2,c2 )

ν(z1,c1 ),(z2,c2 )n̂z1,c1 n̂z2,c2 , (1)

where H.c. means Hermitian conjugate, zk, ck denote the
axial and azimuthal coordinates of site k, 〈(z1, c1), (z2, c2)〉
are neighboring sites, b̂ is the hard-core boson annihilation
operator such that b̂2 = (b̂†)2 = 0, n̂ = b̂†b̂ is the on-site
density, J is the tunneling amplitude, V is the overall
dipole-dipole interaction strength, and ν(z1,c1 ),(z2,c2 ) is a fac-
tor describing the distance decay and orientation dependence
of the interaction. which is given by ν(z1,c1 ),(z2,c2 ) = (1 −
3 cos2 (α(z1,c1 ),(z2,c2 ) ))/r3

(z1,c1 ),(z2,c2 ), where r(z1,c1 ),(z2,c2 ) is the
distance between two sites, and α(z1,c1 ),(z2,c2 ) is the angle
between the common dipole polarization direction and the
separation vector of these sites. We have assumed that the
tunneling amplitude J is equal around the cylinder and along
the axis, and we express all energies in units of J throughout
the rest of the paper, which is equivalent to setting J = 1 in
Eq. (1).

The important property of the curved surface of the
cylindrical optical lattice is that the three-dimensional (3D)

separation vector between sites with a given displacement
along the two-dimensional (2D) lattice surface depends on
the azimuthal coordinate c. Due to the angular dependence
of the dipole-dipole interaction, this means the DDI changes
magnitude and sign around cylinder ring.

A. Numerical calculations

While this Hamiltonian offers a wide class of models,
we focus on a specific realization for concreteness in our
numerical calculations. We assume that the lattice spacing
between adjacent sites on around the ring of the cylinder is
equal to the spacing along the axis (rc = rz = 1). We consider
a cylinder made of octagonal rings (Lc = 8), which is aligned
along the z direction and oriented with respect to the in-plane
x and y axes as shown in Fig. 1(b). We note that for fixed
Lc, the thermodynamic limit is Lz → ∞ and is therefore one
dimensional.

We constrain the dipole polarization to the x-z plane
and parametrize it using the angle 0 � θ � π

2 , where θ =
0 corresponds to polarization in the z direction and θ = π

2
corresponds to the x direction. The strengths of the nearest-
neighbor and next-nearest-neighbor dipole-dipole interactions
are shown as a function of θ in Fig. 1(c). There are four differ-
ent nearest-neighbor and five different next-nearest-neighbor
interactions due to the curvature of the lattice in the x-y plane
compared to a square lattice, which has at most two differ-
ent nearest-neighbor and two different next-nearest-neighbor
interactions for a given polarization angle. With polarization
confined to the x-z plane, the spatial variation of interactions
when θ �= 0 creates two sublattices of inequivalent sites on
each ring which we label “polar” and “equatorial,” as denoted
in Figs. 1(a) and 1(b). Both classes of sites connect to lattice
vectors in the â and ẑ directions, but the polar sites addition-
ally connect to lattice vectors in the x̂ direction while the
equatorial sites connect to lattice vectors in the ŷ direction,
meaning the equatorial sites experience more repulsive dipo-
lar interactions. While the dipole-dipole interaction in Eq. (1)
in principle causes interactions between all pairs of sites,
we include only the interactions up to next-nearest-neighbor,
shown in Fig. 1(c) for numerical reasons, noting that the
interactions decay quickly with distance.

For numerical reasons and to investigate the effect of the
cylinder edges, we first focus on the ground-state behavior as
a function of interaction strength and polarization direction
for systems with a small number of sites in the axial direction
(10 � Lz � 16) in Sec. III. Unless stated, we present results
for Lz = 13 because we find that certain ordered states are less
disrupted by the cylinder edges. For simplicity, we perform
our calculations with fixed particle number N , which is set
to half the number of sites N = NH = LzLc

2 unless stated. In
Sec. IV we present results for varying Lz with the same fixed
filling fraction.

We use the density matrix renormalization group (DMRG)
algorithm to approximate the ground state of the system
[39,40] using matrix product states (MPS) of bond dimensions
χ � 6400 [41,42], implementing the numerics in the ITen-
sor library [43]. We include further numerical details in the
Appendix, Sec. A.
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B. Observables

To categorize the ground states we extract physical quan-
tities from our numerical results. Firstly, to investigate
density-wave states, we use density-density correlations
〈n̂z=z1,c=c1 n̂z=z1+�z,c=c1+�c〉, where we map c to values 1 �
c � Lc using the periodic boundary conditions if c1 + �c >

Lc. For a given displacement {�z,�c}, we take the average
density-density correlation for all such pairs of sites in the
“bulk,” which we define by removing three rings from both
edges, and normalize using the formula

M�z,�c =
∑

{z1,c1}〈n̂z1,c1 n̂z1+�z,c1+�c〉 − nbn2
0

nbn2
0

, (2)

where {z1, c1} is a site where both (z1, c1) and (z1 + �z, c1 +
�c) are in the bulk, nb is the number of such pairs of sites, and
n0 is the average density on the included sites (z1, c1). This
means that M�z,�c takes the value 1(−1) if the presence of
a particle on site (z1, c1) implies the presence(absence) of a
particle on site (z1 + �z, c1 + �c), while it is zero if there is
no correlation. We also define sublattice-resolved versions of
the M0,4 parameter, where M0,4,P(M0,4,E ) is calculated using
only pairs of sites on the polar(equatorial) sublattice.

Additionally, we look for a large population fraction in the
dominant bosonic orbital and intersite correlations which de-
cay polynomially with distance in the ẑ direction as signatures
of a superfluidity. These quantities are accessible numerically
through the eigenvalues and elements of the one-body den-
sity matrix 〈b̂†

z1,c1
b̂z2,c2〉, respectively. While the population

fraction in the dominant bosonic orbital vanishes in the one-
dimensional thermodynamic limit for hard-core bosons, its
slower decay with system length in the superfluid state (even
in a strictly one-dimensional chain [44,45]) than in the solid
state (∝ L−1

z ) offers contrast in finite-length systems. For a
clearer distinction, we define the difference δe between the
population fractions in the largest two modes, which would
give δe = 1 in a perfect condensate and δe = 0 in a solid [46].
Again, we define sublattice-resolved versions of this quantity,
where δe,E (δe,P) denotes the difference in population fraction
on the polar(equatorial) sublattice between the two modes
with the greatest population on that sublattice.

A useful quantity accessible to MPS is the Von Neumann
entanglement entropy across a lattice bipartition. This is cal-
culated using the formula

Sent = −
χ∑

ν=1

|λν |2 ln(|λν |2), (3)

where λν are the coefficients of the Schmidt decomposition
(of which at most the largest χ are kept in the MPS). Peaks in
entanglement entropy can be used to pinpoint transitions be-
tween superfluid and density-wave states without choosing the
order parameters for the phases in advance [46–48]. The first
derivative of entanglement entropy (and other entanglement
measures) has also been used to locate transitions which do
not feature discontinuities in order parameters [49–51]. The
bipartition we use cuts the lattice across the axis into subsys-
tems of as equal length as possible, which for Lz = 13 means
subsystems of six and seven rings, respectively (i.e., one sub-
system contains all sites with 1 � z � 6). While observing the

(b) (c)

(a)

SS PS

TU

RS

0

1(d) (e)

FIG. 2. (a) Finite-size phase diagram of model. Unfilled mark-
ers show calculated finite-size transition points, while black lines
join neighboring markers as a guide to the eye (the boundary be-
tween the PS and TU regions is marked in a dash-dotted line to
indicate that the transition is not sharp). Filled triangle shows the
value of θ for transition from SS to PS as V → ∞. Quantitative
order parameters are plotted for the dashed lines at θ = {0, π

4 , π

2 }
in Fig. 3 and for the dotted lines at V = {2, 4} in Fig. 4. Black
square markers on the θ axis mark the boundaries between regions
I, II, and III. (b)–(e) Expectation value of on-site density for solid
ordered states using the common color scale shown next to (e).
Arrows point towards the corresponding parameters in (a) marked by
asterisks.

Von Neumann entanglement entropy is experimentally chal-
lenging, we note that the second-order Renyi entanglement
entropy (which provides a lower bound for Sent) has been
measured in Bose-Hubbard systems in optical lattices [52].

III. GROUND-STATE DIAGRAM

This model supports a number of qualitatively different
ground states as a function of the interaction strength V and
polarization direction θ , which are shown in Fig. 2. We incre-
ment V in steps of 0.1 and θ in steps of 0.01π

2 to identify all
features in Fig. 2(a). The quantitative behavior of the observ-
ables along a number of cuts across this diagram is shown in
Figs. 3 and 4. To summarize the states which we quantitatively
analyze, we show the expected values of the observables in
Table I, although we emphasize again that δe is expected to
vanish slowly in the one-dimensional thermodynamic limit.
The physics of each state and the processes to locate finite-size
phase boundaries are described in this section.

For weak dipole-dipole interaction, the tunneling energy is
the most important, leading to a tunneling-dominated (TU)
ground state with a large population fraction in a single
bosonic orbital and weak density modulations. At θ = 0, this

053301-3



MICHAEL HUGHES AND DIETER JAKSCH PHYSICAL REVIEW A 105, 053301 (2022)

(b)

(a)

FIG. 3. Physical parameters for θ = 0, π

4 , and π

2 as a function
of V corresponding to the black dashed lines in Fig. 2(a). (a) Sent

on the left-hand y axis and δe on the right-hand y axis. (b) Solid
order parameters M�z ,�c . Any transition lines from Fig. 2(a) which
are intersected by these graphs are denoted with the corresponding
marker.

state demonstrates polynomial decay of correlations which
indicates superfluidity, while this quantitative relationship is
gradually lost at higher θ as small density modulations and
greater entanglement emerge. For strong dipole-dipole in-
teraction, the particles are fixed in position and the ground

(a)

(b)

FIG. 4. Physical parameters for V = 2 and V = 4 as a function
of θ corresponding to the dotted lines in Fig. 2(a). (a) Sent on the left-
hand y axis and δe on the right-hand y axis. (b) Solid order parameters
M�z ,�c . A dotted black line at M�z ,�c = 0 is added as a guide to the
eye. Any transition lines from Fig. 2(a) which are intersected by these
graphs are denoted with the corresponding marker. The boundaries
between regions I, II, and III are denoted by black square markers on
the θ axis.

TABLE I. Expected values of physical parameters in quantita-
tively analyzed states for finite-length systems.

δe Sent M�z=0,�c=2 M�z=0,�c=4

TU >0 >0 ≈0 ≈0
SS 0 0 +1 +1
PS 0 0 −1 +1
DC 0 0 0 −1

state forms different solid orderings depending on θ , which
are favored in the regions denoted I, II, and III in Fig. 1(c),
respectively.

A. Region I

For low θ (region I), the spatial dependence of interactions
is weak (nonexistent at θ = 0) and the physics is similar to a
flat square-lattice Bose-Hubbard model with dipole polariza-
tion along one of the lattice vectors [53,54]. The dipole-dipole
interaction is attractive between rings and repulsive within
rings, meaning that the particles line up along the z axis in
a “stripe solid” (SS) state at strong interaction [Fig. 2(b)]. In
the one-dimensional thermodynamic limit, the only symme-
try broken by the TU-SS transition is a discrete sublattice
symmetry, meaning the transition is expected to be second
order.

This transition is characterized by the dramatic increase in
solid order and decrease in δe as a function of V , as seen in
Fig. 3(a) for θ = 0. This coincides with the peak in Sent that we
use to determine the boundary, which is marked with circles
in Fig. 2(a). Sent takes a low value on the solid side of the
phase transition, because DMRG favors the two product states
in the twofold-degenerate ground-state subspace over their
entangled superpositions [55], while the TU has significant
entanglement entropy because it has local density fluctuations
while the global particle number is conserved [56].

B. Region II

Moving into region II, the attractive sum of the next-
nearest-neighbor interactions within the “polar” sublattice
overcomes the repulsive interactions in the 	x direction, caus-
ing the particles to occupy only the polar sublattice. Due to
edge effects, the polar sites at c = 2, 7 on the first ring (z = 1)
and c = 3, 6 on the final ring (z = Lz) are most vulnerable to
reduced occupation due to finite tunneling out of all nominally
occupied sites. Unlike the stripe solid which occupies one of
two degenerate sublattices spontaneously, the “polar stripe”
(PS) [Fig. 2(c)] occupies the single sublattice, which has
lower energy due to the spatially varying Hamiltonian. This
is similar to the density-wave states seen in Bose-Hubbard
models with alternating potentials on a square lattice [57–59],
although here the sublattice structure is imposed by the dipolar
interactions rather than an external potential.

As a result, the TU-PS transition does not break a dis-
crete sublattice symmetry and has gentler changes in order
parameters than the TU-SS transition, as shown in the θ = π

4
lines in Fig. 3 and the V = 4 lines in Fig. 4, similar to
the transition between a Mott insulator and a superfluid in
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extended Bose-Hubbard models on square lattices [60]. Un-
like the other solid-tunneling transitions in this model, it is
not accompanied by a peak in Sent but still features an increase
in Sent and the occupation of the lowest bosonic orbital and a
decrease in the magnitude of the density-density correlation
order parameters.

While the transition is very smooth for small systems, we
determine the nominal boundary in Fig. 2(a) by locating the
sharpest changes in the order parameters and wave function.
Specifically, for fixed θ we place a diamond marker at the
value of V for which − ∂Sent

∂V , calculated using the central
difference method, reaches a local maximum. These markers
coincide (within our minimum V increment of 0.1) with a
local minimum in the absolute value of the inner product
between equally spaced neighboring ground-state wave func-
tions, indicating a local maximum of the fidelity susceptibility,
which has also been used to pinpoint transitions [48,61–63].
A more precise description of this transition is enabled by the
larger cylinder lengths studied in Sec. IV B.

The transition from the SS to the PS is found through an
abrupt change as a function of θ in the density-density corre-
lation order parameter M�z=0,�c=2, as defined in Eq. (2). This
identifies the transition, because in the SS(PS), the presence
of a particle on a given site implies the presence(absence) of a
particle two sites further around the ring of the cylinder. The
M�z=0,�c=4 order parameter is unaffected by this transition, as
are Sent and δe. This is shown in the V = 4 lines in Fig. 4.

For a cylinder of infinite length in the axial direction and
DDI truncated to next nearest neighbor, this transition should
happen at θ ≈ 0.307π

2 when V 
 J , while for Lz = 13, edge
effects favor the SS and push the transition to θ ≈ 0.314 π

2
(calculation details in Appendix, Sec. B), which is consistent
with our numerical results for V = 6 which show the SS at
θ = 0.31π

2 and the PS at θ = 0.32 π
2 . For lower values of V ,

this transition can happen at a slightly larger value of 0.32 π
2 �

θ � 0.33π
2 , as the SS is favored by tunneling at the lattice

edges. The lowest value of θ for which the PS (rather than the
SS) is found is recorded as the transition point and is denoted
by the triangular markers in Fig. 2(a).

C. Region III

Moving into region III at θ � 0.65π
2 , there are attractive

interactions in the x̂ and â directions, while the interactions be-
tween rings are repulsive. Although the attractive interactions
within the rings favor the polar sublattice even more strongly
than in region II, the repulsive interactions along the axis repel
particles to the cylinder edges and penalize occupying the
polar sublattice on neighboring rings.

At weak interaction, the TU state maintains its weak
density modulations in the bulk but smoothly acquires signif-
icantly increased Sent as shown in Fig. 4(a), as the frustration
caused by the axial repulsion induces large density-density
correlations, particularly for the polar sites. At strong in-
teraction, region III features states where occupation of the
dominant bosonic orbital is suppressed, even in small systems,
by dipolar interactions but which are often difficult to cate-
gorize in a finite-size system due to edge effects preventing
density order. We denote this set of ground states as a “re-
pulsive solid” (RS) after the repulsive axial interactions and

0

1

(a)

(b) (c)

FIG. 5. Further detail for θ = π

2 . (a) Sublattice-resolved orbital
occupation and solid order parameters as a function of V . Vertical
black dotted lines denote V = 3.4 and V = 3.6, for which the on-site
density is plotted in (b) and (c), respectively. Plots (b) and (c) use the
color scale shown next to (c).

now describe the states within it which do demonstrate regular
order.

At θ = π
2 , the repulsion between rings creates a “dual

checkerboard” (DC) [Fig. 2(e)] in which either c ={1,2,3,4}
or c ={5,6,7,8} are occupied on alternate rings. The emer-
gence of the DC as V increases is more complicated than for
the other solid states, as highlighted in Fig. 5. A different type
of ordering [shown in Fig. 5(b)] emerges from the edges of the
cylinder at intermediate values of V ≈ 3 before the transition
to the DC, featuring large occupation of the polar sublattice
on alternate rings while the leftover particles are able to tunnel
through the other sites. Even for odd system lengths Lz which
are the most suited to this partial density ordering, the order
does not fully penetrate the bulk of the system before the DC
becomes favored at stronger interaction.

The transition to the DC is much sharper on the polar
sublattice than the equatorial sublattice for Lz = 13, as shown
in Fig. 5(a). The occupation difference of the two dominant
modes on the polar sublattice vanishes abruptly as the DC is
formed (similar to the TU-SS transition in region I), while the
suppression of the dominant bosonic orbital is more gradual
on the equatorial sublattice (similar to the TU-PS transition in
region II). The polar sublattice also acquires the DC solid or-
der more sharply than the equatorial sublattice. This example
shows how the spatially varying interactions lead to distinct
transition sharpness between the two sublattices in finite-size
systems.

The only other clear qualitative ordering within region III is
the diagonal solid (DS) family of states, for which the Lz = 13
example is shown in Fig. 2(d). These states emerge as the
repulsive axial interactions break apart the PS in the bulk into
blocks of four or six occupied sites. The bosons which are
moved from the polar sublattice to the equatorial sublattice
attach themselves to these blocks in a diagonal pattern, which
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is set by the fact that the next-nearest-neighbor interaction
along â + ẑ is more attractive than the interaction along â − ẑ
for 0 < θ < π

2 .
Because uniform states with blocks of four or six occupied

polar sites have a similar energy in this parameter range (see
Appendix, Sec. C), the existence of bulk periodicity (or even
a qualitative DS state itself) is very sensitive to edge effects
which constrain the total block lengths and the number of
repulsive interactions between the blocks. While the shown
example (Lz = 13) includes both block lengths, our numerical
results suggest Lz = 10 and Lz = 16 favor blocks of four for
certain values of θ , which gives a state with a periodicity of
three sites in the axial direction. We find that edge effects
reduce the stability of this family of states to tunneling for
Lz = 12 and 14, although the qualitative pattern survives for
certain values of θ . As with the DC, a higher value of V is re-
quired to suppress tunneling on the equatorial sublattice than
the polar sublattice. Although its experimental observation
would likely be very challenging due to susceptibility to edge
effects, the DS state shows how the sublattice structure, which
creates competition between nearest-neighbor interactions
when the axial interactions are repulsive, increases the impor-
tance of the next-nearest-neighbor interactions to the density
ordering.

We now describe how these two ordered states fit within
the RS region. Qualitatively, increasing θ within region III at
strong interaction first splits the PS into progressively smaller
blocks which then form DS order within the bulk if allowed by
edge effects. For Lz = 13, we find the DS exists for 0.72 π

2 �
θ � 0.76π

2 . Our numerical results subsequently interpolate
from the DS to the DC via a series of states which show
domains of both orders which the DC increasingly dominates,
although the specific density pattern is highly sensitive to
both edge effects and polarization direction and is difficult
to categorize by solid order. The unifying feature of this re-
gion which distinguishes it from the TU is the reduction of
condensation and entanglement due to strong density-density
interactions. We therefore focus our quantitative analysis to
marking a boundary between this repulsive solid (RS) and
the TU using local maxima of Sent which are accompanied
by decreases in δe. We denote this boundary with five-pointed
star markers in Fig. 2(a).

It should be noted that the sharpness of this transition is
reduced due to the greater tunneling on the equatorial sub-
lattice, as well as the fact that the solid order itself is not
always well defined in this region. This is shown in the V = 4
lines in Fig. 4, where the sharp fall in Sent requires a slightly
lower value of θ than the abrupt fall in M0,4 which signifies
the emergence of DC order. This behavior contrasts with the
TU-SS transition in region I, where all physical parameters
change together sharply.

IV. FINITE-SIZE SCALING

In this section we vary Lz to investigate the physics of the
TU-SS, TU-PS, and TU-DC transitions in regions I, II, and
III, respectively. We keep θ fixed at three separate values and
vary V in smaller increments across the transitions.

(a)

(b)

FIG. 6. Finite-size scaling data for TU-SS transition at θ = 0.
(a) Binder cumulant USS against rescaled interaction strength for
ν = 0.76. Inset shows USS against V . (b) Rescaled square magneti-

zation L
( 2β

ν )
z 〈m2

SS〉 against rescaled interaction strength for β = 0.08.
Inset shows original square magnetization 〈m2

SS〉 against interaction
strength. Markers for different Lz are plotted according to the legend
in (a).

A. TU-SS transition

To study the TU-SS transition in region I, we fix θ = 0.
To identify the transition point VTU-SS, we use the stripe
“magnetization” operator m̂SS = 2

LzLc

∑
z,c(−1)c(n̂z,c − 1

2 ),
which takes the values ±1 in the SS state, depending on
which of the two degenerate ground states is present. From

this we use the Binder cumulant [64] USS = 1
2 (3 − 〈m̂4

SS〉
〈m̂2

SS〉2 ),

which increases from 0 to 1 at the TU-SS transition with
increasing sharpness for larger systems. The crossing points
of the Binder cumulants as a function of V converge quickly
with increasing system size to VTU-SS ≈ 1.46, which is close
to the corresponding transition point found in previous cal-
culations of closely related models on two-dimensional flat
square-lattice models [53,54].

It is expected that the Binder cumulants for varying Lz will
collapse onto each other when plotted against the rescaled

interaction strength L
( 1

ν
)

z (V − VTU-SS), where ν is the critical
exponent for the correlation length. This is shown in Fig. 6(a)
for ν = 0.76. A similar collapse is observed when plotting

L
( 2β

ν
)

z 〈m2
SS〉 against the rescaled interaction strength, where

β is the critical exponent for the magnetization, as shown
in Fig. 6(b) for β = 0.08, where we used the measure in
Ref. [65] to quantitatively determine the values of ν and β

which produced the best data collapse. The data collapse
indicates that the abrupt changes in the behavior of the small
system correspond to a phase transition in the thermodynamic
limit.

B. TU-PS transition

To study the TU-PS transition in region II, we fix θ = π
4 .

In Sec. III we identified this transition by a peak in − ∂Sent
∂V

053301-6



DIPOLAR BOSE-HUBBARD MODEL IN FINITE-SIZE … PHYSICAL REVIEW A 105, 053301 (2022)

(a) (b)

(d)(c)

FIG. 7. TU-PS transition at θ = π

4 for different Lz. (a) χF as a
function of V . (b) ∂Sent

∂V for the same values of Lz shown in (a). Inset
shows Sent as a function of V . (c) ln(χ∗

F ) against ln(Lz ) for both peaks.
The dashed red line is a linear fit for the upper peak data for the seven
largest system sizes Lz = {40, 50, 60, 70, 80, 90, 100}, from which

ν = 0.97 was extracted. (d) Rescaled fidelity susceptibility L
(1− 2

ν )
z χF

against rescaled interaction strength L
( 1
ν )

z (V − VTU-PS) around the
upper peak for the seven largest system sizes.

and a local minimum in the overlap between neighboring
wave functions at V = 4.1. To quantify the overlap between
neighboring wave functions, we use a finite-difference analog
of the fidelity susceptibility per ring [66],

χF = −2 ln(〈ψ (V − δ
2 , θ )|ψ (V + δ

2 , θ )〉)

Lzδ2
, (4)

where δ is the difference in V between the Hamiltonians
from which the ground-state wave functions were calculated.
We note that as Lz increases, a second peak in − ∂Sent

∂V and
χF emerges at V ≈ 3.5 and both peaks become sharper as
Lz increases for both measures, as shown in Figs. 7(a) and
7(b). We note that the total occupation of the polar sublattice
increases monotonically with V through both peaks.

To investigate the critical parameters of this transition, we
study the scaling of the peak value of χF, which we label
χ∗

F . We find that χ∗
F for the upper peak is proportional to

Lα
z as derived for second-order transitions with correlation

length critical exponent ν = 2
α+1 in one dimension [67,68].

From this fit for Lz � 40, we extract ν = 0.97 as shown

in Fig. 7(c). We then find good data collapse for L
(1− 2

ν
)

z χF

against the rescaled interaction strength L
( 1

ν
)

z (V − VTU-PS) as
shown in Fig. 7(d), where we use VTU-PS = 3.953 to obtain
the best fit. We caution that this form of data collapse does
not itself guarantee that the upper peak corresponds to a
second-order bulk transition, as equivalent scaling collapse
has been used to extract ν for other transition types, such as
topological phase transitions [69]. For the peak at lower V , we
find χ∗

F is approximately negatively proportional to 1
ln(Lz ) for

the largest system sizes, which is often observed numerically
for Berezinskii-Kosterlitz-Thouless type transitions [70,71],
although significant finite-size corrections mean even longer
systems would be required to confirm this relationship.

Physically, the peak at lower V corresponds to a reduction
in tunneling at the center of the system, as shown by a re-
duction in both Sent across the centermost partition and the
occupation of the dominant bosonic orbital. For V between
the two peaks, the equatorial density shows small oscillations
as a function of z decaying slowly into the bulk of the cylinder,
which become more noticeable at larger Lz. The peak at higher
V causes minimal changes in the polar density for all rings
except at the edges and coincides with the equatorial density
being confined close to the cylinder edges. While the data
collapse in Fig. 7(d) signals the values of ν and VTU-PS, a full
characterization of the transition at the upper peak remains
open. There are no clear symmetry-breaking order parameters
(such as for the TU-SS transition), as would be expected for a
second-order bulk transition, while we were unable to extract
positive indicators of topologically nontrivial physics from
our numerical results. The importance of the occupation of
the equatorial sublattice at the cylinder edges in creating the
second sharp reduction in Sent (see Appendix D) suggests that
the transition mechanism behind the upper peak is strongly
linked to edge effects.

Overall, we find that the TU-PS transition splits into two
distinct peaks in both − ∂Sent

∂V and χF at large Lz with a narrow
intermediate region. The upper peak appears to be strongly
influenced by the cylinder edges, so it is unclear whether the
upper peak or the intermediate region would exist for peri-
odic boundary conditions in the axial direction. We note that
while the low entanglement in this region enables the DMRG
calculations to reach larger system lengths Lz � 100, such
system lengths may be more experimentally challenging due
to inhomogeneity of the lattice potential in the axial direction
[38].

C. TU-DC transition

To study the TU-DC transition in region III, we fix θ = π
2 .

As the DC state spontaneously breaks a twofold symmetry,
we define the dual-checkerboard magnetization analogously
to the stripe-solid magnetization, using the formula m̂DC =

1
LzLc

∑
z,c(−1)z+� c−1

4 (n̂z,c − 1
2 ). We also define polar and

equatorial sublattice versions of the dual-checkerboard mag-
netization by including only the terms on the relevant
sublattice. We then define the Binder cumulant UDC (and
its sublattice-resolved versions UDC,P and UDC,E) from these
magnetization operators analogously to the TU-SS transition.

We find that UDC increases across the transition more
sharply for larger Lz as expected, as is shown in Fig. 8(a),
as do its polar and equatorial sublattice counterparts shown
in Figs. 8(b) and 8(c). A similar behavior is observed for
Sent in Fig. 8(d), which peaks more sharply and at slightly
larger V for larger Lz. This suggests that this transition would
become sharper in the thermodynamic limit; however the large
entanglement in this region means that confirming this would
require larger-scale numerical calculations.
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(a) (d)

(b) (c)

FIG. 8. TU-DC transition at θ = π

2 for different Lz. (a) Binder
cumulant UDC as a function of V for different Lz according to legend
in (d). The smallest and largest system sizes (Lz = 12 and Lz = 20)
are plotted with dashed and solid lines, respectively, between data
points for clarity. (b, c) Sublattice-resolved Binder cumulants for the
polar and equatorial sublattices, where only the smallest and largest
cylinder lengths are shown for clarity. (d) Sent as a function of V .

V. DISCUSSION

Overall, the octagonal geometry’s spatially dependent in-
teractions lead to richer physics than a flat square lattice
or ring lattice, due to the sublattice structure and enhanced
frustration. The spatial variation of interactions (which is
greater at large θ ) favors the occupation of the polar sublattice
as predicted previously for a single octagonal ring [37], but
the interactions between rings can reinforce (in region II) or
compete with (in region III) this tendency depending on the
sign of the translationally invariant axial interactions.

The system demonstrates varied transition behaviors due
to the spatially modulated interactions. In region I, where the
Hamiltonian is similar to a flat lattice with periodic boundary
conditions in one of the two dimensions, the TU-SS transition
is sharp even in a small system and we were able to estimate
the critical exponents using finite-size scaling. In region II,
where occupation of the polar sublattice is explicitly favored
rather than spontaneously chosen, the solid-tunneling transi-
tion becomes much more gradual even at large system lengths.
Solid order in region III, which has the most extreme spatial
variation of interactions and has significant occupation of both
the polar and equatorial sublattices due to repulsion along
the axis, builds sharply on the polar sublattice and gradually
on the equatorial sublattice in small systems, although we
were unable to confirm whether this sublattice-differentiated
behavior persists in the thermodynamic limit. Spatially diffuse
solid-tunneling transitions in extended Bose-Hubbard models
have previously been predicted due to external mechanisms
such as inhomogeneous trapping potentials [72] and varying
coordination number in quasicrystal lattices [73], but here this
effect is driven entirely by interactions.

Importantly for experimental implementation, we find that
small axial lengths Lz are generally sufficient to characterize
the unusual many-body physics in the bulk of the system
and qualitatively identify the phase transitions, which become
more pronounced for longer systems. Edge effects are most
significant in region III, where particles are repelled to the
edges, with the DS state being particularly vulnerable to
changes in Lz, but they also play a role in the TU-PS transition.

We note that there has been recent interest in simulat-
ing spatially varying lattice Hamiltonians [74] motivated by
the electronic properties of twisted bilayer graphene. This
cylindrical model does not offer spatial variation of the
Hamiltonian in two lattice dimensions or variation that is
incommensurate with the lattice spacing, which prevents
Moiré supercell structure. However, the general concept
of embedding a lower-dimensional system with long-range
anisotropic interactions in a higher-dimensional space may
offer good flexibility to engineer spatially varying Hamiltoni-
ans, particularly for systems built from reconfigurable tweezer
arrays [75].

A. Additional parameters

There are multiple variations of this model which we have
not investigated but would offer distinct physics, such as dif-
ferent separations and tunnelings along the axis and around
the ring, different filling fractions, removal of the hard-core
constraint or dipolar spin models (i.e., particles confined to
lattice sites while interacting using the DDI). The value of Lc

and polarization direction in the x-y plane are also important
for defining sublattices. For example, a nontrivially different
Hamiltonian arises from rotating the polarization by angles
up to φ = π

Lc
and φ = π

2Lc
for even and odd Lc, respectively,

which create up to Lc
2 or Lc inequivalent classes of sites on

each ring, respectively, compared to the highly symmetric
example studied here which contains two inequivalent classes
of site on each ring.

While our numerical results are limited to small ring
lengths Lc, it is worth discussing how the interactions change
in the (two-dimensional) limit Lc → ∞ while maintaining the
equal separation between neighboring sites on the ring and
axis. In this limit the discrete ring site index c can be replaced
by φc describing the (continuous) azimuthal angle of the site.
Unlike the small Lc case we studied, where the interactions
vary considerably between neighboring sites, for infinitely
large Lc the interactions between nearby sites are the same as
for a flat square lattice with lattice vectors ẑ and φ̂ (while the
radial vector R̂ is perpendicular to the lattice surface). Due to
the curved surface, the components of the fixed-space dipole
polarization in these “local” lattice vectors are dependent on
the coordinate φc according to the formula

⎛
⎝

dẑ

dφ̂

dR̂

⎞
⎠ = |d|

⎛
⎝

cos(θ )
− sin(θ ) sin(φc)
sin(θ ) cos(φc)

⎞
⎠. (5)

This means that the infinite-circumference cylinder im-
plements a continuous series of square-lattice dipolar Bose-
Hubbard models joined together with a slowly varying
effective local polarization. For example, if θ = π

2 , the local
dipole-dipole interaction at φc = 0, π is isotropically repul-
sive in the lattice plane, which is known to support density
waves such as checkerboard and star solids, and supersolid
phases [20,46,76]. Meanwhile, the same physical polariza-
tion angle θ causes the polarization to be along the φ̂ lattice
vector at φc = π

2 , 3π
2 , which supports a stripe-density-wave

state [53,54] and a supersolid with the same density order
for soft-core bosons [77–79]. At intermediate θ and φc, the
polarization can point diagonally between ẑ and φ̂ with a
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perpendicular component in R̂ providing isotropic repulsion,
which has recently been shown to support diagonal stripe
and superstripe phases with a 3×3 unit cell driven by next-
nearest-neighbor interactions [80]. For large Lc, the spatially
dependent interactions would enable study of the coexistence
and self-organized interfaces between the local states, which
are supported by given physical values of θ .

B. Physical implementation

We have considered the hard-core limit in which the on-site
repulsion between two bosons (conventionally labeled U in
the Bose-Hubbard model) is sufficiently large that it prevents
double occupation of the sites. This limit is useful to avoid
complications arising at short distances, such as reactions be-
tween polar molecules, but requires strong on-site repulsions.
Short-ranged Bose-Hubbard models need U 
 J to prevent
tunneling from favoring a significant probability of double oc-
cupation of a site, while in the extended Bose-Hubbard model,
double occupation can also be favored by off-site interactions.
To estimate the necessary value of U to exclude double occu-
pation by this mechanism, we note that the greatest reduction
in energy due to double occupancy would occur at θ = 0 by
replacing the hard-core stripes by stripes with two particles on
each site. Using interactions up to next-nearest-neighbor and
ignoring edge effects, the dipole-dipole interaction energy per
particle in the hard-core stripe is −2V . The double-occupancy
stripe would have a larger negative dipole-dipole interaction
energy of −4V per particle but would have an extra energy
penalty due to the on-site repulsion equaling U

2 per parti-
cle. We therefore additionally require U 
 4V in order to
prevent the dipole-dipole interaction from favoring double
occupation. Alternatively, for weak tunneling, the existence
of reactive losses in polar molecules on the same site can
suppress tunneling to occupied sites [8].

The numerical calculations presented do not specifically
account for finite temperature, but to observe superfluid
physics, the tunneling energy must be greater than the thermal
energy. The SS, PS, and DC solid phases require V/J � 2,
4, and 4, respectively, implying V must be greater than 4kBT
in order to observe these solids as well. These estimates are
broadly in agreement with specific finite-temperature calcula-
tions for the corresponding flat lattice model at θ = 0, which
found a similar bound of V � 2kBT for the observation of
the SS [53]. The energy V for 168Er magnetic atoms with
a lattice spacing of 272 nm is around h×34 Hz, suggest-
ing temperatures below 0.4 nK would be necessary for V =
4kBT , compared with temperatures of ≈70 nK in previous
lattice experiments [5]. The dipole-dipole interaction could be
strengthened using Feshbach molecules made from two mag-
netic atoms [81] or with polar molecules which interact using
electric dipole moments. For polar molecules, dipole-dipole
interactions > h×1 kHz are achievable for lattice spacings
of 532 nm, meaning V = 4kBT corresponds to temperatures
below 10 nK, while temperatures of below 60 nK have been
recorded in bulk gases of polar molecules [82,83]. A further
consideration for polar molecules, however, is that the fill-
ing fraction of one boson per two lattice sites investigated
here is greater than recent experiments where 30% of sites
were occupied [12]. While the temperature and filling fraction

requirements are challenging for these platforms, we note
that experimental progress towards improving these aspects
has been rapid, and it is plausible that these requirements
will be within the reach of near future experiments. Lower
temperatures would be needed for the DS, as the next-nearest-
neighbor interactions upon which it relies are a factor of

√
8×

weaker than the nearest-neighbor interactions due to increased
distance.

Another consideration is that the DDI physically acts be-
tween all sites, whereas our numerical calculations truncated
it to next-nearest-neighbor. While shorter-ranged interac-
tions are generally strongest, the long-range tail beyond
next-nearest-neighbor can be qualitatively relevant, especially
when the shorter-range interactions are significantly frus-
trated. We note that the curvature of the lattice decreases
the physical distance between sites which are separated by
>1 site along the azimuthal direction, which increases the
significance of these long-range interactions. Including the
full range of interactions would further stabilize the SS and
PS against tunneling while destabilizing the DC, although the
weaker interactions at longer range are even more affected by
finite temperature.

VI. CONCLUSIONS

We have studied the effect of anisotropic interactions on
a real-space cylindrical optical lattice by numerically inves-
tigating the zero-temperature ground states of a hard-core
dipolar Bose-Hubbard model on a finite-size octagonal-ring
cylinder. Compared to flat lattices, the spatially varying
azimuthal density-density interactions offer an additional or-
dering mechanism which acts either with or against the
translationally invariant axial interactions as controlled by
the polarization direction. We found that this mechanism
can directly set the density-wave order when cooperating
with attractive axial interactions, or accentuate the impor-
tance of next-nearest-neighbor interactions and create highly
entangled states and sublattice-differentiated physics when
competing with repulsive axial interactions.
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APPENDIX A: CALCULATION DETAILS

To map the 2D cylindrical lattice to a 1D matrix product
state, we used a “coil” mapping in which the MPS loops
around each ring successively from c = 1 to c = 8. This
means that neighboring sites along the axis of the cylinder
are separated by Lc sites in the 1D chain, which dramatically
increases the range the interactions in the 1D chain com-
pared to the 2D “physical” lattice. The 2D-to-1D mapping
constrains the possible bipartitions of the MPS that can be
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FIG. 9. 〈n̂z,c〉 for three periods of (a) DS3 and (b) DS4 states.

used to calculate Sent, because the MPS, not only the 2D
lattice, must be split into exactly two parts. For example, this
mapping prevents partitioning the lattice along the cylinder
axis. Mappings which would allow partitions along the axis
would also significantly increase computational cost due to
the physical periodic boundary conditions in the azimuthal
direction.

We use ≈80 DMRG sweeps, of which the majority are per-
formed at low values of χ � 400, to approximate the ground
state of each different Hamiltonian. We increase χ until the
maximum truncation errors in the DMRG sweep reduce to
≈10−6, and the energy change upon increasing χ by over
10% is ≈1 part in 105. While this required χ = 6400 for the
calculations with the greatest entanglement, χ � 2000 was
sufficient to ensure acceptable convergence for regions I and
II. Our calculations use the U (1) symmetry corresponding to
conservation of particle number. We use a noise term, which
is gradually reduced and then removed in later sweeps, to en-
courage correlations between sites, which were well separated
in the 1D chain [85].

APPENDIX B: SS-PS BOUNDARY

Assuming V 
 J , the SS-PS transition can be found by
calculating the interaction energy of each state as a function
of θ . When considering up to next-nearest-neighbor interac-
tions, the SS only features interaction along the ẑ direction.
The interaction energy between two particles occupying ad-
jacent sites along the axis is (1 − 3 cos2(θ ))V . For a finite
octagonal-prism lattice of length Lz, there are 4(Lz − 1) such
interactions.

The PS has the same interactions along ẑ but has additional
interactions along x̂ and next-nearest-neighbor interactions
along x̂ ± ẑ. The energy for each interaction along x̂ is (1 −
3 sin2(θ ))V , and there are 2Lz such interactions. The angular
dependence of the interactions along x̂ + ẑ and x̂ − ẑ cancel
when added together. The sum of these two interactions is
− 1√

8
V , and there are 2(Lz − 1) such pairs of interactions.

This means that the SS and PS states have equal energy when
Lz(1 − 3 sin2(θ )) = Lz−1√

8
.

APPENDIX C: VARIATIONS OF DS STATE

In this section we focus on the limit of strong DDI and
discuss the role of edge effects in stabilizing variations of
the DS state with different block sizes. We label these states
by their periodicity, where Fig. 9 shows the on-site density
for the DS3 and DS4 variations as examples. Note that this

family of states also includes the DC, which can be labeled as
DS2, and the PS, which can be labeled as DS∞. The sublattice
ordering induced by the spatially dependent azimuthal inter-
actions favors higher values of periodicity to increase polar
sublattice occupation, while repulsion along the cylinder axis
favors lower values of periodicity.

With interactions truncated to next-nearest-neighbor, the
highest periodicity which can be favored is the DS4 state.
Relative to the DS3 variation, this state benefits from the
removal of one repulsive interaction in the ŷ + ẑ direction per
period. This means that the DS4 state has a lower energy than
the other states in the DS family for 0.67π

2 � θ � 0.75π
2 .

However, edge effects nullify the advantage of avoiding the
repulsive ŷ + ẑ interaction and favor DS3 ordering close to
the edges. For Lz = 13 this results in the DS taking the form
shown in Fig. 2(d), where the domains of DS3 are close to
the edges and the domains of DS4 are in the center of the
cylinder.

We note that this pattern can be complicated by the fact
that the particle blocks must be compatible with the cylinder
length, which also often results in blocks of two polar sublat-
tice particles at the edges as shown in Fig. 2(c). By calculating
the interaction energy of all DS-type product states (including
the possibility of these edge blocks) for 10 � Lz � 16 with
one boson per two sites, we find that the energy landscape
is a delicate function of how the blocks fit with the edges
and whether this allows the DS4 blocks to reduce repulsion
between blocks as it would for a periodic DS4 state. This
creates a large number of product states which are close in
energy, which increases the difficulty in numerically deter-
mining the ground state for finite tunneling. By comparing
DMRG results for initial states set either to random states
with small χ or the DS-type product state with the lowest
interaction energy, we find that our numerical results for all
studied values of Lz feature a qualitative DS-type ground state
for certain values of θ in the range 0.72 π

2 � θ � 0.77π
2 at

the strong interaction strength of V = 7, but for other values
of θ within this range even the initialized DS-type product
states can become significantly distorted during optimization,
especially for Lz = 12 and 16.

APPENDIX D: VARYING PARTICLE NUMBER
FOR TU-PS TRANSITION

To show the role of the cylinder edges in the TU-PS transi-
tion, we compare results for θ = π

4 and Lz = 100 for three
fixed particle numbers: N = NH (the same filling fraction
used for all other results in this paper), N = NH − 1, and
N = NH − 2. We find that removing one or two particles has
a large impact on the density at the cylinder edges and on the
features of Sent which physically signify the upper part of the
TU-PS transition.

In Fig. 10(a) we show the on-site density for c = 1 on the
equatorial sublattice for three qualitatively different interac-
tion strengths: V = 3.4 (below both peaks in − ∂Sent

∂V ), V = 3.8
(between the two peaks in − ∂Sent

∂V ), and V = 4.0 (above both
peaks in − ∂Sent

∂V ). We first note that the density at the two
edges is different because for c = 1, 8, the cylinder edge at
z = 1 is less occupied than the edge at z = Lz, while the
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(a) (b)

FIG. 10. TU-PS transition at θ = π

4 for Lz = 100 plotted with
N = NH in solid lines, N = NH − 1 in dashed lines, and N = NH − 2
in dotted lines. (a) 〈n̂z,c=1〉 for three different values of V . Neighbor-
ing densities for the discrete site index z are joined by straight lines
to guide the eye, while one marker per line is used for identification.
(b) Sent and δe as a function of V .

opposite is true for c = 4, 5. For V = 3.4, the equatorial den-
sity is uniform in the bulk, while for V = 3.8 it oscillates in
the bulk, and for V = 4.0 it is confined to the edges. The
change in density upon removing particles is also qualitatively

different for the chosen values of V . For V = 3.4, the change
in density is distributed uniformly across the bulk. For V =
3.8, adding one and then two particles to N = NH − 2 adds
one and two peaks, respectively, to the equatorial density dis-
tribution. For V = 4.0, the change in equatorial density upon
removing particles is confined to the edges and the equatorial
density distribution for N = NH − 1 overlaps with that of
N = NH at one edge and N = NH − 2 at the other edge. (We
have confirmed that for N = NH − 1 there are two degenerate
states at which the edge particle or hole is swapped to the other
edge.)

In Fig. 10(b) we show Sent and δe for the same three
particle numbers. For 3.5 � V � 4.0, Sent depends strongly
on the exact number of particles and reduces sharply when
the density on the equatorial sublattice becomes confined to
the edges. A very small nonzero value of δe also survives
in this region for N = NH , NH − 1. The reduction is Sent is
particularly sharp for N = NH − 1, where the choice of which
edge of the cylinder has the particle or hole spontaneously
breaks a twofold degeneracy at V ≈ 4. These observations
suggest that the part of the TU-PS transition at higher V
in the finite cylinder is strongly affected by the cylinder
edges.
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