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Shannon theory beyond quantum: Information content of a source
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The information content of a source is defined in terms of the minimum number of bits needed to store the
output of the source in a perfectly recoverable way. A similar definition can be given in the case of quantum
sources, with qubits replacing bits. In the mentioned cases the information content can be quantified through
Shannon’s and von Neumann’s entropy, respectively. Here we extend the definition of information content to
operational probabilistic theories, and prove relevant properties such as the subadditivity and the relation between
purity and information content of a state. We prove the consistency of the present notion of information content
when applied to the classical and the quantum case. Finally, the relation with one of the notions of entropy that
can be introduced in general probabilistic theories, the maximum accessible information, is given in terms of a

lower bound.
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I. INTRODUCTION

The birth of information theory, marked by Shannon’s
pioneering work [1], is represented by a thorough definition
of information content of an information source, along with
its quantification through a suitable quantity—the celebrated
Shannon entropy. Since its early times, the information con-
tent was identified with the minimum number of elementary
information carriers—bits—needed to encode messages from
the source in a perfectly recoverable way.

The notion of information content was then lifted to the
quantum scenario, where the elementary carrier is a qubit.
Schumacher [2] proved that the quantum information content
of a quantum source can be quantified through its von Neu-
mann’s entropy. The typical setting for the proof of the above
mentioned results entails a regularization procedure, i.e., con-
sidering an arbitrarily large number of uses of the source, and
encoding schemes that are not perfect, but arbitrarily accu-
rate. This definition makes the notion of information content
depend on the choice of the figure of merit used to evaluate
accuracy [3-5]. While in the classical case one uses the (com-
plement of) error probability, Schumacher’s theorem uses the
entanglement fidelity, which evaluates how well the encoding
scheme preserves entanglement of the source with an external
system. As we show here, this figure of merit is equivalent
to the average input-output fidelity for an arbitrary decompo-
sition of the state representing the source. One big lesson of
quantum information theory is thus that preserving coherence
is equivalent to preserving entanglement, in a motto: quantum
information is entanglement [6].

In a broader sense, the above argument teaches us to judge
the action of a transformation looking not only at the way
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it transforms input states, but also correlations with remote
systems. While in quantum theory the two perspectives are
somehow interchangeable, there are other information the-
ories where the second one becomes mandatory, such as
real quantum theory [7] or fermionic theory [8,9]. The lat-
ter two theories are examples of operational probabilistic
theories [10-13] (OPTs) or more generally of generalized
probabilistic theories [14—16]. The definition of OPTs sets a
framework of alternative theories of elementary information
carriers (or possibly elementary physical systems) and their
processes, that can be thought of as all the conceivable infor-
mation theories. In the present work we show that it is actually
possible to extend the notion of information content discussed
above to the framework of OPTs, and compare it to some
entropic functions introduced in this context by analogy with
known entropies [17-19].

The requirement that we impose on compression schemes
featuring in the definition of information content is that their
effect on any preparation of ensembles that average to the
considered state must be indistinguishable from leaving the
preparation untouched. Thus, besides considering any refine-
ment of the state under discussion, we consider the action of
the compression scheme on decompositions of its dilations,
i.e., joint states of the system and an arbitrary external sys-
tem such that the state that one obtains after averaging and
discarding the external system is precisely the one of interest.

The importance of considering the effect of transforma-
tions on external systems was recently discussed in other
contexts, e.g., in assessing information vs disturbance [20].

It is worth mentioning one of the main assumptions made
in the present work. In classical and quantum Shannon theo-
ries the amount of information is measured in bits and qubits
respectively, as we have recalled just above. For a generic the-
ory, with no further restrictions on its structure, in principle,
one may not be able to identify an elementary information
carrier. For this reason, we will consider theories that we name
“digitizable.” Roughly speaking, we assume the existence of
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at least one elementary system, which we call obit, such that
an agent can always encode an arbitrary but finite number
of copies of her or his system into an array made of an
integer number of obits. This feature is evidently satisfied
by classical and quantum theory, and it does not rule out
scenarios that are relevant from a foundational perspective,
such as nonlocal boxes [21,22]. The latter is the prototypical
example of a theory where the various notions of entropy
exhibit odd features, such as violation of strong subadditivity,
subadditivity, and concavity, and where they are also proven
to be not equivalent [17-19]. Moreover, this assumption can
also be applied to theories without local tomography, such as
real quantum theory and quantum theory with superselection
(e.g., fermionic theory).

After introducing the notion of information content in a
general OPT, we prove some of its main properties and show
that the optimized accessible information [17-19] generally
provides a lower bound for it. As special cases, we then ana-
lyze classical and quantum theory, where our definition boils
down to Shannon’s and von Neumann’s entropy, respectively.
As a consequence of the present definition, finally, fermionic
information content can be proved to coincide with von Neu-
mann’s entropy of the fermionic state [23].

The paper is organized as follows. In Sec. II we give an ac-
count of the OPT framework. We set up the basic terminology
and we provide the reader with the relevant definitions and
assumptions that are necessary in the present work. In Sec. III
we give the formal definition of information content and we
show that such a definition is well posed. We also prove
properties that do not require assumptions on the structure
of the theory: Subadditivity and invariance under reversible
transformations acting on the state at hand. In Sec. IV we
explore the consequence of the steering assumption, namely,
the possibility to steer any ensemble of the state by means of
one of its dilations. We show that it is possible to assess the
reliability of a compression protocol by taking into account
the dilations of the state only, instead of considering also
all the possible decompositions of them. We generalize the
entanglement fidelity and we prove that it can be equivalently
used as a figure of merit for defining the information content.
In Sec. V we investigate the relation between state purity and
the vanishing of the information content. The main result of
this section is that all the states with vanishing information
content must be necessarily pure. Moreover, we show that
the converse is not generally true. Indeed, we first prove that
sufficient conditions are the atomicity of parallel composition
of states and essential uniqueness of purification. Then, we
show that atomicity of parallel composition of states turns
out to be a necessary condition for having a null information
content on pure states. Thus, any theory violating this prop-
erty must have pure states with a strictly positive information
content. Finally, we show that the accessible information is
a lower bound for the information content here introduced.
In Sec. VI we show that the information content is simply
given by Shannon and von Neumann entropies in classical and
quantum information theories, respectively. The point here is
to check the collapse of our figure of merit and the one usually
used in those theories. We conclude summarizing the results
of this work and discussing some open questions in Sec. VII.

II. OPT FRAMEWORK

In this section we briefly review the framework of opera-
tional probabilistic theories.

A. General description

The primitive notions of an operational theory are those of
test, event and system. A fest {<;};cx is given by a collection
of events, where i labels the elements of the outcome space
X. The systems allow for the connection between different
tests, and are denoted by capital Roman letters A, B, ....
Therefore, a test is completely determined by its input and
output systems, and the events associated with the outcome
space X. In order to represent a test and its events {7 };cx we
use the usual diagrammatic notation

A B A B
—{{Fh}iex : ot }—,

and we will call A, B the input and the output system of the
test, respectively. If {#};ex and {8} jey are two tests, one can
define their sequential composition as the test {%; j} jjexxy,
with events ¢; ; that are diagrammatically represented by

A C A B n C
©ij = [} %

Notice that this definition requires the output system of the
events on the left to be necessarily the input system of the
events on the right. A singleton test is a test whose outcome
space set X is a singleton, and the unique event contained in it
is called deterministic. For any system A there exists a unique
identity test {.#a} such that o7 Ip = & (Iro/ = &) for any
event .27 . Another operation that can be performed on tests for
defining a new test is parallel composition. Given two systems
A and B we call AB the composite system of A and B. Then,
if {@/}iex and {€j} jev are two tests, their parallel composition
is the test {7 X €} i j)exxy. Diagrammatically

A A

C|4N% | D = C D

The parallel composition operation commutes with the
sequential one, namely, (&, X .%)(% X ;) = (6,61 X
(FD)).

There is a special kind of system, the trivial system I,
satisfying Al = IA = A for every system A. Tests with I as
input system and A as the output one are called preparation
tests of A, while tests with input system A and I as output
are named observation tests of A. The events of a preparation
test {p;}iex and of an observation test {a;}cy are represented
through the following diagrams:

B

A 1 A
-
A A I

In the following we will always use Greek letters to denote
preparation tests and Latin letters for the observation test.

052222-2



SHANNON THEORY BEYOND QUANTUM: INFORMATION ...

PHYSICAL REVIEW A 105, 052222 (2022)

Preparation and observation events will also be denoted by
using round brackets, respectively, |p)a and a(a|, and we will
not make explicit the system whenever it is clear from the
context.

A circuit is a diagram representing an arbitrary test that
is obtained by sequential and parallel composition of other
tests. We say that a circuit is closed when the input and output
systems are both the trivial one, namely, when it starts with a
preparation test and it ends with an observation test. An oper-
ational probabilistic theory is an operational theory where any
closed circuit (equivalently, any test from the trivial system to
istelf) is given by a joint probability distribution conditioned
by the tests building the circuit. Moreover, compound tests
from the trivial system to istelf are independent, namely, the
joint probability distribution is simply given by the product of
the probability distributions of the composing tests. A simple
example is given by a preparation test {p;};cx sequentially
followed by an observation test {a;} jcy:

i lip} fas))} = (@2 TaD)

with ), ; p(i, j) = 1. Thus, one has a joint probability distri-
bution, which is conditioned by the chosen tests {p;}icx and
{a;}jey. From now on we will simply omit this dependence.
The probability associated with the closed circuit where a
preparation p; is followed by an observation a; will also be
denoted by a pairing, p(i, j) = (a;|0;).

Given any system A of an OPT, One can define an equiva-
lence relation on the set of preparation events by declaring that
p ~ o iff (a|p) # (alo) for any observation event a. The set
of equivalence classes with respect to this relation is called the
set of states of system A, and it is denoted by St(A). Similarly,
one can define the set of effects as the set of equivalence
classes of the observation events such that (a|p) # (b|p) for
any preparation event p, and this is denoted by Eff(A). The
sets of deterministic states and effects will be denoted by
St (A) and Eff;(A), respectively.

Given the probabilistic structure, states can be seen as
functionals on the set of effects and vice versa, and then one
can consider linear combinations of them, thus defining two
linear spaces, St(A)r and Eff(A)r, which are dual to each
other assuming that they are finite-dimensional. The size Da
of a given system A is simply the dimension of the linear space
Str(A). A transformation event from system A to system B
induces a linear map from Stg (AC) to Stg (BC) for any an-
cillary system C. Also the set of transformation events can be
endowed with an equivalence relation. Indeed, given </ and
A, we say that they are operationally equivalent (o7 ~ RB) if
the following identity holds:

for any W € St(AC), A € Eff(BC) and any ancillary system
C. In other words, two transformation events are opera-
tionally equivalent if they induce the same linear map for any
ancillary system C. We then denote the set of all the equiv-
alence classes with Tr(A — B), whose elements are simply
called transformations. As for states and effects, the set of

deterministic transformations will be denoted by Tri(A —
B).If % € Tr(A — B) and there exists ¥ € Tr(B — A) such
that ¥ % = I and % ¥V = 9, we say that Z is reversible.
Accordingly, two systems are called operationally equivalent
if there exists a reversible transformation % € Tri(A — B).
A notion that will be useful in the following is that of asymp-
totically equivalent systems.

Definition I1.1 (Asymptotical equivalence). Two
Aj and A, are asymptotically equivalent if

(1) There exists a pair of integers ki, k; < 0o, & €
T (A% — A®R) and 2 € Tri(AZR — AMM) such that

114 2 112 1
DE = 7 Ak 5

2) Thére exists a pair of integers hy, h, < 0o, ¥ €
Tri(AX — ARy and 7 e Tri(AM" — AX™) such that
FYG = nghz 5

2

(3) Let M;“i“(kl) be the smallest &k, such that item 1 is sat-
isfied for a given k;, and similarly for M {“i“ (hy) with reference
to item 2. The following assumption is made:

systems

lim My™ (k) _

Mmin h
k, lim M)
kj—00 kl

Koo
hy—> 00 h2 ( )

Now we set up some terminology and we introduce pure
and mixed states, as well as the definition of state dilation.

Definition I1.2 (Refinement of an event). Let € € Tr(A —
B). A refinement of % is given by a collection of events
{Z:}iey € Tr(A — B) such that there exists a test { Z;};cx with
YC Xand % = Zjey 2;. We say that a refinement {Z}};cy
is trivial if Z; = 1%, A; € [0, 1] for every i € Y. Conversely,
% is called the coarse graining of the events {Z;};cv.

Definition I1.3. Given two events €, Z € Tr(A — B) we
say that & refines %, and write 2 < €, if there exist a refine-
ment {Z;}icx of € such that Z € {D;}iex

Definition I1.4 (Atomic and refinable events). An event €
is called atomic if it admits only trivial refinements. An event
is refinable if it is not atomic.

The notion of refinement and refinable events give rise to
the definitions of pure and mixed states.

Definition I1.5 (Pure and mixed states). p € St(A) is
called pure if it is atomic, or mixed otherwise. We will denote
by PurSt(A) the set of all the pure states of system A

Definition IL.6. Let p € St(A) and ¥ € St(AB). We say
that W is a dilation of p if there exists a deterministic effect
e € Eff(B) such that

A
A —
Pl—=|v|B :
- \

We denote by D, the set of all dilations of the state p. If W
is also pure, then we say that it is a purification of p and B is
called the purifying system. Finally, we denote by P, the set
of all the purifications of p.

Trivially one has that P, € D,. Moreover, if 2 € D,, then
one has Do € D,

Two special instances of this framework are classical and
quantum theory. In classical theory, the systems are associated
with real vector spaces R%, and different systems are asso-
ciated with different values of d4. The set of states is made
of substochastic vectors in these spaces, namely, by vectors
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x satisfying ||x]|; := Zidil |x;] < 1, and therefore it is a sim-
plex. The pure states are then represented by the canonical
basis vectors e; of R%. The convex set of effects is given by
unit-dominated positive vectors, i.e., those x € R4 such that
0<x; <1 foranyi=0,...,d,s. Transformations from sys-
tem A to system B are represented by d® x d* substochastic
matrices M acting on the probability vectors by multiplication
x — MXx. Recall that a matrix is substochastic when each
column is a substochastic vector. Sequential and parallel com-
position are trivially given by matrix multiplication and tensor
product, respectively.

In quantum theory systems are associated with Hilbert
spaces, and different systems are represented by spaces of
different dimension d (we will assume d < oo whenever we
will refer to results relative to quantum theory). The convex
set of states of a system A is given by subnormalized density
matrices p on the associated space H, i.e., matrices such that
p >0 and Tr(p) < 1. The convex set of effects is given by
functionals (acting on the set of states) of the form Tr(-E),
where E is a positive matrix dominated by the identity, 0 <
E < I. Transformations in Tr(A — B) are mathematically
represented by completely positive trace nonincreasing maps.
These have a Kraus decomposition, namely, if & € Tr(A —
B) there exists a set of operators {E;} € L(Hg, Ha) such that
EC)=Y,; Ef - E;. Sequential composition is simply given by
composition of maps, and the parallel one is represented by
the tensor product, as in the classical case.

The linear space Str(A) can be endowed with a
metric structure by means of the following norm, which
has an operational meaning related to optimal discrimination
schemes [11].

Definition I1.7 (Operational norm). The norm of an ele-
ment p € St(A)g is defined as

sup (2a — ealp),
acEff(A)

lollop =

where e is the deterministic effect obtained by the coarse
graining of the observation test containing a.

This norm satisfies a monotonicity property, as stated in the
following lemma.

Lemma I1.1 (Monotonicity of the operational norm). For
any § € Stgr(A) and ¥ € Tr(A, B) the following inequality
holds:

1€°81lop < 181l0p. 2)

with the equality holding iff 4’ is reversible.
This notion of norm, which is valid for any OPT, reduces
to the trace norm in quantum theory.

B. Restricting the class of theories

Upon marginalization over the observation test, one can
define the preparation probability conditioned by the test
{aj}jey as p(pil{a;}) = Zj p(i, j). Generally, the preparation
probability is not one, unless the preparation test {p0;};ex i
the singleton, i.e., the state is deterministic. Moreover, as it is
clear by its definition, it can also depend on the observation
test we are marginalizing over. Usually, the causality condi-
tion is expressed as a no signaling from the future principle,
namely, by saying that preparation probabilities are actually

independent of the chosen observation test, which is equiva-
lent to state the uniqueness of the deterministic effect. In this
paper we will adopt a stronger form of causality, that is the
following one.

Assumption 1 (Causal theories). An OPT satisfies strong
causality if for every test {<};,cx and every collection of
tests {93;-} jey labeled by j eY, the collection of events
{€i,j} i, )exxy with

B - C

A C A
. . i
: o7, B ,

is a test of the theory.

One can show that the above statement implies uniqueness
of the deterministic effect [10,11].

Another assumption that we will use in some sections of
this work stems from the steering property of quantum theory.
This asserts that, given a state p € St(A) and a purification
® e PurSt(AB) of p, for any decomposition ),y p;o; of p
there exists an observation test {b;};cx < Eff(B) such that

A

A

This feature cannot be assumed as it stands: The first reason
is that a generic OPT may not encompass the existence of a
purification for any state of the theory (and classical theory is
a trivial example), therefore we are led to consider dilations
instead of purifications. Second, there is no reason why one
should be able to steer any decomposition by means of the
same dilation. Thus, for a generic theory, one can state the
steering as follows.

Assumption 2 (Steering). Let p € St(A) and {o;}iex C
St(A) be a refinement of p. Then there exist a system B, a
state W € St(AB), and an observation test {b;};cx such that

A

, Vi e X.

Notice that the state W in the steering assumption must
be a dilation of p, as one can easily verify upon summing
over i € X. The stronger steering feature satisfied by quantum
theory can actually be proven to hold in any OPT satisfy-
ing atomicity of parallel composition of states, existence and
uniqueness (up to reversible channels) of purification and
perfect discriminability as axioms. For the present purposes
we choose to state steering as a property that an OPT may
or may not satisfy rather than discussing the conditions under
which it holds.

Another property that we will assume throughout the paper
is digitizability.

Assumption 3 (Digitizability). We say that an OPT is dig-
itizable if there exists a system B (called obif) such that for
any system X there exists k < oo and a pair of maps ¥ €
Tri (X — B®) and .# € Tr;(B® — X) such that .% 0 € =
#x. Moreover, if B; and B, are two such systems, then they
are asymptotically equivalent.
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The above assumption holds in quantum theory, since any
qudit system can be taken as elementary. Moreover, let us
consider two different qudits with dimension d; and d,, re-
spectively. Generally, the equation dV = d} may have no
integer solutions (for instance, when both d; and d, are
prime). However, the smallest integer M such that we can
isometrically embed HE" into H$M is given by [N log 2 d1]

L . Nlog,, d e
which is such that limy_, roi,#ﬂ = logd2 d;. Similarly,

[Mlog, d>] is needed for an isometric embedding of H?M

into HEY, and limy . o ™ — Jog, dy(= 1/log,, d).

In any theory satisfying the assumption of digitizability we
can always encode the state of our system on the parallel com-
position of a sufficiently large number of elementary systems,
which we can think of as a generalization of the qubit system
for quantum theory. The request of digitizability comes from
the need of a unit for the amount of information required for
storing a given source. In classical information theory we use
bits, in the quantum counterpart the qubits, and for a generic
OPT satisfying digitizability we use obits, whose existence
must then be postulated.

We want to stress the fact that the assumption of digitiz-
ability is extremely weak, to the extent that every theory in the
literature abides by it, and it is very hard to imagine a theory
that violates it. Indeed, a nondigitizable theory should contain
infinitely many inequivalent system types, even asymptoti-
cally (see Definition II.1), and this immediately brings us into
an unexplored territory of wild theories.

The nonlocal boxes [21] provide us with a non trivial ex-
ample of an OPT satisfying the digitizability assumption, and
with a strong departure from the quantum one. There exists
a unique single system, whose state space is described by a
square, and multipartite systems are obtained by using only
this one, therefore it is trivially digitizable. In the literature—
with a few remarkable exceptions [16,24]—nonlocal boxes
are presented in terms of the geometry of their state space, and
focusing on the correlations that measurements can produce,
disregarding the behavior of transformations. However one
can straightforwardly make them into an OPT by assuming
that every collection of linear maps on the state space that map
preparations to preparations is allowed. A similar construction
was carried out, e.g., in Ref. [16]. Nonlocal boxes provide
a scenario where the wealth of the known entropy notions
is manifest. Moreover, the fact that we are only referring
to the conversion of finitely many copies of the system at
hand is not constraining from a conceptual point of view.
For the present purposes, namely, taking a first step towards
a Shannon theory for generic physical systems, this level of
analysis is sufficient. However, the composition of a countable
number of systems can be suitably defined (see [25]) opening
the route to a generalization of this property in the infinite
case.

II1. INFORMATION CONTENT IN OPT

Let p € St;(A) and consider N copies of the system on
which we have prepared the same state p and let M be a
positive integer. A compression scheme is then a pair of maps
& € Tri(ABN — BEM) 9 ¢ Tr; (BEY — ARN) Sometimes
we will denote by 4 the composition Z&.

Definition IIl.1. An (e, N)-reliable compression scheme
(&, ) is such that

sup " I(26) K I, — V| < e,
G Gex

where {¥,};,cx € St;(A®NC) denotes a refinement of any di-
lation of p®V. For fixed N, M we denote with Enpme(p) the
set of e-reliable compression schemes.

Definition II1.2 (Information Content). Let  p € Sti(A).
We define the smallest achievable compression ratio for
length N to tolerance ¢ as follows:

min{M : Ey up.(p) # ¥}

Ry (p) = N . 3)

The information content of the state p is defined as

I(p) := lim lim sup Ry . (p). 4)
=0 N oo

Proposition II1.1. 1(p) is well defined for every p € St(A)
and every system A.

Proof. First, we show that for any choice of the elemen-
tary system, I(p) is a finite number for any state p. By the
digitizability assumption we know that for any N there exists
a positive integer K < 0o and a pair of maps & € Tr; (A®Y —
B¥X), 2 € Tri(B¥¥ — APV)such that & = .#,xv. There-
fore, for any N, ¢ the set Eyg.(p) is not empty, and the
minimum in Eq. (3) is always finite. Moreover, it is immediate
to realize that K does not need to grow more than linearly
versus N, just considering N repetitions of the encoding for
one copy A. Thus, the ratio in Eq. (3) is bounded, and one
can take the limsupy._, ., safely. The existence of lim,_.
follows by the fact that Ey 3. (0) € Eym.e(0) # ¥ whenever
& < &', which, in turn, implies monotonicity of the function
lim supy_, o, Ry« (p) versus &.

What is left to prove is that using two different obits we are
not led to two incomparable notions of information content.
First, fix N, ¢, let p € St;(A), and let

My =min{M : Ey ,, .(p) # 0},
My =min{M : E5 ,, .(p) # 0}

be the minimum number of obits B; and B, needed for
an ¢-optimal encoding, respectively. Rephrasing the first
equation in (1), there exists a sequence §;(M;) such that
MP™(My) = kM, + 8;(M,) with limy, o %‘f” = 0. Given
the encoding & of item 1 in Definition II.1 from M; y to
M;“i“(MLN) (see item 3 in Definition II.1), we have an &-
optimal encoding of o™ onto M} (M, y) obits By, therefore
Mrn < Mﬁ“i“(MlyN) and this implies

M Mmin M
lim sup 2N < lim sup M
N—oo N—oo N
) |:le,1\1 51(M1A,N)i|
= lim sup +
N—o0 N N
. My . Si(Myn) M N
< limsu — + limsup | —————
= N—>oop N—>oop My N
= klim sup L
N—oo
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The last line follows by limy, -« %ﬁ’l") = 0 along with the

fact that M, y+1 > M, y. Taking lim,_,o we end up with
L(p) < kI;(p). A similar argument can be used to show
the reverse inequality, and we have that, for any p € St(A),
hL(p) = kli(p). u

Proposition II1.2 (Subadditivity). Let W € St;(AB) and
let p € St1(A), o € St;(B) be its marginals. Then the follow-
ing property holds:

1) < I(p) +1(0).

Proof. Let (&7, 9") € Exyz..(p), (&°,9°) € Eyz..(0)
with K := min{M : Ey s .(p) # @} and similarly for L. Now
let {T';};ex be such that ),y I'; € Dymv and consider {(¢” X
YT )}iex, where 6P .= PP&P. Since € is a channel
and Dywv € D mv, Dyrv S D, =y we have that Y iex(€P R
Z)(Ty) is a dilation of both pV and o™V, Similarly for
€° = 2°&°. This implies the following bound:

D@ RE R’ I = il

ieX
=Y € RE°R.I)) — (¢RI
ieX
+ (Cgp X j)(r,) - 1—‘i”op
< 2e,

where we used the triangle inequality for the operational
norm. Thus Ey .7 ,. (V) # ¢ and this implies that

min {M : Ey 2. (V) # 0} kK L

N SN N
Finally, by taking the lim sup,_, ., and then lim,_,o on both
sides we get the thesis. ]
We notice that, in order to compute the information
content, one can test the compression schemes on pure de-
compositions {p;, ®;} only. More precisely, let Ey'y, .(p) be
the set of schemes which are (¢, N)-reliable according to the

following criterion:

sup (Zp,»u(% X .7)(®;) — <I>i||op) <e. ()

where the supremum is taken on all the pure decompositions
{pi, @i} of any @ € D wv. Let I (p) be the information
content computed restricting to such maps:

min {M : E}’), ,(p) # 0}

Ry (p) = N
I™(p) = liH(l) lim sup RY" (p).
£— ”

N—o0

Then one has I(p) = IP""(p).

Lemma IIl.1. Let p € St1(A), then I(p) = IP""(p)

Proof. On the one hand, we trivially have IP*"(p) < I(p).
On the other hand, let {W;};cx be a refinement of €2 € D jmv.
For any i we can further decompose ¥; in terms of pure states
{q @i j}jey, with Zi,j q; = 1. Therefore {q}, ®; j}u jexxy
is a pure state decomposition of 2, and by the triangle

inequality one has

D2 06)R ST — Willop

ieX

< Y G20 E)RIND; ;- Dy jllop-
(i,/)eXxY

This implies that EN'), .(p) € Eyme(p), and in turns that
1(p) < I™(p) Therefore I(p) = IP(p). [}

Proposition I11.3. Let p € Stj(A) and % € Tri(A) be a
reversible channel, then I(p) = I(Z (p)).

Proof. We show that Ey y..(%Z (p)) # 0 = Enm.e(p) #
@. Let (&, 2) € Exnue(%Z (p)) and let {¥;};cx be such that
Yiex Wi € Dmy. It is clear that Y, (7™ K .7)(¥)) €
Dey, (,y=v and therefore

D28 = R INZN R W) lop < 6.
ieX

Upon defining & = &% and 2 = (% ")V 2, recalling
that %/ is reversible and that the operational norm is invariant
under reversible transformations, the above inequality can be
rewritten as follows:

e >y 7™ R I(DERI)W) = (¥)]llop
ieX
= I(ZE R 7)) — (¥)]llop,

ieX

namely, since {W;};cx is arbitrary, (c?, .@) € Enme(p) #9.
This implies that Ry .(0) < Ry.(% (p)), and then I(p) <
I[7 (p)]. The reverse inequality is now trivial

(o) =11% "% (p)] = 1% (p)],

where we have used the previous result along with the fact that
2 ~! is also reversible. [ ]

IV. STEERING: INFORMATION CONTENT
FROM DILATIONS

In this section we show that in an OPT satisfying the steer-
ing property (assumption 2) the information content of a state
can be computed by considering the action of the compression
schemes on the set D =y only.

Lemma IV.1. Let p € Stj(A), € € Tri(A) and ¢ > 0. If
€ X 7 (¥) —¥| <¢e for any W € D, and Assumption 2
holds, then one has

D IR I(Z) — Zillop < &
ieX

for any refinement {X;};cx of an element of D,.

Proof. Let {Z;};ex be the refinement of an element 2 of
D,. By Assumption 2 there exists I' € Do € D, and an ob-
servation test {c;};ex such that

A

A
[ — B
Zi B - I )
— C

Vi € X.

052222-6



SHANNON THEORY BEYOND QUANTUM: INFORMATION ...

PHYSICAL REVIEW A 105, 052222 (2022)

For any i € X, let A; € Eff(AB) be the effect achieving the
norm, namely, such that

1€ W I (%) — Zillop = (Aill(€ — ) K IN|Z)).
Since )",y A; X ¢; is an effect (see Appendix A), we have that
Y IERI(E) ~ Sillop =

ieX

A - A A
B B @
r —|r
iex C C
<[ FRIT) = Tllop <e,
which straightforwardly leads to the thesis. |

Proposition IV.1. Let p € St;(A) and consider

) min {M : EY® ]
1% (p) := lim lim sup { N (0) # 0}
e=>0 Nooo N

. (0)

where Egl, (p) is the set of the compression schemes (&', 2)
such that supycp . | XK (W) — Y| <e. Then I(p) =

Idil ( ,0)

Proof. This is a straightforward consequence of the
lemma. Indeed, all the dilations are a refinement of
themselves, so that Ey.(p) € E,S‘IM .(p) and therefore
19(p) < I(p). The inclusion Enme(p) 2 E,‘\}fll‘l’s(p) follows
by Lemma IV.1, and this implies the thesis. |

We now prove some bounds that involve a quantity gener-
alizing the classical and quantum fidelity. For this purpose, we
consider a definition of fidelity [19] that can be adopted in the
OPT framework, which reduces to the classical or quantum
one in the in the respective theories. |

Definition IV.1. Let p,o € St;(A). For any observation
test {a;}iex € Eff(A) denote by p := p; and q := ¢; the prob-
ability distributions defined by

A
A

DPi
qi

t)

RIS
SIS

7

Then one can define the fidelity between p and o as

F(p,0):= inf F.(p,q), @)

i
ai}iex
where F.(p, @) = Y, /id:

Since the classical fidelity is bounded by 1, and is equal to
1 only for p = q, one clearly has F(p, o) < 1, with equality
if and only if p = o. Fidelity satisfies the following property,
that generalizes the Fuchs—van de Graaf inequality [26] and is
relevant for the present work.

Proposition IV.2. Let p,o € Stj(A). The following in-
equalities hold:

1—F(p,0)<3lp—0ollp <VI—F(p,0)2 ()

Proposition IV.3 (Monotonicity). Let p,o € St;(A) and
% e Tri(A, B). The following inequality holds:

F(€(p), ¢(0)) =2 F(p,0). €))

In quantum theory we have a notion, the so called entangle-
ment fidelity, which measures how well correlations with an

environment are preserved by a given channel acting on our
local system. If p € St;(A) is the state of our local system,
® € PurSt(AB) is a purification of p and ¥ € Tri(A — C)
the channel locally applied to A, then the entanglement fi-
delity is defined as the square of the Uhlmann one between
input and output, F[®, ¢ ® .#(®)]>. This is a well defined
quantity since it is independent of the chosen purification. By
means of the generalized notion of fidelity in (7) we can define
an analogous of the entanglement fidelity in the OPT frame-
work. Again, we must be aware of the fact that in a generic
OPT, there may be states that cannot be purified (mixed states
in classical theories are a rather trivial example). In order to
encompass the most general situation, we refer to dilations
rather than focusing on purifications. Moreover, we want to
define a quantity that is independent of the particular dilation,
and we are thus led to the following definition.

Definition IV.2. Let p € St(A) and € € Tri(A — C). We
define the correlation fidelity as follows:

F(p. %)= inf FIV, ¢ X .7 (V). (10)

By means of the generalized Fuchs—van de Graaf inequal-
ity (8) we can see that the correlation fidelity can be used as
an equivalent figure of merit on D wv. More precisely, the
following proposition holds.

Proposition IV4. Let p € St;(A) and define

)

min {M : EE @
IF(,O) := lim lim sup { Nme(P) F }
e—=0 N oo N

where
Eff o (0) = (& DIF (o™, 28) > 1 — ¢},

then 19(p) = I (p).

Proof. This is a straightforward consequence of Proposi-
tionIV.2. Let (&, Z) € E,‘\i,fl,‘lys(p). By the first inequality in (8)
we have that

2
FIO, (6RI)WP>1—¢+ %

forany ¥ € D BN and this implies

F(N,¢)>1—¢.

Therefore (£, 7) € Ef 5, .(p),
EX i..(p), whence IF (p) < 19(p).
Now let (¢, ) € E} ; .. then by definition

namely, Eg, ,(p) €

F(p™, ) > 1 —¢,
By the second inequality in Proposition IV.2 we have that

(€I )(W) — Wlop

<2V/1 = F[¥, (€ R 7)) (W),

for any W € D xy, which means that (£, 2) € EJ" 2 s (P):

and the reverse inequality I¥ (p) > 19(p) follows. [ |
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V. INFORMATION CONTENT AND STATE PURITY
In the following we will assume that

Moreover, we will denote by {W;} any preparation test of

ABNC such that
Z ecoV; = pgN.
;

Finally, for every observation test {a;} of ARNC, and for any
pair (&, 2), let us define the two probability distributions

A@N
pij =¥ C a; |,
(11)
and
XN XM XN
A ,—\f"N B ’—\QN A
e | -~
qi,j = \I/i C CLJ‘ .

12)

We can then introduce the following functions that represent
the Shannon mutual information between classical random
variables X and Y, distributed according to P(X =x;,Y =
v;) = pijor X and Y, distributed according to P(X = x;, Y =
yi) = qij:

Pi,j
IX:Y) = sz,-,jlog2 7>
i,j p?(pj

N i
IX:Y):= Z:q,-,jlog2 ﬁ
q: 9;

iJj

where p%, g%, and ¢f = p} denote the elements of the
marginal distributions.

Definition V.1. Let {¥;} denote a preparation test such that
Zi v, e me. We denote by Ey u,5(p) the set of those com-
pression schemes such that

sup L7YNI(X:Y)—I(X,Y)| <36,
C,{¥i}.{a;}
with L = log,(mn — 1) where n is the cardinality of the prepa-
ration test {W;} and m that of the test {a;}. We then define the
following quantities:

min {M | ES ,, s(0) # ¥}

C -
Rsn(p) = N ) (13)
R5 (p) = lim sup R (p). (14)
I€(p) = lim RS (p). (15)

The last quantity above satisfies the following lemmas.

Lemma V1. Let p € St(A). Then I(p) > I€(p).

The proof can be found in Appendix B.

In proving the following lemma and the subsequent propo-
sition we assume that when we compose systems, the size
does not increase more than exponentially. More precisely,
we formulate the following assumption that will hold in the
remainder.

Assumption 4 (Regular scaling). For every type of system
A, there exists a constant k5 > 0 such that the size D(N) :=
D,xyv of the compound system ARN satisfies D(N) <
kaD(1)N.

Lemma V.2. Let p € Stj(A) be a mixed state, then
I€(p) > 0.

The proof can be found in Appendix C.

Proposition V.1. Let p € Stj(A). If I(p) =0 then p is a
pure state.

Proof. Let p be mixed. By Lemmas V.1 and V.2

I(p) = I(p) > 0,

whence the thesis. ]

We now use the above results to prove some general facts
about theories with essentially unique purification and atom-
icity of parallel composition for states. For this purpose, let
us start reminding in the first place the definition of the latter
requirements.

Definition V.2 (Existence of purification). We say that an
OPT satisfies purification if for any p € St(A) one has
P, # 0.

Definition V.3 (Essential uniqueness of purification). We
say that an OPT satisfies essential uniqueness of purification
if, for any p € St(A) such that P, # ¢, V&, ¥ € P, with
¥, & € St(AB), there exists a reversible transformation %
such that

A

A N
QEsCr=r
I (16)

Definition V.4 (Atomicity of parallel composition of states).
We say that an OPT satisfies atomicity of parallel composition
of states if for any pair ¢ € PurSt(A) and v € PurSt(B) we
also have ¢ X iy € PurSt(AB).

We now prove that, in every strongly causal theory that
satisfies regular scaling and uniqueness of purification, null
information content of pure states is equivalent to atomicity
of parallel composition of states. We stress that the require-
ment of existence of purification is not needed, but only its
uniqueness. In other words, if a state has a purification, then
the latter is unique, even though it needs not have one. The
following result is particularly interesting because it provides
an alternative way of understanding the operational content of
atomicity of parallel composition.

Proposition V.2. Let us consider strongly causal OPT sat-
isfying regular scaling. Then the requirements of essential
uniqueness of purification and atomicity of parallel compo-
sition of states imply that I(¢p) = 0 for any ¢ € PurSt(A).
Conversely, if I(¢) = 0 for any ¢ € PurSt(A), atomicity of
parallel composition of states holds.

Proof. By Lemma III.1 we have I(¢) = I?""(¢). Now, let
us fix N and consider a dilation € of ¢%V. Let {¥;};cx be a
pure decomposition of €2, then by purity of ¢V we must have

AN
AN
z-lz’N = \Ilv B s
e C (17)

Now, let n € PurSt(B) and consider ¢X’N X n. This is still a
pure state, hence a purification of ®V . Therefore, by essential

Vi € X.
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uniqueness of purifications

AX]N AgN

\I}i B = Pi 5
C— &

where %; are reversible channels on B.
Now let us consider a compression scheme defined by a
measure and prepare one, as follows:

Vi € X.

(18)

AIZIN AIZIN
> .__ o) — XN
& = . 7= (¢ (19)
It is clear that for any dilation Q2 of qu’ , the above scheme

is such that (28 K Z)(V;) — W; = 0 and this implies that
for any N and & we have Ey (p) # @ and then I(p) =
™ (p) =0.

Now, let us assume that for any A and for any ¢ €
PurSt(A) we have I(¢) =0. Let p € PurSt(A) and o €
PurSt(B). By Proposition IIL.2 we have that

I(pXo) <I(p)+1(0)=0.

Thus I(p X o) =0, and by proposition V.1 p Ko is pure,
namely, Assumption V.4 holds. ]

It is interesting to observe that, due to the above propo-
sition, one can exhibit operational probabilistic theories
having pure states with nonvanishing information content.
In Ref. [27] the authors construct a theory, bilocal classical
theory, where all systems are classical (the set of states is
a simplex), but with a parallel composition rule that differs
from the one of classical information theory, thereby violating
Assumption V.4. Accordingly, bilocal classical theory must
have pure states with nonnull information content.

VI. INFORMATION CONTENT IN QUANTUM
AND CLASSICAL INFORMATION THEORY

Before restricting to the quantum case, we prove the fol-
lowing lemma concerning the correlation fidelity defined in
Definition IV.2.

Lemma VL1. Let p € Stj(A) and & € Tri(A). If every
state has a purification (Definition V.2), then one has

F(p, €)= inf Flo, ¢RI (D). (20)

Moreover, in an OPT with essential uniqueness of purifica-
tion (Definition V.4) and atomicity of parallel composition of
states (Definition V.3), for any ® € P, one has

F(p,%€)=F[®, €K 7 (d) 1)

Proof. 1f P, # { for every state , then forany W € D, one
has that there exists I' € Py C P,. Therefore, by monotonicity
of the fidelity (Proposition IV.3) we have

FIV,¢ X .Z(W)]* > F[[, ¢ X .7(I)]?
> inf F[®, C K .7 ().

deP,
Since this holds for any W € D, it implies F(p, %) >
infeep, F[®, ¢ X .7 (®)]?. The reverse inequality is trivial,
since P, € D,,.

If all the purifications of p with the same purifying sys-
tem are connected through a reversible transformation %/ and
atomicity of parallel composition of pure states also hold (see
Definitions V.4 and V.3), then, for any fixed purification ®
in P,, and any other I' in P,, there exists a channel < €
Tr; (B, C) such that

A A
rfe - E b o
C— — |- 22)

By monotonicity one has F(p, ) > F[®, € X .#(®)]* and
the reverse inequality is trivial, as ® € P,. ]
We recall the statement of the Schumacher theorem. Let
p € Sti(p) and (&, Z) be a compression scheme
Theorem VI.1 (Schumacher). Let p € St;(A) with H, the
Hilbert space corresponding to the quantum system A, let
(&, ) be a compression scheme and define its ratio R as

R . logldim[Supp(& (p® )]
= N .

For every ¢ > 0 and R > S(p) there exists Ny such that YN >
Ny there exists a compression scheme with ratio R such that
F(p®V, 2&) > 1 — ¢. Conversely, for every R < S(p) there
is € > 0 such that for every compression scheme (&, Z) with
ratio R one has F(p®, 2¢&) < e.

Proposition VL 1. Let p € St;(A) be a quantum state and
denote with S(p) its von Neumann entropy. Then I(p) =
S(p).

Proof. We start by showing that I¥ (p) < S(p). Let § > 0,
R € (S(p), S(p) + 6] and ¢ > 0. By the direct part of the
Schumacher theorem there exists a Ny such that for any N >
Ny there is a (N, ¢)-reliable compression scheme with rate R.
Thus, upon embedding Supp[&(p®Y)] in [NR] qubits, by
using a suitable isometry, we have E,{; r.e(0) # ¥ for any
N > Ny. This implies

min {M : Ef,, .(p) # 0}

lim sup

N—oo N

< i {NRW—R<S()+8
Sm N S RSS@

Since the argument holds for any ¢ > 0, we get I (p) <
S(p) + 8, and being delta arbitrary, we find I” (p) < S(p).

Now let § > 0 and consider M/N such that S(p) — & <
M/N < S(p). By the converse part of Schumacher theorem
there exists € > 0 such that for any compression scheme with
ratio M/N one has F(p®", 2&) < 1 — &. In particular, since
any compression scheme from kN copies of the system to kM
qubits has ratio M/N, one has

F _
EkN‘kM’g(p) =@, VkeN.
Therefore, forany 0 < ¢ < € and k

M min{L:EE - (p)#0
S(p)—8 < = < { kN.L.E } <
N kN

min {L : E,fmg(p) # 0}
kN '

<
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Thus, by taking the lim sup,_, ., we find that

min{L:EF. (p)#£0
S(p) — 8 < limsup { kN.L.e }

ko0 kN
min {L : EE 7
< lim sup { N,L,s(p) 7’5 },
N—oo N

for any 0 < ¢ < €. By taking the lim,_,¢ and the arbitrariness
of § we finally get S(p) < I7(p). The statement then follows
by the fact that in quantum theory one has I (p) = I(p)
(Propositions IV.1 and IV.4). |

Let us now turn our focus to the classical case. In this
setting, the input and the output of the compression scheme
are given by strings of N letters drawn from an alphabet .
Each letter x; appears with a given probability p; and the
probability that the overall string x;, . .. x;, is emitted is given
by the joint probability p;, .. ;.. If we assume that each symbol
is independently and identically distributed, then p;,
Di, - - - Piy- The probability p(e) of emitting an output string
which is different form the input one is often considered in
the literature as a figure of merit. More formally, let C be
the Markov matrix representing the composition of the com-
pression and decompression maps, and i := ij ... iy define the
input string, then the error probability is defined as

Pley=>Y Y pli#jl)=1-Y Cuipi.

i j# i

The set of states of classical theory is given by a simplex, and
any probability vector representing a state can be uniquely de-
composed in terms of pure states e;, corresponding to vectors
with all zero components except the one in the ith posi-
tion: (e;); = §; ;. Since C is a stochastic matrix we have the
following chain of equalities:

> pilCei —eil
i
= Zpiz ICy.i — &3l
i J

=Y <Z Gii+1-— Ci,i>

i ji
=Y 2pi(1 -G
i

=2 pi(l—Gi) = 2(1 -3 pici,i) = 2p(e),
i i
namely,
&)= pisliCei —eilly.
i

Now consider the unique pure decomposition of some dila-
tion IT € Dyev. This is given by Il = }; ; T1;;e; ® e; with
>_; ij = pi(the pure states of the composite system are the
tensor product vectors of the pure ones of the composing
systems). Then we find

D MIC @ Nei @ej — e @ el

ij

=Y TlI(C = Dei @ €]

ij

=Y TIlI(C = Deily

ij

= " pill€ = Deilly = 2p(e).

having used the fact that for any j
I(C —Dei @ ejlli = [[(C = Deil.

Summarizing, we have proved that for any dilation IT € Dyev

PE(e) = % 12]: M IC®Ne;®e; —e e
Namely, in the classical case, the error probability is exactly
our figure of merit in (5).

Now, one can use the first Shannon theorem in order to
prove that the information content of a classical state is exactly
its Shannon entropy

Theorem VI.2 (Shannon). Let p € Stj(A) be a classical
state, let (£, &) be a compression scheme and define its ratio
R as

© . 1o [ERngXY))
= N .

For every ¢ > 0 and R > H (X) there exists Ny such that VN >
Ny there exists a compression scheme with ratio R such that
p€(e) < e. Conversely, for every R < H(X) there is &€ > 0
such that for every compression scheme (&, &) with ratio R
one has p€(e) > «.

A proposition analogous to Proposition VI.1 holds for the
classical case, whose proof is essentially the same. The main
issue in both cases is to correctly identify the figure of merit
that must be adopted in order to define the information con-
tent.

VII. CONCLUSION

We have defined the information content for a source of
information of an arbitrary operational probabilistic theory.
The only assumption needed is that of digitizability: A theory
is digitizable if any system of the theory can be asymptotically
perfectly mapped into finitely many copies of a reference sys-
tem, called “obit,” playing the role that “bit” and “qubit” play
in classical and quantum theory, respectively. The information
content of a source is defined as the minimum number of
obits needed to store the output of the source in a such a way
that it can be recovered with arbitrary accuracy. The figure of
merit for establishing accuracy, independently of the features
of the theory, is robust against any distortion effect that a
compression scheme could induce on the state of the source,
on its admissible preparations and on the correlations with
external systems. Accordingly, the figure of merit meets the
following two criteria: (1) any preparation of ensembles that
average to the considered state must be indistinguishable from
leaving the preparation untouched and (2) the compression
scheme must preserve decompositions of dilations of the state
of interest, namely, joint states of the system and arbitrary
external systems such that the state that one obtains after
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averaging and discarding the external system is the one at
hand.

We first proved that the information content is always a
well defined quantity. Moreover, in the hypothesis of steering
of ensembles, we show that the information content can be
computed using simple figures of merit, e.g., a generalization
of entanglement fidelity here denoted by correlation fidelity.
Then we show that the present notion of information content
coincides with the Shannon and von Neumann entropies in the
classical and quantum case, respectively. In quantum theory
both the entanglement fidelity and the average input-output fi-
delity for an arbitrary decomposition of the state representing
the source identify the von Neumann entropy as the minimal
compression rate. This opens a relevant question: Which are
the minimal assumptions behind the collapse of “global” and
“local” figures of merit, namely, quantifiers of the ability to re-
cover the correlations of the source, and the local preparations
of the source, respectively?

Like Shannon’s and von Neumann’s entropy, we proved
that the information content is subadditive, and can be used
to measure the purity of a state. Indeed both Shannon’s and
von Neumann’s entropy vanish if and only if the state is
pure, and here we show that the information content has this
feature as well. While it is always true that a source with null
information content corresponds to a pure state, the opposite
implication is satisfied in the presence of atomicity of parallel
composition (the parallel composition of any two pure states is
pure) and unique purification (if a state has a purification, then
the latter is unique up to reversible channels on the remote
system).

In the light of the above results we propose the information
content as a candidate entropic quantity generalizing Shan-
non entropy of classical systems and von Neumann entropy
of quantum systems. A basic message across the literature
on general probabilistic theories [17-19] is that a theory is
usually not monoentropic, namely, multiple entropic quanti-
ties can be defined, each one reducing to Shannon’s and von
Neumann’s entropy in classical and quantum theory, respec-
tively. The notions of entropy usually considered are defined
in terms of classical information quantities as follows: (1)
The measurement entropy of a system, namely, the infimum
Shannon entropy of any possible measurement on the system,
quantifies the minimum measurement uncertainty, provided
that the system is prepared in the state of interest. (2) The
decomposition (or mixing) entropy, namely, the infimum of
the Shannon entropies over all possible ways of preparing
the system’s state as a mixture of pure states, quantifies the
minimum uncertainty for a preparation of a state with respect
to pure states. (3) The supremum of the Shannon mutual infor-
mation between two random variables related, respectively, to
measurements on the system and decompositions of the state
of interest, quantifies the maximum accessible information.

For a general theory the above quantities can be very dif-
ferent and violate some of the typical features of Shannon
and von Neumann entropies, such as concavity and strong
subadditivity. It is known [17-19] that measurement entropy
is both subadditive and concave but in general it is not strongly
subadditive and does not provide a measure of purity, while
decomposition entropy is generally neither subadditive nor
concave. For example, in Ref. [17] it is shown that, for non-

local boxes, the decomposition entropy is not concave. Less
is known about the third entropic quantity given in terms of
the Shannon mutual information, which still could satisfy all
features of Shannon and von Neumann entropies.

One of the main outcome of this manuscript are a series
of results that can be used to clarify which of the possible
entropies of a general probabilistic theory has operational
meaning in terms of optimal compression ratio. We started
here the analysis of the relation between information content
and other entropies of a general probabilistic theory focusing
on the accessible information. On one hand, both quantities
provide a measure of purity of a state, and on the other hand
we proved that the accessible information is a lower bound
for information content. An important open question is under
what conditions the information content, which by definition
is the optimal compression ratio, coincides with the accessible
information in general.

Finally, we leave the question open as whether nondigiti-
zable theories exist, or one can figure out a counterexample.
While we conjecture that the second choice is the case, it is
very hard to exhibit a nondigitizable theory, precisely because
it is hard to conceive a pair of systems that are not asymptoti-
cally equivalent, though it is intuitive that, e.g., a system with
a state space that is a polyhedron cannot be asymptotically
equivalent to a system whose state space is an ellipsoid. A
nondigitizable theory should contain infinitely many system
types, all pairwise asymptotically inequivalent.
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APPENDIX A: A SIMPLE LEMMA

Lemma A.1. Let {c};ex € Eff(B) be an observation test
and {A};cx C Eff(A) a collection of effects. If causality holds,
then ZieX A; X ¢; € Eff(AB).

Proof. This is a straightforward consequence of causality.
For any i € X, there exists an observation test {A;’)} jey, such

that A; € {Ay)}jey[. Thus, if we consider the test {#g X ¢;};ex

and the collection of effects {Ay) X ¢i}d, jrexxy we have

B | %

(AL)

with &7 := %5 X ¢; and 93; = A;i). Therefore, causality im-
plies that {Ay) X ci}a, jjexxy 1s an observation test, and

Y iexAi M ¢; € Eff(AB), being a coarse graining of effects
from the same test. [ |

APPENDIX B: PROOF OF LEMMA V.1

We start by defining the following number:

¢(N,8) ==sup {e | Exmc(p) S Ey y5(0)}- (BI)
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First, we can observe that in the above definition we can safely
take the maximum, since the following inclusion holds:

Envmcv)(P) S Ey y5(p).

Indeed, let (éa, @) € EN,M,{(N,B)- By definition of EN,M,{(N,(S)
we of have

sup Y I(28 — 5) B Ic]Willop < E(N. 8),
clw 5
then there exists &’ < ¢ (N, ) such that supc (g, Y N(2é -
IYNR FclVillop < €. Thus, by definition of ¢(N,$),
one has (&,9)e€Eymue(p) with & <&’ <¢(N,$)
and Ey e (p) C EN yy5(p). Finally, since Eyae(p) S
Enm.e(p), we have (&, 9) € E,SVM,(S(,O), and consequently
Eymcvs)(p) C EI\C;.M’(S(,O).

This inclusion has another consequence, which is our start-
ing point for proving the lemma. Indeed, by definition one has

lim sup R .5, (0) = RS (p).
N—oo

‘We now have the following two possibilities:

(1) 369 > 0 such that, VO < § < &y, liminfy_, o C(N, §)
=0

(2) V8 > 0 one has liminfy_, o ¢(N, 8) =: £(8) > 0.

Let us start analyzing case 2. In this case, by definition of
limit inferior, one has

Vs, y >0
ANo, YN =Ny, (N, 8)> () — v,
VNo, 3N =Ny, (N, 8) <)+ .

This implies that for every § > 0 and every positive y, for
suitably large N it is Rf(é)—y,l_\/(!o) 2 Rywv,5),n(p), and conse-
quently, for suitably large N it is Rz5)0.8(0) Z Rev )N (0).
In turn, this implies

Re5,2(p) = limsup Ry 5.8 (p) = RS (p),
N—>oo

and finally, being ¢ (8) increasing as a function of §, taking the
limit for § — 0 one has some value ¢ > 0 such that

1(0) > lim Re(0) = lim Rz(5,(p) > I°(p).

We now turn to case 1 and show that this is not possible.
The hypotheses imply indeed that there exists o > O such that
liminfy_ o (N, 8p) = 0, and the same is then true of every
0 < § < 8p. This means that for every y > 0 and every Ny
there exists N > Ny such that ¢ (N, §) < y forall 0 < § < .
By definition, this means that for every y there exists a scheme
(&, D) € Exm.y(p) such that (&, 2) ¢ Ef ; s(p). More ex-
plicitly

sup Y (28 — I) K Iclillop < 7
C.Wi)

sup L NX:Y)—IX:Y) >4,
C.{¥i}.{a;}
where L has been introduced in Definition V.1. First, we
remark that if m =1 or n =1, then H(X) =0 or H(Y) =
H(Y)=0, respectively, and thus I(X:Y) =1(X: Y)=0,
since I(A : B) < min{H(A), H(B)}. The minimum relevant

value of L is thus log, 3. Now according to Theorem 2 in [28],
for |[p —qll <y <1 —1/mn one has

LNX:Y)-IX :Y))
<3y +3L7'Hy(y)

<3y + Hy(y),

log, 3
where X, Y and X', Y’ are distributed according to p; ; and
qi,j» respectively. We can then conclude that for every y > 0
one has

3
8§ <3y +——=H().
log, 3

However, our hypotheses imply that the latter condition must
hold for some § > 0, which is absurd.

APPENDIX C: PROOF OF LEMMA V.2

Let us take § > 0, and consider (&, ) € ES’M,S(,O). Let
us consider first a single use of the source associated with p
corresponding to the decomposition {W;}, and let {a;} be the
observation test such that /(Xg : Y) is maximum, where X
is the classical variable corresponding to the outcome i of the
preparation test, and Yy that of the observation test. Notice
that by Krein-Millman’s theorem and Caratheodory’s theorem
one can always find the supremum of mutual information
considering atomic decompositions and observation-tests with
a bounded number of elements, and thus the optimization
problem has a compact domain. Let now {¥;} be the decom-
position of p™ defined by

\Ili::\Il,»l&\Ilizﬁn-&\IJ

INE)

and W; be the decomposition that maximizes (X : Yo), with
mg outcomes. Let now {b;} be the observation test on N copies
of the system that maximizes /(X : Y) where X is the i.i.d.
classical variable given by the preparation eventi and Y by the
outcome j. Since {b;} maximizes the mutual information it is
clear that the test {(b;|Z &’} will provide a mutual information
I(X : Y) no larger than /(X : Y). Thus we can write

IX:Y)—IX:Y)
log, m{ DIN) — 1
S IX:Y)—IX:Y)
~ Nlog, moDy + log, k’

where in the first bound we used the fact that the number
of outcomes for the observation test maximizing the mutual
information does not exceed the dimension of the space of
effects D(N), while in the second bound we used the hypoth-
esis that there exist k, Dy such that D(N) < kD{)V . Now, by
definition of /(X : Y)wehave I(X : Y) > NI(Xy : Yo), while
by the result of Theorem 2 in [29] we have

I(X :Y) <log, DIM) < log, k' + M log, Dy,

where we think of the scheme given by the decomposition
{&|¥1)} and the observation test given by {(b;|Z}, involving
M obits. We can then write the following inequality:
NI(X, : Yo) — M log, Dy — log, K’
>
N log, myDy + log, k

’
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and consequently

M log, Dy +log, k' /M
N log, moDy + log, k/N

I(X() : Y())
log, moDy + log, k/N

In particular, if the scheme (&, ) has the minimum M for
fixed N, § we can then conclude that

c log, D; 1 log, k'
R&N log, k ﬁ log, k
log, moDy + -~ log, moDy + -~
](X() . Y())
10g2 moDO + %

Taking the limit superior for N — 0o on both sides we have
1(Xo : Yo)

RC log, D,
= ’
10g2 mODo

8 10g2 mODO
and finally, in the limit § — O we obtain

1°( log, D; I(Xo : Yp)
log, moDy ~ log, myDy’

namely,

For a mixed state, I(Xj : Yp) > 0, and this implies the thesis.
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