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Quantum theory of feedback cooling of an anelastic macromechanical oscillator
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Conventional techniques for laser cooling, by coherent scattering off of internal states or through an optical
cavity mode, have so far proved inefficient on mechanical oscillators heavier than a few nanograms. That is
because larger oscillators vibrate at frequencies much too small compared to the scattering rates achievable
by their coupling to auxiliary modes. Decoherence mechanisms typically observed in heavy low-frequency
elastically suspended oscillators also differ markedly from what is assumed in conventional treatments of laser
cooling. We show that for a low-frequency anelastic oscillator forming the mechanically compliant end mirror
of a cavity, detuned optical readout, together with measurement-based feedback to stiffen and dampen it, can
harness ponderomotively generated quantum correlations to realize efficient cooling to the motional ground
state. This will pave the way for experiments that call for milligram-scale mechanical oscillators prepared in
pure motional states, for example, for tests of gravity’s effect on massive quantum systems.
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I. INTRODUCTION

The purity with which quantum states of tangibly massive
objects can be prepared remains an open experimental chal-
lenge [1–3]. Although workers in the fields of atomic physics
[4–9], and more recently cavity optomechanics [10–18], have
succeeded in addressing this challenge at subnanogram mass
scales, objects with a significantly larger mass feature a qual-
itatively different behavior. The central pathology remains
the same, namely, decoherence, but the precise symptom is
unique at large masses.

Small-mass objects, elastically or electromagnetically
bound, can be taken to be a mechanical oscillator that is
subject to a viscous damping force proportional to its ve-
locity (called velocity damping). For trapped atoms, this is
due to the fact that there is little internal dissipation, and any
external dissipation arises predominantly from background
gas collisions, which are naturally described through im-
pulsive momentum kicks; the fluctuation-dissipation theorem
then assigns a velocity-damped model for motional decoher-
ence. Levitated nanomechanical systems, recently prepared
in their motional ground state [15,16], appear to be immune
to internal dissipation, despite large internal temperatures
[19], apparently due to negligible coupling between internal
modes and center-of-mass motion. Nanomechanical objects
are elastically bound so as to realize radio-frequency me-
chanical oscillators; the effects of internal dissipation are
largely masked at such high frequencies [20]. The upshot is
that all existing theoretical consideration of laser cooling of
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mechanical oscillators implicitly assumes a velocity-damped
oscillator [21–32].

Large-mass objects have been isolated so as to be largely
immune to external damping. To wit, gas damping scales
inversely with the mass [33–35], while suspension techniques
have been developed (such as that employed in LIGO) that are
not limited by loss to an external agency. Internal damping
dominates their decoherence. A most ubiquitous form of in-
ternal damping in elastic oscillators is anelasticity [20,36,37],
for which the damping is not velocity proportional, but is de-
scribed by a frequency-dependent “structural damping” rate,
�0[�] = (�0/Q0)(�0/�), where �0 is the resonance fre-
quency, and Q0 is the (frequency-independent) quality factor.

The decoherence rate of a structurally damped oscillator,
when exposed to a thermal bath of mean occupation nth[�] ≈
kBT/h̄�,

�th[�] = nth[�]�0[�] ≈ kBT

h̄Q0

(
�0

�

)2

,

decreases quadratically with frequency, in marked contrast
to a velocity-damped oscillator (for which the scaling is
linear). This can be harnessed by stiffening the oscillator—
for example, by radiation pressure forces from a cavity
field [38–40]—so as to establish an oscillator mode at
the frequency �eff � �0, whose thermal decoherence rate,
�th[�eff] = �th[�0](�0/�eff )2, can be significantly lower
than that of the intrinsic mode (at frequency �0). However,
this will be counteracted by additional decoherence from
quantum fluctuations of the optical field used to produce the
optical spring. The interplay of these two effects, given the
scaling of the decoherence rate for a structurally damped
oscillator, calls for a reexamination of the conventional
theory of laser cooling [21–23,25] as applied to macroscopic
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mechanical oscillators. As we will show, this naturally brings
up the opportunity to consider improvement of the cooling
performance through back-action evasion.

In the following we study laser cooling of structurally
damped and optically stiffened mechanical oscillators via
their coupling to an optical cavity field. Because typical
macroscopic mechanical oscillators coupled to optical cavities
tend to be in the broadband cavity regime (i.e., mechanical
frequency much lower than the cavity decay rate), cooling
from cavity dynamical back-action is not practical to realize
pure quantum states, so we consider active feedback based
on cavity-enhanced measurement of the oscillator position
as the cooling mechanism [14,21,25,41]. In fact, significant
optical stiffening, by blue-detuning the cavity mode it is cou-
pled to, requires external feedback to stabilize the oscillator
against parametric instabilities [42]. The natural rotation of
the field quadratures due to cavity detuning, possibly en-
hanced by choice of homodyne measurement angle to derive
the error signal for feedback, gives rise to the possibility of en-
hancing the performance of feedback cooling using quantum
correlations developed intrinsically in the radiation-pressure
interaction [43].

II. FEEDBACK COOLING WITH ACTIVE AND DETUNED
OPTICAL SPRING

We consider here the following scenario [depicted in
Fig. 1(a)]: A mechanical oscillator, with displacement fluc-
tuations δx, forms the end mirror of an optical cavity, whose
motion modulates the cavity frequency as G · δx; the cavity is
probed by an ideal coherent field detuned from resonance by
�, and is otherwise lossless; the reflected light is subjected
to homodyne detection with a local oscillator whose phase
differs from that of the cavity input by θ ; and the resulting
photocurrent fluctuations are passed through a causal filter to
synthesize a force—the feedback force—that impresses upon
the oscillator. Despite the complexity of the scenario, the
motion of the oscillator can be described by a simple linear
equation (in the frequency domain),

χ−1
0 [�]δx[�] = δFth[�] + Frp[�] + Ffb[�]. (1)

It describes the intrinsic response,

χ0[�] = [m(−�2 + �2
0 + i��0[�])]−1, (2)

of the oscillator—with mass m, intrinsic resonance frequency
�0, and damping �0[�]—to three forces.

A. Structural thermal force

The thermal force δFth is characterized by its (symmetrized
double-sided) spectral density,

S̄th
FF [�] = 2h̄(nth[�] + 1

2 )m��0[�], (3)

where nth[�] ≈ kT/(h̄�) is the average thermal phonon oc-
cupation. Note that structural thermal force decreases with
frequency [i.e., S̄th

FF [�] ≈ 2h̄m ��th[�] ∝ 1/�]—in contrast
to velocity-damping which is frequency-independent—which
implies that the resulting thermal displacement spectrum
scales as �−5 for frequencies above resonance [see Fig. 1(b)].

(a)

(b)
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FIG. 1. (a) A schematic picture of our model of feedback cool-
ing. A mechanical oscillator with intrinsic susceptibility χ0 is trapped
by two additional springs—one induced by optical radiation pressure
(χrp) and another induced by measurement-based feedback (χfb)—so
that the effective resonant frequency is significantly increased. The
feedback filter is characterized by two cutoff frequencies �H,L that
define the mechanical mode of interest. (b) Displacement fluctua-
tions of a structurally damped (red) and velocity-damped (yellow)
oscillator, showing the stronger decrease of structural thermal noise
at frequencies above resonance.

B. Radiation pressure force: Optical trapping versus quantum
back-action

The radiation pressure force Frp[�] arises from an inter-
action between the oscillator displacement and intracavity
field (a) described by the interaction Hamiltonian [44], Hrp =
−h̄Gnx, where n = a†a is the intracavity photon number. In
a linearized description, the radiation pressure force can be
expressed as the sum of two components [45],

Frp[�] = −χ−1
rp [�]δx[�] + δFrp[�]. (4)

The first is a detuning-dependent force that is proportional to
the oscillator position, and leads to optical damping and/or
antidamping and spring shift, while the second is a quantum
radiation pressure force fluctuation due to intracavity photon
number fluctuations. In the broadband cavity regime [i.e.,
where the cavity decay rate (κ) is much larger than the me-
chanical frequency] the former is described by a susceptibility
of the form

χ−1
rp = m

(
�2

rp + i��rp
)
, (5)

where

�2
rp ≈ �2

SQL
δ

2(1 + δ2)
, �rp ≈ −�2

SQL

κ

2δ

(1 + δ2)2
, (6)
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are the shifts in the oscillator frequency and damping rate due
to the radiation pressure interaction. Here, δ = �/(κ/2) is the
detuning normalized to the cavity’s full width at half max-
imum (FWHM), nc is the mean intracavity photon number,
and we have defined

�SQL =
√

8h̄G2nc

mκ
, (7)

the frequency at which the free-mass standard quantum limit
(SQL) is attained.

Note that, in the theory of cavity optomechanics applied
to high-frequency oscillators, the radiation-pressure-induced
change in the oscillator frequency is typically small com-
pared to the intrinsic resonance frequency (i.e., �rp � �0).
In that case, the characteristic interaction frequency is the
vacuum optomechanical coupling rate, G

√
nc

√
h̄/(2m�0),

defined with respect to the zero-point motion of the intrinsic
oscillator at frequency �0. In contrast, here we consider the
scenario where the optical spring frequency can be much
larger than the intrinsic frequency (i.e., �rp � �0), and we
are interested in the properties of the oscillator mode es-
tablished at the shifted frequency. Achieving this scenario
gives the advantage of the frequency dependence in the struc-
tural damping. Even when the shifted mechanical frequency
is much different from its intrinsic frequency, the trade-
off between measurement sensitivity and back-action force
remains constrained by fundamental constants (explicated be-
low). Thus, in the terminology of imprecision and back-action
noises (see below), the SQL frequency, implicitly defined
by (m�SQL)2S̄imp

xx [�SQL] = S̄rp
FF [�SQL], is a more convenient

measure of the interaction strength that is independent of
the mechanical resonance frequency. Note that this implicit
definition clarifies the interpretation that it is the frequency at
which the SQL is achieved. When both the imprecision and
back-action noises are white, for example, for displacement
readout using a broadband cavity, explicit expressions for
these noises give the form in Eq. (7). The implicit definition
is, however, valid more generally.

The effect of the position-dependent term in the radiation
pressure force [first term in Eq. (4)] is to change the effective
response of the oscillator. Indeed, inserting the form of the
radiation-pressure-modified response [Eq. (5)] in Eq. (1) and
rearranging terms shows that the radiation-pressure-modified
response,

(
χ−1

0 + χ−1
rp

)−1 ≈ [
m(−�2 + (

�2
0 + �2

rp

)
+ i�(�0 + �rp))

]−1
,

features a mechanical oscillator at a higher frequency (�2
0 +

�2
rp)1/2 � �0 for blue-detuned (i.e., δ > 0) operation. Since

the thermal force decreases with frequency, the displacement
fluctuations due to thermal noise at �rp can be lower than that
at the oscillator’s intrinsic resonance frequency �0.

Two effects, however, affect this conclusion. First, quan-
tum fluctuations in the intracavity photon number, due to the
blue-detuned light used to stiffen the oscillator, create an ad-
ditional radiation pressure force fluctuation (see Appendix A),

S̄rp
FF = (h̄G)2S̄nn ≈ 4h̄(h̄G2nc/κ )/(1 + δ2), or equivalently,

S̄rp
FF [ω] = h̄

m�2
SQL

2(1 + δ2)
= h̄

m�2
rp

δ

∣∣∣∣
δ>0

. (8)

Note that this quantum back-action noise increases quadrat-
ically with the stiffened oscillator frequency (for fixed
detuning and increasing laser power). The second problem is
that as the blue-detuned optical power is increased to realize
a stiffer trap for the oscillator, the total damping rate can
become negative (i.e., �0 + �rp < 0), causing the oscillator
motion to get amplified, and the optomechanical system be-
comes unstable or nonlinear.

Both these problems—increased quantum back-action with
oscillator frequency, and instability—can be controlled by ap-
plying a feedback force on the oscillator based on an estimate
of its position. The nature of the feedback, to be discussed in
Sec. II D, is such that the oscillator motion is simultaneously
damped with an amplitude smaller than the ambient thermal
motion, where we expect the resulting dynamics to be linear.
(In an actual experiment, the trapping field and feedback
damping will need to be energized simultaneously.)

C. Displacement measurement: Imprecision, back-action,
and back-action evasion

The optical field used to pump the cavity—the same one
that when detuned produces the optical spring—is modulated
by the motion of the mechanical oscillator. Measuring the
quadratures of the field leaking out of the cavity, for exam-
ple, by homodyne detection, realizes a linear measurement
of the mechanical oscillator’s displacement. The homodyne
photocurrent, appropriately normalized, produces a linear es-
timate of the position,

δxobs[�] = δx[�] + δximp[�], (9)

contaminated by the displacement-equivalent imprecision
noise δximp, due to shot-noise fluctuations of the field quadra-
ture that is detected. Since the back-action force δFrp also
arises from the vacuum fluctuations of the same field, the
imprecision and back-action satisfy two constraints (see Ap-
pendix A),

S̄rp
FF [�]S̄imp

xx [�] = h̄2

4η
csc2 θeff, (10)

S̄rp,imp
Fx [�] = − h̄

2
√

η
cot θeff, (11)

where

θeff = θ − tan−1 δ (12)

is the effective quadrature angle of the reflected light that
is measured (for example, using a homodyne detector),
and η is the detection efficiency. The first expresses the
essence of the uncertainty principle: the measurement im-
precision and back-action force are a mutual trade-off. The
conventional measurement strategy—for phase quadrature ho-
modyne readout of the reflection (θeff = π/2)—can realize
a quantum-ideal measurement (i.e., S̄rp

FF S̄imp
xx = h̄2/4) if the

detection efficiency is unity. The second expression relays
the fact that the back-action force and imprecision noise can
be correlated—but only for finite detuning and/or homodyne
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readout of nonphase quadratures—due to the fact that traces
of the same optical field fluctuations that produce the back-
action force manifest also in the imprecision noise. When
these are anticorrelated (i.e., S̄rp,imp

Fx < 0), the detected field
quadrature can be squeezed, and (some of) the back-action of
the measurement avoided. Eqs. 10 and 11 exhaustively char-
acterize the constraints on the measurement due to quantum
mechanics at the level of spectral densities; in fact they verify
the generalized uncertainty principle, S̄rp

FF S̄imp
xx − |S̄rp,imp

Fx |2 =
h̄2/4 [46,47].

D. Feedback force: Active spring and damping versus feedback
back-action

Finally, a feedback force can be applied on the mechanical
oscillator, based on such a measurement, i.e.,

Ffb[�] = −χfb[�]δxobs[�], (13)

where χfb[�] is a causal function chosen to produce the de-
sired modification of the oscillator’s effective response. (In
principle there could be an additional force noise associated
with the feedback force—for example, from the actuator in the
feedback path, or technical noises in the photocurrent inside
the passband of χ−1

fb —but this can always be made negligible
as long as a sufficiently high-power quantum-noise-limited
local oscillator is used in the homodyne detector. In this case,
the homodyne detector acts as a high-gain phase-sensitive
amplifier, and so the quantum noise of the optical field, assim-
ilated into δximp, is the only relevant noise.) Inserting Eqs. (4)
and (13) in Eq. (1) produces the equation of motion modified
by radiation pressure and feedback:

χ−1
eff [�]δx[�] = δFth[�] + δFrp[�] − χ−1

fb δximp[�], (14)

where χeff[�] is the effective response given by

χ−1
eff = χ−1

0 + χ−1
rp + χ−1

fb . (15)

In order to affect active spring stiffening and cooling, the
feedback susceptibility needs to approximate the form,

χ−1
fb = m

(
�2

fb + i��fb
)
, (16)

around the oscillator’s stiffened frequency; here �fb, �fb > 0.
This form is comparable to the radiation-pressure-induced
susceptibility in Eq. (5). The effective susceptibility then takes
the form

χ−1
eff = m

(−�2 + �2
eff + i��eff

)
, (17)

which is the response of an oscillator at the shifted fre-
quency, �eff = �0 + �rp + �fb, with a modified damping
rate, �eff[�] = �0[�] + �rp + �fb.

The displacement spectrum of the oscillator so realized
takes the form

S̄xx[�] = |χeff[�]|2(S̄th
FF [�] + S̄rp

FF [�] + |χfb[�]|−2S̄imp
xx [�]

+ 2Re
(
χ−1

fb [−�]S̄rp,imp
Fx [�]

))
. (18)

Here the first line represents the physical motion of the oscil-
lator due to the thermal, radiation pressure back-action, and
“feedback back-action” forces; the latter is due to imprecision
noise fed back as a force through the filter χ−1

fb . The second
term is due to imprecision-back-action correlations arising
from detuning of the cavity from resonance, or detuning of
the homodyne detector from phase quadrature.

E. Feedback filter for ground-state cooling

When the objective is to cool the mechanical oscillator, a
convenient figure of merit is the average phonon number, neff,
defined through the average energy,

〈δp2〉
2m

+ m�2
eff〈δx2〉
2

≡ h̄�eff

(
neff + 1

2

)
.

Here δp is the fluctuation in the momentum of the oscillator,
which is unobserved. However, it can be estimated from the
observed displacement as δp[�] = −im�δx[�], so that the
required variances 〈δx2〉, 〈δp2〉 can be inferred from the spec-
tral density S̄xx alone as

〈δx2〉 =
∫ ∞

−∞

d�

2π
S̄xx[�], 〈δp2〉 =

∫ ∞

−∞

d�

2π
(m�)2S̄xx[�].

(19)

Mathematically carrying out this program to estimate the
phonon number for a structurally damped oscillator that is
controlled with the feedback filter in Eq. (16) turns out to be
impossible. This is for two reasons:

(1) At low frequencies, even without feedback, the vari-
ance in the displacement of a structurally damped oscillator is
formally infinite [36]. The physical reason is that structural
damping, just like any physical process dominated by 1/ f
noise, is due to nonequilibrium processes at slower and slower
time scales [48–50], which precludes thermal equilibrium.

(2) At high frequencies, feedback of imprecision noise as
a force noise leads to a formally infinite momentum [51].
This can be seen as follows: When Eq. (18) is used to es-
timate the momentum variance as the integral of (m�)2Sxx,
the term in the integral proportional to the imprecision noise,
�2|χeff|2|χfb|−2S̄imp

xx , is a constant at high frequencies, since
|χeff[� � �eff]|2 ∼ �−4, while |χfb[� � �eff]|−2 ∼ �2, and
(at best) S̄imp

xx is frequency independent.
In other words, a structurally damped oscillator does not

strictly satisfy the equipartition principle; naive feedback
compounds the problem.

In practice, all experiments have a finite bandwidth and
observation time which regulates the singularities at high and
low frequencies, respectively. In particular, for a large spring
(�eff � �0) the effect of structural damping can be well ap-
proximated by taking the damping rate to be constant around
resonance, i.e., �0[�] ≈ �0[�eff] = �2

0/(Q0�eff ). To regulate
the problem with the momentum variance, we modify the
feedback filter to the form

χ−1
fb [�] = m�2

0
1 + i�/�H

1 + i�/�L
gfb, (20)

where �H and �L are high- and low-pass frequencies be-
tween which feedback is active (�L > �H), and gfb > 0 is
the dimensionless gain. In this case, unlike the naive filter
in Eq. (16), we have that |χfb[� � �eff]|−2 ∼ m�2

0g2
fb, so

that �2|χeff|2|χfb|−2S̄imp
xx ∼ �−2, which regulates the high-

frequency divergence of the momentum integral. However, in
order to realize a spring and damping, the filter in Eq. (20)
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must conform to the form in Eq. (16) at some frequencies;
indeed we have

χ−1
fb [� � �L] ≈ m�2

0

(
1 + i

�

�H

)
gfb.

Comparing this with Eq. (16) implies that the feedback
damping is �fb = gfb�

2
0/�H, and the spring shift is �fb =√

gfb�
2
0 = √

�H�fb.

An additional complication of this choice of the feedback
filter is that it need not render the system uncondition-
ally stable in the presence of radiation pressure back-action.
A simple Routh-Hurwitz analysis of the effective sus-
ceptibility χeff shows that the system is stable if gfb >

−�rp�L�H/[�2
0(�L − �H)]. We assume that sufficient feed-

back damping can be realized to satisfy this condition.
With these issues addressed, the oscillator’s mean phonon

number can be computed from the displacement spectral
density. The result can be expressed in closed form (see
Appendix B):

2neff + 1 =
[

2�2
eff + (�L − �H)�eff + 2�2

L

�2
L

(
nth,eff + nba + 1

2

)
�0[�eff ]

�eff
+ 2�2

eff + (�L − �H)�eff + 2�2
H

�2
eff

nimp
�eff

�0[�eff ]

− 2�2
eff + (�L − �H)�eff + 2�L�H

�L�eff
ncor

](
1 − �H

�L

)−1

. (21)

Here, nth,eff = nth[�eff] = nth[�0](�0/�eff ) is the average
phonon occupation of the stiffened oscillator, nba = nth,eff ·
S̄rp

FF /S̄th
FF [�eff ] is the average phonon occupation due to quan-

tum back-action, nimp is the phonon-equivalent imprecision
noise defined through the uncertainty relation [Eq. (10)],
nimpnba = (16η)−1 csc2 θeff, and ncor = (2

√
η)−1 cot θeff is the

phonon-equivalent correlation between imprecision and back-
action.

III. DISCUSSION

The first and second terms in Eq. (21) denote the feed-
back suppression of the total energy of the stiffened oscillator
(∝ nth,eff + nba) and the heating due to feedback injection
of imprecision noise, respectively. The third term, nega-
tive in contribution, is the effect of back-action cancellation
originating from imprecision-back-action correlations devel-
oped through the radiation pressure interaction [52–54]. Such
quantum correlations can be harnessed when feedback is
predicated on readout of the outgoing field’s quadrature that
is away from phase quadrature (as shown in Ref. [43] for
feedback damping with resonant cavity readout for a velocity-
damped oscillator).

A. Conventional case: Feedback with resonant
phase-quadrature readout

Before delving into further discussion, note first that
the practice of estimating the phonon occupation by as-
suming the equipartition principle, i.e., taking 2neff + 1 =
(2m�eff/h̄)〈δx2〉, is equivalent to taking the low-pass cutoff
to be �L → ∞; in this case, Eq. (21) reduces to

neff + 1

2
≈

(
nth,eff + nba + 1

2

)
�0[�eff ]

�eff

+
(

1 + �2
H

�2
eff

)
nimp

�eff

�0[�eff ]
− �H

�eff
ncor.

For phase measurement at zero detuning (i.e., θeff = π/2, δ =
0), the effective resonance frequency is �2

eff ≈ ωh�eff , so that

the above expression can be cast as

neff + 1

2
≈

[
nth,eff + nba + 1

2
+

(
�eff

�0[�eff ]

)2

nimp

]
�0[�eff ]

�eff

+ nimp
�eff

�0[�eff ]
,

(22)

consistent with the experiments on feedback cooling of
a structurally damped actively stiffened oscillator near its
ground state [1].

The case of no active spring corresponds to setting �eff =
0 (because we have assumed that �eff � �0 in the above
equation). With resonant readout, there is no additional source
of spring stiffening either. In this case, the above equation re-
duces to (neff + 1

2 )�eff ≈ (nth + nba + 1
2 )�0 + nimp�eff , which

can be interpreted as a detailed balance relation describ-
ing a velocity-damped oscillator simultaneously coupled to
its thermal and back-action baths at rate �0, and via feed-
back to the bath due to measurement imprecision at rate
�eff . Optimizing over the damping rate shows that neff +
1
2 � 2

√
(nth + nba + 1

2 )nimp; using the uncertainty relation,

nimpnba � 1
16 further gives neff + 1

2 � 2
√

(nth + 1
2 )nimp + 1

16 .
Thus, to realize neff < 1 requires that nimp < 1/(2nth + 1),
which is the well-understood requirement on the measurement
sensitivity to feedback-cool a velocity-damped oscillator to its
motional ground state [14,41].

In marked contrast, for a structurally damped oscilla-
tor that is actively stiffened, the apparent initial occupa-
tion (i.e., before feedback damping has commenced) in
Eq. (22), nth,eff + nba + nimp(�eff/�0[�eff ])2, has a thermal
component (first term), nth,eff = nth[�0](�0/�eff ), that de-
creases with increasing spring frequency—a form of thermal
noise dilution [39,40]—and an additional term (third term),
nimp(�eff/�0[�eff ])2 = nimp(�2

eff/�0�0)2, that increases with
the spring frequency—a form of feedback back-action arising
from imprecision noise fed back as a force noise in realizing
the active spring. The opposing scaling of these two effects
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with the spring frequency, with the former scaling as �−1
eff and

the latter as �4
eff , implies an optimal value of the spring fre-

quency beyond which the dilution of thermal noise is nullified
by increase in feedback back-action from the spring. For a
given measurement imprecision (which is independent from
the effective frequency for the structurally damped oscillator)

nimp = 1

4ηQ0

(
�0

�SQL

)2

, (23)

that optimal spring frequency is given by (for the relevant
case, nimp � 1),

�eff,opt ≈ �0

(
nth[�0]

nimp

1

4Q2
0

)1/5

(24)

= �0

(
ηnth

Q0

)1/5(
�SQL

�0

)2/5

, (25)

where Q0 ≡ �0/�0[�0] is the intrinsic quality factor of the
oscillator. Inserting this back into Eq. (22) gives

neff + 1

2
≈

(
5

28/5
(n2

thQ0)2/5n1/5
imp + nba + 1

2

)
�0[�eff ]

�eff

+ nimp
�eff

�0[�eff ]

� 2

√(
5

28/5
(n2

thQ0)2/5n1/5
imp + nba + 1

2

)
nimp

� 2

√
5

28/5
(n2

thQ0n3
imp)2/5 + 1

16
.

Here the second line is the result of optimizing over the
feedback damping rate �eff , while the last line is from the
uncertainty principle (and we have omitted a small O(nimp)
term). In order that neff < 1, the last equation implies the
requirement

nimp <

√
2

55/6
n−2/3

th Q−1/3
0 (26)

on the measurement sensitivity. For the experimentally rel-
evant regime where the oscillator begins in a large thermal
state, i.e., nth � 1, the requirement on the measurement sen-
sitivity is slightly weaker for the case where the oscillator is
structurally damped and actively stiffened (scaling as n−2/3

th )
compared to the case of a velocity-damped oscillator (scaling
as n−1

th ). The condition for nimp in Eq. (26) can be rewritten as
that for the mechanical Q value,

Q0 >

(
5

8

)5/4

nth

(
�0

�SQL

)3

, (27)

or in terms of the oft-quoted “Q f product,” Q0 f0 >

(kBT/h) × (5/8)5/4(�0/�SQL)3. Note that the necessary con-
dition on the mechanical quality factor is relaxed for a
low-frequency oscillator strongly coupled to a quantum-noise-
limited optical field (i.e., �SQL � �0). The unique �−3

SQL
scaling on the Q-factor requirement is consistent with the idea
that as �SQL increases, larger active spring frequencies can
be realized; for a structurally damped oscillator, its thermal
occupation reduces as �−1

eff , while the penalty from feedback
back-action in realizing the spring worsens as nimp�

4
eff ∝

(�2
eff/�SQL)2; their ratio is upper bounded by a factor that

scales as �−3
SQL.

B. General case: Detuned readout with finite-bandwidth
feedback

The more general case harnesses the freedom to both
detune the readout field from the optical cavity resonance—
which produces an optical spring and rotates the quadrature
of the outgoing field with respect to the input field—and
a variable-quadrature homodyne detection of the outgoing
field—which can be sensitive to the quantum correlations de-
veloped via the radiation pressure interaction. In this case, for
a fixed optomechanical system, an experimenter has control
over five parameters: the gain of the feedback filter gfb, which
effectively sets the feedback damping rate �fb; the cutoff fre-
quencies �L and �H, which together with the feedback gain
determine the feedback spring frequency �fb; the detuning,
which contributes to the radiation pressure-induced spring and
damping; and the effective readout phase θeff .

In the following we will interchangeably use the phonon
number and the purity as figures of merit to assess the quality
of the quantum state that is realized. The purity satisfies 0 �
μ � 1, where the upper (lower) bound corresponds to a max-
imally pure (mixed) state. In the scenario we consider, where
the initial state of the oscillator is Gaussian (specifically, as-
sumed to be thermal), and measurement and feedback are lin-
ear in the oscillator’s position, the state realized by feedback is
also Gaussian. For Gaussian states, the purity is related to the
average quantum number of its thermal component as μ−1 =
2neff + 1. Thus Eq. (21) directly gives the inverse of the
purity. Note, however, that the conventionally employed cri-
teria for having realized the ground state of motion, neff < 1,
corresponds to a purity of μ > 1/3.

For fixed detuning, the dependence of the readout angle
is through the imprecision and the imprecision-back-action
correlations,

nimp ≡ nθeff
imp = nπ/2

imp (1 + cot2 θeff ), (28)

ncor ≡ nθeff
cor = nπ/4

cor cot θeff, (29)

where nπ/2
imp = 1/(16ηnba) is the imprecision for the con-

ventional phase-quadrature readout, and nπ/4
cor = 1/(2

√
η).

Clearly, the phase-quadrature readout (θeff = π/2) minimizes
imprecision without harnessing any quantum correlations
(nπ/2

cor = 0), while the amplitude-quadrature readout contains
no information about the motion (i.e., n0

imp → ∞). In the con-
text of displacement measurement, the trade-off between these
two scenarios is the principle of so-called variational measure-
ment that can realize displacement sensitivity better than that
by phase-quadrature readout [52–56]. Improved displacement
sensitivity, in the context of feedback control, produces less
feedback back-action; thus, optimizing the readout angle to
harness quantum correlations can lead to better state purity
(with other parameters fixed).
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Inserting Eq. (28) in Eq. (21), the latter can be put into the
form

Rμ−1 = Ctot

g

(
nth,eff + nba + 1

2

) + gCimpnπ/2
imp (1 + cot2 θ )

− Ccorn
π/4
cor cot θ, (30)

where g ≡ �0[�eff ]/�eff is the factor by which the damping
rate has increased due to feedback, R ≡ 1 − �H/�L, and
Ctot,imp,cor are the dimensionless prefactors for each of the three
terms in Eq. (21):

Ctot ≡ 2�2
eff + (�L − �H)�eff + 2�2

L

�2
L

,

Cimp ≡ 2�2
eff + (�L − �H)�eff + 2�2

H

�2
eff

,

Ccor ≡ 2�2
eff + (�L − �H)�eff + 2�L�H

�L�eff
,

(31)

which are themselves functions of g, �H,L. In this sense, the
final occupation depends on five parameters: the effective
readout angle (which includes the detuning), the increase in
damping due to feedback, quantified by g, and the filter cutoff
frequencies �H,L; the filter DC gain (gfb) and spring frequency
(�eff ) can be determined in terms of these.

The optimal readout angle is defined to be the one that
maximizes the final state purity μ. Completing the square in
the angle-dependent terms of Eq. (30),

Rμ−1 = Ctot

g

(
nth,eff + nba + 1

2

) + gCimpnπ/2
imp

+ gCimpnπ/2
imp

[(
cot θ − Ccorn

π/4
cor

2gCimpnπ/2
imp

)2

−
(

Ccorn
π/4
cor

2gCimpnπ/2
imp

)2]

� Ctot

g

(
nth,eff + nba + 1

2 − (Ccorn
π/4
cor )2

4CtotCimpnπ/2
imp

)

+ gCimpnπ/2
imp , (32)

where the inequality is true for the choice cot θ =
Ccorncor/(2gCimpnπ/2

imp ), which minimizes the expression in the
first line, and dictates the optimal readout angle.

The negative term in the first parentheses of the last in-
equality above represents the decrease in back-action due
to back-action cancellation in variable-quadrature readout.
Indeed rewriting the back-action-related part inside those
parentheses in the form

nba − (Ccorn
π/4
cor )2

4CtotCimpnπ/2
imp

= nba

(
1 − (Ccorn

π/4
cor )2

4CtotCimp

1

nbanπ/2
imp

)

� nba

(
1 − C2

cor

CtotCimp

)

shows the ideal efficacy of back-action evasion with variable-
quadrature readout. (Here the inequality is a result of the
statements of the uncertainty principle, nbanπ/2

imp � 1/16, and

nπ/4
cor � 1/2.) Ideally, all back-action is canceled, correspond-

ing to the condition C2
cor = CtotCimp; as it turns out, this

happens when [57] Ctot = 2. From Eq. (31), and the fact
that �H < �eff < �L, it follows that �L �

√
�H�eff/2. This

further implies that Cimp ≈ 2.
Thus, in the ideal case where these conditions can be met,

all back-action can be suppressed, and so

μ−1 � 2

g

(
nth,eff + 1

2

) + 2gnπ/2
imp

� 4
√(

nth,eff + 1
2

)
nπ/2

imp , (33)

indicating that the ground state can be realized if nπ/2
imp �

(3/4)2n−1
th,eff = (3/4)2nth(�0/�eff )2, for a readout angle

θ ≈ π
4 .

The practical benefit of variable-quadrature readout is that
for a given measurement imprecision, it can materialize mod-
erate back-action cancellation so that the occupation achieved
by feedback damping is lower than if phase readout were
employed. To illustrate this practical scenario, we numerically
optimize the purity as a function of the five parameters: the
two cutoff frequencies (�L and �H), the feedback gain (�fb 
�eff ), the normalized detuning (δ), and the readout angle (θeff ).
The purity is optimized for varying quantum cooperativities,
CQ ≡ nba/nth. In order to emulate conditions of fixed input
power, the cutoff frequencies are normalized by the SQL
frequency with zero detuning,

�SQL,0 =
√

1 + δ2�SQL. (34)

For the same reason, we define CQ,SQL to be the quantum
cooperativity at the SQL frequency with zero detuning.

Figure 2 shows the result of numerically optimizing the
achievable purity as a function of quantum cooperativity
CQ,SQL. Blue lines show the performance of phase quadra-
ture readout (θ = π/2), while red shows the case where
the readout laser is blue detuned, and the cavity output
is subjected to variable-quadrature homodyne measurement.
Variable-quadrature readout performs better in terms of the
achievable state purity at all values of the cooperativity (a re-
sult also known in the context of velocity-damped oscillators
[43]). Ground-state cooling, where μ > 1/3, can be achieved
at CQ,SQL � 1, for a readout angle θ ≈ π/3. The ultimate
purity that can be achieved remains asymptotically bounded
by μ <

√
η.

At small cooperativity, the optimal filter cutoff frequen-
cies are relatively high, while the optimal detuning is small.
On the other hand, at large cooperativity, the optimal cut-
off frequencies are small and the optimal detuning is high.
This implies that at small (large) cooperativity, the feedback
(optical) spring must be dominant. The reason is that in the
small-cooperativity regime, the optomechanical coupling is
not strong enough to realize radiation pressure springs large
enough to take advantage of the unique scaling of structural
thermal noise, whereas in the high-cooperativity regime, the
feedback spring introduces additional decoherence from feed-
back back-action, so that the optical spring is ideal in this
regime. In either case, the optimal spring frequency is around
the SQL frequency.
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FIG. 2. (a) Maximum achievable purity at any quantum coop-
erativity with active spring and detuned readout for a structurally
damped oscillator. The red (blue) lines correspond to optimized
(phase-fixed) readout angle in all panels. The region represents
neff < 1 (μ < 1/3). The brown dotted line indicates the limit to
achievable purity due to inefficient detection, i.e., μ <

√
η (η = 0.8

here). (b) The feedback filter cutoff frequencies in units of the SQL
frequency �SQL,0; solid lines are the low-pass cutoff and dashed lines
are the high-pass cutoff. (c) The optimal cavity detuning (normalized
to FWHM). (d) The optimal readout angle.

IV. CONCLUSION

We have investigated the implications of structural damp-
ing on feedback-based motional ground-state preparation of
elastically bound macroscopic mechanical oscillators. We find
that the requirement to realize the ground state is less stringent
compared to the oft-studied case of a velocity-damped oscil-
lator. That is because structural thermal noise reduces with
increasing frequency much faster than velocity-proportional

thermal noise. Hence actively stiffening the oscillator mode
to take advantage of this decrease can be fruitful. However,
that decrease comes at the expense of increasing back-action
force fluctuations from the agency that realizes the stiffened
spring. The trade-off between these competing sources of
decoherence is optimized when the spring frequency is around
the SQL frequency. Finally, feedback can be performed using
a variable-quadrature homodyne measurement of the oscil-
lator’s displacement, which outperforms feedback based on
phase-quadrature measurements at all values of the radiation-
pressure cooperativity; this is due to back-action cancellation
intrinsic to the variable-quadrature measurement scheme.

All of the above conclusions crucially rely on the implicit
assumption that the favorable frequency scaling of structural
thermal noise continues well beyond the SQL frequency of
the mechanical mode of interest. This necessitates careful
suspension design to eliminate other mechanical modes in that
vicinity.

These observations are directly relevant to experiments
that hope to realize pure quantum states of macroscopic me-
chanical oscillators to explore the interface between quantum
physics and gravity.
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APPENDIX A: IMPRECISION-BACK-ACTION PRODUCT
FOR ARBITRARY DETUNING

In this section, we present the general form of the
imprecision-back-action product for the displacement mea-
surement of a mechanical oscillator at arbitrary detuning and
homodyne angle.

Let us consider a mechanical oscillator embedded as the
end mirror of a single-sided optical cavity, pumped by an
ideal coherent state at the effective detuning �. The intra-
cavity optical fluctuations (δa) and mechanical displacement
fluctuations (δx) are described by the quantum Langevin equa-
tions [44]:

δȧ =
(

i� − κ

2

)
δa + √

κδain + iG
√

n̄δx, (A1)

δẍ + �mδẋ + �2
mδx = 1

m
(δFth − h̄G

√
n̄(δa + δa†)). (A2)

Note that Eq. (A1) implies that the entry port is the dominant
source of intracavity field losses. We may rewrite these equa-
tions in the Fourier domain as

δa[�] =
√

κδain + iG
√

n̄δx

−i(� + �) + κ/2
, (A3)

δx[�] = χm(δFth + δFopt), (A4)

where χm = (m(�2
m − �2 − i��m))−1 is the intrinsic

susceptibility of the mechanical oscillator, and δFopt =
−h̄G

√
n̄(δa + δa†) is the total back-action force exerted

on the mechanical oscillator due to the radiation pressure
interaction. The reflected field, given by

δaref = δain − √
κδa, (A5)
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is subjected to ideal homodyne detection with a local oscilla-
tor phase shifted by θ ; the resulting photocurrent fluctuations
are proportional to fluctuations of the quadrature:

δqθ
ref = 1√

2

(
δarefe

−iθ + δa†
refe

iθ
)
. (A6)

We may compute the spectral density of the homodyne
quadrature as

S̄θ,�,ref
qq [�]2πδ[0] = 〈δqθ

ref[�]δqθ
ref[−�]〉, (A7)

which may be written as

S̄θ,�,ref
qq [�] ∝ S̄θ,�,imp

xx [�] + |χm|2(S̄th
xx[�] + S̄δ,rp

FF [�]
)

+ 2Re
(
χmS̄θ,�,rp,imp

Fx [�]
)
. (A8)

Computing this spectrum from Eq. (A6) following Eq. (A7)
and noting the only nonzero correlator for the input vacuum
fluctuations, 〈δain[�]δa†

in[−�]〉 = 2πδ[0], we can identify
the imprecision noise spectral density, S̄θ,�,imp

xx , the back-
action force spectral density, S̄δ,rp

FF , as well as the correlation
term, S̄θ,�,rp,imp

Fx , as follows.
Defining two frequency scale factors δ ≡ 2�

κ
and ω ≡ 2�

κ
,

the spectral density of the imprecision noise in Eq. (A8) is
given by

S̄θ,δ,imp
xx [ω] = AimpS̄

π
2 ,0,imp

xx [ω], (A9)

where

Aimp = (1 + ω2)−1 (1 + (δ + ω)2)(1 + (δ − ω)2)

(sin θ − δ cos θ )2 + ω2 sin2(θ )
, (A10)

S̄
π
2 ,0,imp

xx [ω] =
( κ

16G2n̄

)
(1 + ω2). (A11)

Next, the optical back-action force δFrp is the part of δFopt

that only depends on the incoming vacuum field fluctuations,
δain and δa†

in. Its symmetrized spectral density as identified in
Eq. (A8) is expressed as

S̄δ,rp
FF [ω] = ArpS̄0,rp

FF [ω], (A12)

where

Arp = (1 + ω2)
1 + δ2 + ω2

(1 + (δ + ω)2)(1 + (δ − ω)2)
, (A13)

S̄0,rp
FF [ω] = 4h̄2 G2n̄

κ
(1 + ω2)−1. (A14)

Hence, the imprecision-back-action product in the general
case of an arbitrary effective detuning and homodyne mea-
surement angle is given by

S̄θ,δ,imp
xx [ω]S̄δ,rp

FF [ω] = h̄2

4

1 + δ2 + ω2

(sin θ − δ cos θ )2 + ω2 sin2(θ )
.

(A15)
Note that the minimum value of the product is precisely h̄2/4,
for δ = 0 and θ = π/2; i.e., resonant readout of the phase
quadrature is ideal.

In the broadband cavity regime (i.e., � � κ or ω � 1), we
have that

S̄θ,δ,imp
xx [ω] ≈ S̄

π
2 ,0,imp

xx [ω � 1]

(
1 + δ2

sin2(θ − arctan δ)
+ O(ω2)

)
,

(A16)

S̄δ,rp
FF [ω] ≈ S̄0,rp

FF [ω � 1]

(
1

1 + δ2
+ O(ω2)

)
, (A17)

and, therefore,

S̄θ,δ,imp
xx [ω]S̄δ,rp

FF [ω] ≈ h̄2

4
csc2(θ − arctan δ), (A18)

i.e., the effect of detuning, on the imprecision-back-action
product in the broadband cavity regime, is equivalent to a
quadrature rotation arctan(2�/κ ) by the cavity. Furthermore,
in the limit of δ, ω � 1, measuring the phase quadrature (θ =
π/2) is indeed the optimal strategy.

In the case of lossy homodyne detection, quantified by
a nonunit detection efficiency η � 1, the imprecision-back-
action product is modified as [S̄imp

xx S̄rp
FF]η = [S̄imp

xx S̄rp
FF]η=1/η.

Thus, the effect of detuning and general readout quadrature
in Eq. (A18) can be interpreted as an effective loss, sin2(θ −
arctan α).

Lastly, Eq. (A8) allows us to identify the cross-correlation
spectral density between the back-action force and the impre-
cision noise. In general, it is given by

S̄θ,δ,rp,imp
Fx [ω] = − h̄

2

(cos θ + δ sin θ )(sin θ − δ cos θ ) + ω2 sin θ cos θ − iωδ

(sin θ − δ cos θ )2 + ω2 sin2 θ
(A19)

while in the broadband cavity regime (� � κ or ω � 1), it is
given by

S̄θ,δ,rp,imp
Fx [ω] = − h̄

2
(cot(θ − arctan δ) + O(ω)). (A20)

Note that in the presence of lossy detection, the correlation
term in Eq. (A20) is modified as [S̄rp,imp

Fx ]η = [S̄rp,imp
Fx ]η=1/

√
η.

APPENDIX B: CALCULATION OF THE MEAN
PHONON NUMBER

Here we describe the details of the integration of the power
spectra S̄xx of the oscillator under the combined action of

feedback and detuned optical spring. Using the feedback filter
in Eq. (20), Eq. (18) takes the form

S̄xx[�] = |χeff[�]|2
[(

1 + 1

CQ[�eff ]

)
S̄rp

FF

+
(

m�2
0�L

�H

)2
�2 + �2

H

�2 + �2
L

g2
fbS̄imp

xx

+ 2m�2
0�L

�H

�2 + �H�L

�2 + �2
L

gfbS̄rp,imp
Fx

]
, (B1)
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where CQ[�eff ] = S̄rp
FF /Sth

FF [�eff ] is the quantum coopera-
tivity. Considering that the typical feedback damping is
dominant in the total effective damping (�eff  �fb), this can
be recast as

(
�2 + �2

L

)|χeff[�]|−2S̄xx[�] = L�2 + H�2
L, (B2)

where

L =
(

1 + 1

CQ[�eff ]

)
S̄rp

FF + m2�2
L�2

eff S̄
imp
xx

+ 2m�L�eff S̄
rp,imp
Fx , (B3)

H =
(

1 + 1

CQ[�eff ]

)
S̄rp

FF + m2�2
H�2

eff S̄
imp
xx

+ 2m�H�eff S̄
rp,imp
Fx . (B4)

The inverse of the effective susceptibility is represented as

�L + i�

m
χ−1

eff [�] = −i�3 − s1�
2 + is2� + �L�2

eff , (B5)

where

s1 = �L + �0 + �rp, (B6)

s2 = �2
eff + (�L − �H)�eff , (B7)

and �2
eff = �2

0 + �2
rp + �H�fb. In order to calculate the in-

tegration in Eq. (19), we use the following identity (see
Eq. 3.112 of [58]):

∫ ∞

−∞
dx

gn(x)

hn(x)hn(−x)
= (−1)n+1 π i

a0

Mn

�n
, (B8)

where

gn(x) = b0x2n−2 + b1x2n−4 + · · · + bn−1, (B9)

hn(x) = a0xn + a1xn−1 + · · · + an, (B10)

�n =

∣∣∣∣∣∣∣∣∣∣

a1 a3 a5 · · · 0
a0 a2 a4 0
0 a1 a3 0
...

. . .

0 0 0 an

∣∣∣∣∣∣∣∣∣∣
, (B11)

Mn =

∣∣∣∣∣∣∣∣∣∣

b0 b1 b2 · · · bn−1

a0 a2 a4 0
0 a1 a3 0
...

. . .

0 0 0 an

∣∣∣∣∣∣∣∣∣∣
. (B12)

Working to first order in �/κ (since we assume the system is
in the broadband cavity regime), this identity can be applied
with n = 3. Here,

�3 = a3(a1a2 − a0a3), (B13)

M3 = b0a2a3 − b1a0a3 + b2a0a1. (B14)

We use ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

a0 = 1

a1 = s1

a2 = s2

a3 = �L�2
eff ,

⎧⎪⎪⎨
⎪⎪⎩

b0 = 0

b1 = L

b2 = −H�2
L,

(B15)

to calculate 〈δx2〉, and⎧⎪⎪⎨
⎪⎪⎩

a0 = 1
a1 = s1

a2 = s2

a3 = �L�2
eff ,

⎧⎨
⎩

b0 = −L

b1 = H�2
L

b2 = 0,

(B16)

to calculate 〈δp2〉, respectively. The integrals are performed as

〈δx2〉 = 1

2m2�2
eff

L�2
eff + H�Ls1

s1s2 − �L�2
eff

, (B17)

〈δp2〉 = 1

2

Ls2 + H�2
L

s1s2 − �L�2
eff

. (B18)

Typically we choose the low-pass cutoff frequency of the filter
which is much larger than the optical dissipation, so s1  �L.
Thus, the inverse of the purity is given by

μ−1 = L(�2
eff + s2) + 2H�2

L

2h̄m�eff�L(s2 − �2
eff )

, (B19)

which is the result in Eq. (21).
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