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Subdiffusion in wave packets with periodically Kicked interactions
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We study the quantum dynamics of a peculiar driven system, a Bose gas subjected to periodically kicked
interactions. In the limit of infinitely short kicks, this system was recently shown to exhibit a fast exponential
spreading of the wave function. Here we examine this problem for kicks or arbitrary duration and show that,

in this case, the spreading is not exponential but rather subdiffusive at long time. This phenomenon stems from
the competition between the kinetic and interaction energies within the kicks, which is absent in the limit of
delta kicks. Our analysis further shows that the breakdown of exponential spreading occurs at relatively short
times even for extremely short kicks, suggesting that, in practice, subdiffusion should be more the rule than the

exception in this system.

DOI: 10.1103/PhysRevA.105.033309

I. INTRODUCTION

Advances in nonequilibrium quantum physics have re-
cently revealed the richness of periodically driven systems
[1-3], which in general “heat” to an infinite-temperature state
due to the interplay between external forcing and interactions
[4-6]. Among driven systems, quantum kicked rotors have
played a central role, as paradigmatic models for quantum
chaos [7,8] exhibiting the phenomenon of dynamical local-
ization in momentum space [9-12]. In the quantum kicked
rotor, the role of interactions has also been explored on the
basis of the Gross-Pitaevskii equation [13—17]. It has been
found, in particular, that even a weak nonlinearity may have a
dramatic impact on the dynamics, by breaking the localization
of wave packets and leading to a subdiffusive spreading. A
similar phenomenon was also pointed out in nonlinear, spa-
tially disordered chains [15,18-23].

In the recent years, there has also been a growing interest
in driven quantum systems involving temporally modulated
interactions [24-27], used for instance to design synthetic
gauge fields or to modify many-body quantum transport. In
cold-atom experiments, modulations of the interaction are
typically implemented using the technique of Feshbach res-
onances [28]. In the present work, we explore the quantum
dynamics of a Bose-Einstein condensate subjected to periodi-
cally kicked interactions. In the case of infinitely short (delta)
kicks, it has been recently shown that this system exhibits
an ultrafast, exponential spreading of the wave function in
momentum space [29,30]. Such an exponential spreading was
confirmed by methods of classical chaos based on the calcu-
lation of Lyapunov exponents [30] and on a mapping with a
generalized kicked rotor [29]. Here, we revisit this problem by
considering interaction kicks or arbitrary duration. While we
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recover the exponential spreading in the limit of delta kicks,
we find that, as soon as the kicks are finite, the spreading is
no longer exponential but rather subdiffusive at long time.
This phenomenon stems from the competition between the
kinetic and interaction energies within the kicks, which is
absent in the limit of delta kicks. At the microscopic level, we
interpret this subdiffusive spreading in terms of a mechanism
of incoherent coupling of the momentum sites. As regards
the momentum distribution of the Bose gas, we find that
the periodically kicked interactions first give rise to an early
time exponential depletion of the condensate mode, quickly
followed by the emergence of a “thermal” background of
particles spreading subdiffusively. Our analysis finally shows
that the time scale where exponential spreading breaks down
scales logarithmically with the kick duration. This indicates
that, as soon as the kicks are finite, the subdiffusive motion
tends to take over the exponential spreading at relatively short
times, even if extremely short kicks are considered.

The paper is organized as follows. In Sec. II, we present
our model of a Bose gas subjected to a sequence of interaction
kicks. The time evolution of a wave packet in the limit of delta
kicks is then presented in Sec. III, and the results of previous
works are recalled. In Sec. IV, we consider kicks of finite
duration and show that the wave packet spreads subdiffusively
in that case. A simple model for subdiffusion is introduced. In
Secs. V and VI, we then discuss how the subdiffusive mo-
tion shows up in the condensate fraction and the momentum
distribution. We finally summarize and discuss our results in
Sec. VII. Technical details are collected in four Appendixes.

II. THE MODEL

We study the mean-field, dynamical evolution of a one-
dimensional Bose gas with a time-dependent interaction
potential. This dynamics is described by the Gross-Pitaevskii
equation

A2
ihgW(x, 1) = ;—‘I’(X, t) 4+ gIWO HIPWX 1), (1)
m
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with normalization f dX|¥(x, 1)|> = 1 for the wave function
W(X, t). The momentum operator is p = —ifidy. We consider
a periodic, temporal modulation of the interaction term tak-
ing the form of a sequence of square pulses (or “kicks”) of
period T', width é¢, and amplitude gN, with g the interaction
parameter and N the total number of atoms:

0
g = {gN

In practice, such a sequence can be realized by applying a
periodic magnetic field modulation to the atomic cloud, ex-
ploiting a Feshbach resonance. From now on, we denote by
L the system size and assume periodic boundary conditions,
thus describing a ring geometry. This implies that the eigen-
states p of the momentum operator are quantized in units of
2rhq/L, where g € Z is an integer.

To study the time evolution entailed by the sequence (2), it
is convenient to work with a dimensionless version of Eq. (1).
To this aim, we first rescale position, time, and wave function
according to

ifte[nT,(n+ 1)T —6t],neZ
otherwise.

2

t=t/T, x=2nx/L, |y|*=|V|*L/2n, 3)

and introduce the effective Planck constant

o T (27N @
eff — m I .

This leads to the dimensionless Gross-Pitaevskii equation

. Ty g

iheid Y (x, 1) = %w(x,t) +yOIY & DPY(x, 1), (5)
where the reduced momentum operator is § = —id,. The di-
mensionless position x lies in the interval [0, 277 ), and the new
wave function still obeys f dx|y(x,t)]> = 1. The dimension-
less, self-interaction modulation is now given by

0 iftenn+1-6t)T],neZ
y  otherwise,

y(@) = { (6)
where y = 2m gNhegT /L.

In Refs. [29,30], Egs. (5) and (6) were investigated in
the limit of Dirac delta kicks, i.e., for 6¢/T — 0, y — 00
with the product yé¢/T constant: y (1) = y§t/T Y, 8(t — n).
With this model, which is known as the Gross-Pitaevskii
map [30], the authors of Refs. [29,30] observed a strongly
chaotic dynamics characterized by an exponential spread-
ing of the wave function in momentum space. In Ref. [31],
this model was also shown to support stroboscopic solitonic
solutions. A particular consequence of taking the limit of
pure delta kicks is that the kinetic energy is irrelevant at
the specific times where the kicks are nonzero. This is no
longer the case as soon as the kick duration is finite: dur-
ing the kicks, the kinetic energy cannot be neglected and
competes with the interaction term. This is precisely the sit-
uation we explore in the following, where we will show that
this competition dramatically modifies the spreading of wave
packets.

The time evolution of the state vector during one pe-
riod (free evolution and kick) is governed by the evolution

operator

. n h A2 2
Un) =T exp |:—if dﬂ( I 414 >:|
n—=ét/T 2 heff

n=8t/T  p a2
X exp |:—i/ dt’%fq}, @)

-1

where 7 is the time-ordering operator. In this expression, the
first exponential refers to the evolution during kick n, while
the second one describes the free evolution stage before it. To
study the system’s dynamics, from now on we focus for sim-
plicity on the limit /i > 1, excluding quantum resonances
where 7ieg is a rational multiple of 47 [32]. Therefore, the
phase ~ R accumulated during the free evolution stage is
very large, such that it can be accurately replaced by a random
variable ¢, uniformly distributed over [0, 27 ]. Note that we
cannot apply the same random phase approximation for the
kinetic phase in the first exponential of Eq. (7), which is of
the order of the product 78t /T, not necessarily large. To
deal with the latter, it is convenient to introduce the change of
variables s(n) = (T /8t)t' + n(1 — T /8t), so that

. " ¢ ., .
Un) =T exp [—l /n_l dS<—2f2 +y |1//|2>] exp(—idg),
®)

where

*

_ydt 2mgNét
YT Tha  Lh

is the effective interaction strength, and

fe T _ L m (10)
~\ Sthyy 27\ 8th

controls the amplitude of the kinetic energy during the kicks.
Information about the finite duration of the kicks is entirely
contained in this parameter. In particular, when f = oo the
kinetic term in Eq. (8) vanishes and one effectively recovers
the delta-kick limit of Refs. [29,30].

The evolution operator (8) can be readily implemented
numerically to describe the dynamics entailed by Eq. (5) for
arbitrary kick durations. To this aim, we introduce the Fourier
transform

©))

Yy (t) = dx ey (x, 1). (11)

1 2w
=
Recalling that permissible reduced momenta g € Z, this rela-
tion can be inverted as

vix, 1) = (1), 12)

1
— e
=2
q
with the normalization ) 4 [y ®)]?> = 1. In the following, we
take as an initial state the wave function

¥y (t = 0) oc exp(—17g”) (13)

of momentum width A~! typically smaller than 1. In prac-
tice, this state is a good model for the narrow momentum
distribution of a Bose-Einstein condensate. Note that the cor-
responding spatial distribution is broad, nearly uniform at the
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FIG. 1. Mean-square width of the wave packet as a function of
the number of kicks, ¢, for f = oo (delta kicks). Here y* = 0.7, A =
3.03. The dashed curve is the theoretical prediction for short times,
Eq. (19), and the dash-dotted curve is the prediction of Refs. [29,30]
for long times, Eq. (21). The vertical dotted line indicates the position
of the characteristic time 7z separating the two regimes of exponential
growth, given by Eq. (20).

scale of the system size, and it remains uniform on average
during the time evolution. In contrast, we will see in the next
section that its momentum distribution exhibits a nontrivial
behavior as a result of the combined effect of the nonlinear
and kinetic terms in Eq. (8).

In order to numerically describe the evolution of the wave
packet ,(7), we successively apply the evolution operator (8)
to the initial state (13), using a second-order split-step method
to evaluate the wave function at each time step As [33]. The
latter is always chosen much smaller than the unit time scale,
typically As = 1/500. In the simulations we discretize the
interval [0, 2] into N; spatial steps, where N; > 1. All our
results, finally, are averaged over typically N, ~ 10* realiza-
tions of the random phase ¢,. Some observables of interest,
like ||?, are however very sensitive to the numerical insta-
bility inherent to the nonlinear Schrodinger equation [34,35].
These instabilities are discussed in more detail in Appendix D.
In order to circumvent them, we have worked with a high-
precision arithmetic whenever exponential sensitivity to initial
conditions was the limiting factor. Typically our algorithm
ensured N; = 100 significant decimal digits. We have always
checked that increasing 1/As, N;, or N; does not alter our
numerical calculations.

III. WAVE-PACKET SPREADING FOR DELTA KICKS

To characterize temporal spreading of the wave packet (13)
subjected to the interaction kicks, we examine the temporal
evolution of its mean-square width in momentum space,

o2(t) =Y ¢ [P, (14)
q

where the overbar refers to averaging over the random phase
¢, accumulated between the kicks. In this section, we focus
on the limit f = oo of delta kicks. The corresponding time
evolution of o?(¢) is shown in Fig. 1, and emphasizes two
distinct dynamical regimes. o 2(¢) first grows exponentially up

to a certain characteristic time ¢z (fz =~ 80 in Fig. 1). Then, for
t > tg, the growth slows down albeit it remains exponential.

To clarify the origin of this result, we first discuss the
short times ¢ < tz. The growth of ¢%(¢) in this regime corre-
sponds to a fast initial depletion of the condensate from g = 0
to the neighboring momentum sites g # 0. To describe it
quantitatively, we start from the evolution equation of the
Fourier modes during a given kick n:

. y* *
las‘/’q = E Z wa quwqﬂ]]—qz- (15)

q1.92

This equation corresponds to the first exponential term in the
evolution operator U(n). Recall that s is the variable intro-
duced in Eq. (8), labeling continuous times during a nonlinear
pulse over the range ]n — 1, n[. At short time, mostly modes
qg = —1,0, 1 are populated. Neglecting the other modes and
assuming [y;|* < [¥ol* (j = £1), we can linearize Eq. (15),
which leads to ¥ (s) = Yo(n — 1) exp[—iy*(s —n+ 1)/27]
and

: a y* «
0y = ) + VoY (16)

These equations still contain nonlinear factors that are conve-
niently removed with the gauge transformation ¥ = ;/Vo.
Then we introduce the circular state vector for the first Fourier
mode after the kick n, I'(n) = (Re v/;(n), Im ¥ (n))T, and
assume for simplicity ¥, = ¥_; [36]. The propagation of this
state vector over one period obeys I'(n) = U I'(n — 1), where
the transfer matrix U is given by

—sin ¢>1> ' (17)

U~ 1 0Y (cos ¢y
“\—y*/m 1)\sin¢; cos ¢y

The second matrix in the right-hand side describes the free-
space propagation between two interacting pulses, which
involves the uniformly distributed kinetic phase ¢; [see
Eq. (8)]. The first matrix, on the other hand, describes the
propagation during the kick n, and is inferred from Eq. (16)
and its complex-conjugated version. The population of the
first Fourier mode after n kicks, finally, follows from

1 2w
Y1t =n)|? = g/o dgy |U"T(0)]|. (18)

The calculation of the integral over ¢, is detailed in Ap-
pendix A. At weak interaction strength y*/27 < 1, we find

- 2 1 .
Y1 ()] = e [14—%,/;—[6” ’/”]. (19)

This indeed describes an exponential growth of the first
Fourier mode, at the rate y*/m. In the short-time regime
where Eq. (19) is valid, the mean-square width (14) is dom-
inated by the contribution of the first mode, i.e., o%(t) ~
2|41 (¢)]2. This result is shown in Fig. 1 (dashed curve), and
matches very well the numerical simulations.

The approach above can also be used to access 7z, by noting
that at # ~ tg the linearization breaks down. Precisely, we find
tr from the condition maxg, |[UZT(0)||? = 1/2, i.e., from the
specific configuration where ||> is maximal and becomes
of the order of |/|* (recall that, as long as only two modes
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FIG. 2. Mean-square width of the wave packet as a function of
the number of kicks, ¢, up to ¢+ = 600, for finite, increasing values
of f. Solid curves from bottom to top correspond to f =1, 2, 4,
8, 16, 32, 64. Here y* = 4, A = 3.03. The black curve corresponds
to numerical results in the limit f = oo (delta kicks). Inset: Mean-
square width up tor = 5000 at f = 16, emphasizing the subdiffusive
behavior.

are considered, |¥o|> + 2|¥1]> = 1 due to the normalization).
This criterion leads to (see Appendix A)

2w’
g >~ e .

tg is the typical time needed for the wave function to spread
over the portion of phase space spanned by the ¢ = —1,0, 1
states, the so-called Ehrenfest time [37]. We will use this
terminology from now on. Notice that, the smaller A, that is,
when the initial state is broader, the shorter the Ehrenfest time.
Equation (20) is reported in Fig. 1, and it correctly describes
the crossover to the long-time expansion regime.

At t ~ tg, the modes |g| > 1 turn out to significantly im-
pact the dynamics, so that the effectively occupied phase
space grows, and a different dynamics is observed. Study of
the regime ¢ > tp was the main goal of the previous works
[29,30], where it was found that

o?(t) ~ explt In(1 + (y*/m)*)]. @21

(20)

In Ref. [30], in particular, the authors derived this exponential
growth by rewriting Eq. (5) in the form of a generalized
kicked-rotor model and by studying the evolution of o'(¢) in
the corresponding classical map. A similar exponential growth
was also found in Ref. [38], in a slightly different model
involving a linear kicking potential on top of the nonlinear
sequence of kicks. The exponential law (21) is shown in
Fig. 1, and well captures the numerical results at long time.

IV. FINITE KICKS: LONG-TIME SUBDIFFUSION

Let us now consider the case of finite kicks, which is the
main object of the paper. The evolution of the wave-packet
mean-square width for finite values of f is displayed in Fig. 2.
The limit f = oo is also shown for comparison (black curve).
The figure shows that when f is finite, the behavior of o2 (¢)
attimes ¢ < tg remains well captured by Eq. (19), except, per-
haps, for small values of f. On the other hand, a dramatically
different evolution emerges beyond #z: the growth of o2(¢) is
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FIG. 3. Probability distribution of the momentum density,
P(ly, (t)]?), at different times and fixed f = 16 and y* = 4. Here we
choose g = 2 as an example, the distributions at other g values be-
having similarly. At long time, the distribution becomes exponential,
indicating that the v, are purely complex random Gaussian variables.

no longer exponential but rather algebraic, with a prefactor
increasing with f. An analysis up to ¢ ~ 5x10? is shown in
the inset, and suggests the following algebraic scaling at long
time:

o) x 112 (22)

Such a subdiffusive behavior can be understood in terms of
a mechanism of “heating” where the spreading wave packet
is incoherently coupled to its neighboring sites via the non-
linearity. A similar mechanism was shown to also take place
in the context of the nonlinear Schrodinger equation in the
presence of disorder [13,14]. To clarify this idea, we start from
the evolution equation during a kick at finite f:

q2

05y = ﬁ‘pq + ;/_rr Z W;, Vo Vara—a- (23)

q1-92

Let us now consider a certain momentum site g located at
the border of the spreading wave packet. At the contact with
the wave packet, the amplitude of this site evolves according
to Eq. (23). We then make the hypothesis that the coupling
between this site and the spreading wave packet consists in an
incoherent heating mechanism where the second term in the
right-hand side of Eq. (23) is replaced by a random noise.
This assumption is motivated by the fact that the complex
amplitudes v, become Gaussian random variables at long
enough time, as is confirmed by the numerical simulations in
Fig. 3. We thus replace Eq. (23) by the Langevin equation:

¢
212
where p(s) is the momentum density of the spreading wave
packet, which for the simplicity of the argument we here take
uniform, and 7(s) is an uncorrelated random noise, satisfying
n(s)n(s") = 8(s — s). The prefactor f> = N? stems from the
number N of terms effectively involved in each sum in the
right-hand side of Eq. (23). At long time, this number must
be related to the strength of the kinetic term in Eq. (23) which

i, ~ vy, + ;—ﬂfzp(S)mn(S), 24)
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FIG. 4. Average condensate fraction |vo(r)|? versus time for in-
creasing values of f. Solid curves from top to bottom correspond to
f=1,2,4,8,16,32, 64, and the black line is the f = oo limit. Here
y* = 4 and A = 3.03. The inset shows |(7)|? in double logarithmic
scale for f = 16. Interpolating between the short-time (exponential)
and long-time (algebraic) decays provides an estimate of the time

scale ¢, beyond which the description in terms of delta kicks becomes
incorrect.

is precisely responsible for the existence of subdiffusion. As
a rough estimate, we identify A with the typical value of ¢
for which the kinetic term in Eq. (23) is of the order of 1,
i.e.,, g ~ N ~ f. This scaling is also in good agreement with
a more quantitative analysis of the inverse participation ratio
discussed in Appendix C.

Solving the Langevin equation provides the average
squared amplitude at the site ¢ at late time 7 >> g, [/,(¢)]%.
The result is [y, (1)]> ~ FAy*2p3t [39]. From this, we in-
fer that the typical time 7, it takes for the wave packet to
“heat” the site g is such that p ~ f4y*2p3,, giving 1,1 ~
f*y*2p?. Finally, we assume that the wave-packet spreading
can be described by a nonlinear diffusion equation of the type
do?(t)/dt = D(t), with a diffusion coefficient D(¢) propor-
tional to the heating rate 7.-'. This leads to

o?(t) ~ fry*pht. (25)

For a uniform wave packet, p(¢) = 1/o(¢) due to norm con-
servation. The solution of Eq. (25) for o2(t) then immediately
yields

o?(t) ~ fry*e', (26)

which reproduces the time evolution in Fig. 2. We have also
verified that the scaling of the prefactor in f2y* is well repro-
duced by the numerical simulations at long time.

V. CONDENSATE FRACTION AND CROSSOVER
TO THE DELTA-KICK LIMIT

Another relevant quantity for probing the difference be-
tween finite and delta kicks is the average Bose condensate
fraction, defined as |o(¢)|%>. This quantity is shown in the
main panel of Fig. 4. Like for o%(¢), we first discuss the case of
delta kicks, f = oo, which is represented by the black curve.
Numerically, we find that in this limit the condensate fraction
decays exponentially from tz: |v(2)|? =~ exp[—(t —t5)/T].
To understand this behavior and access the time scale t, we

800
600

t~ 400

104

2001

103'E

102,

10Y

0.5 1 . 5
interaction strength ¥

FIG. 5. Characteristic time governing the exponential decay
[¥o(2)|? ~ exp[—(t —tr)/7] of the average condensate fraction in
the limit f = oo, extracted from numerical simulations. The main
panel shows t as a function of the interaction strength y*, at fixed
A = 3.03. Dots are numerical data and the solid curve is a linear fit
providing T oc 1/y**%. The inset shows T as a function of A, at fixed
y* = 1. The solid curve is a linear fit giving T o< A>'6. Together, the
plots provide T ~ 70.81>'°/1*2% in very good agreement with the
theoretical prediction (28).

note that |(z)|? is essentially the probability for the con-
densate mode to remain populated at time ¢. This probability
is governed by specific realizations of the random phases
(¢1, ¢, ...) for which the small-g modes have not grown ex-
ponentially at a time ¢ larger than #z. Precisely, in Appendix B
we show that when ¥, grows exponentially while the pop-
ulations of the first ¢ — 1 modes do not, the condensate gets
depleted at the typical time t, = gtg; the probability of such an
event is (1 — P)?~!, where P = y*/n? <« 1. In other words,

[Wot)12 >~ (1 — P)! ~ exp[—(g — 1)P]
= exp[—y*(ty, — tg)/(’tp)]. 27)

This result confirms the exponential decay observed
numerically, and identifies the characteristic time 7 to
deplete the condensate as
2 352

T~ ”yff - 21—3 (28)
We have also studied this time scale numerically as a function
of y* and A, as shown by the two plots in Fig. 5, and the
results agree with the prediction (28).

Let us now consider kicks of finite duration. The time
evolution of the condensate fraction in that case is illustrated
by the colored curves in Fig. 4. As for o2, as soon as f is finite
we observe a clear deviation from the exponential scaling,
[¥o(t)|? decreasing much more slowly. An analysis of the
condensate fraction over longer times, shown in the inset of
Fig. 4, again points toward a subdiffusive behavior at finite
f. We find |yo(t)|> ~ 1/t'/%, which is fully consistent with
the subdiffusive law (22) for the mean-square width (see also
Sec. VI).

The time evolutions of the condensate fraction at finite
and infinite f discussed above can be used to estimate the
characteristic time 7y beyond which the model f = oo of

033309-5
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FIG. 6. Top: Average momentum distribution of the wave packet
at increasing times, at fixed f = 64, y* = 4, and A = 3.03. At short
time, the condensate mode [ (7)|? decays exponentially at the scale
of 7. This decay is accompanied by a slow growth of the thermal
modes g # 0. The latter control the subdiffusive evolution of the
wave-packet mean-square width according to Eq. (22). The bottom
panel is a zoom on the central part of the distribution at = 200
and r = 500. These profiles are very well described by the Gaussian
distribution (30), without any fit parameter.

delta kicks can no longer be reliably utilized to describe the
dynamics. This question is crucial from a practical point of
view, since in a real experiment the duration of the kicks
cannot be made arbitrarily small, especially if the bosonic
interactions are modulated using Feshbach resonances. To
find ¢, we interpolate the temporal scalings of the condensate
fraction at finite and infinite f, where |¥o(t)|2 ~ 1/(ft'/*)
and |yo(1)|? ~ exp[—(t — tg)/], respectively. This method,
illustrated in the inset of Fig. 4, yields

232
)/*2

The logarithmic dependence of ¢y on f has a remarkable
consequence. Even for extremely large values of f, i.e., for
extremely short kick durations, the breakdown of the expo-
nential decay of the condensate fraction [or the exponential
growth of o2(t)] occurs at relatively short times (this phe-
nomenon is, in fact, visible by eye in Fig. 2). This implies that,
in a real experiment that unavoidably involves finite kicks, the
subdiffusive behavior described in the present work should be
more the rule than the exception.

tp~tinf ~

In f. (29)

VI. MOMENTUM DISTRIBUTION

All the above findings can be summarized by looking at the
average momentum distribution of the Bose gas at different
times. Such distributions are displayed in the upper panel of
Fig. 6. The distributions first exhibit an exponential decay
of the condensate mode, [¥o()|2, at the scale of T, quickly

10?

10° . .
10! 102 103
number of kicks ¢

FIG. 7. Time evolution of the exponential decay length £(¢) gov-
erning the far wings of the momentum distribution. A linear fit
(dashed line) suggests an algebraic scaling close to &(t) ~ ¢!/3. The
time evolution of the variance o2(¢) is shown for comparison. Here
f=16,y*=4,and 2 = 3.03.

accompanied by a slow growth of the “thermal” modes g # 0.
The latter control the subdiffusive evolution of the wave-
packet mean-square width according to Eq. (22). The lower
panel of the figure is a zoom on the central part of the dis-
tribution at + = 200 and r = 500. As soon as the condensate
fraction is negligible, i.e., at times of the order of a few r,
we numerically find that this central part is always very well
approximated by the (normalized) Gaussian profile

[ 2
[ Yy (D)I* = ] (30)

1 q
V27 o2(1) eXp[ 202(t)

where o2(7) is the mean-square width of the whole distri-
bution [satisfying Eq. (22)]. Note that this law in particular
implies |o(t)|2 ~ 1/t'/4, in accordance with the results of
the previous section. This Gaussian shape is another marked
difference with the behavior observed in the f = oo limit, for
which the profile is known to be exponential at all momenta
[29,30,38].

When f is finite, nevertheless, our numerics suggests that
the far g wings of the momentum distribution also decay
exponentially (see Fig. 6). At variance with the f = oo limit,
however, here the exponential decay length & () does not grow
exponentially in time, but rather subdiffusively. The numerical
results of Fig. 7, indeed, suggest |, (¢)|> ~ exp[—|q|/& ()]
with £(¢) ~ t* and « close to 1/3. Although the degree of
universality of this value is not yet clear to us, this subdiffusive
law is apparently different from the one governing the vari-
ance o2(t) (see Fig. 7). There is, of course, no contradiction
at this stage, since the exponential wings provide a negligible
contribution to the variance of the whole distribution. While
we have not been able to find an analytical basis for the scaling
of the far wings, it could stem from a mechanism different
from the incoherent heating discussed in Sec. IV, involving,
for example, resonant coherent coupling between the spread-
ing wave packet. Clarifying this question would constitute an
interesting challenge for future work.
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VII. DISCUSSION AND SUMMARY

By considering a Bose gas subjected to a periodic modu-
lation of the interactions taking the form of finite kicks, we
have found evidence for the emergence of a mechanism of
subdiffusive spreading of the wave function beyond a charac-
teristic Ehrenfest time. This result has to be contrasted with
the case of delta kicks, where the spreading is always expo-
nential. We have interpreted the subdiffusive motion in terms
of an incoherent heating process for the nonlinear coupling
of momentum sites. Beyond this analysis, however, one may
ask what fundamental mechanism could explain the differ-
ent dynamics observed for finite and delta kicks. A possible
explanation could be the different nature of the quantities
conserved within a given kick in the two scenarios. Indeed,
when f = oo, the evolution equation during one kick can be
immediately integrated to yield

Yx,n+1)=e ey p). 31)

The norm of the wave function is thus conserved for all points
x in that case. This local constraint in position space suggests
that, conversely, the coupling between modes is weakly con-
strained in momentum space, resulting in a very fast spreading
of the wave packet. In contrast, when f is finite, such a
local solution no longer exists and, instead, the nonlinear
Schrodinger equation involves only global integrals of motion
of the form f dx ¥*(x,t)Q;(x,t) with the Q;(x, t) defined via
recursion relations [40]. We expect this global character to
translate into a much weaker coupling between the modes in
reciprocal space.

Our analysis has also revealed that, for finite kicks, the
subdiffusive motion takes over the exponential spreading at
a characteristic time that scales logarithmically with the kick
duration. This characteristic time is thus always relatively
short, even in the limit of the extremely short kicks. This
suggests that, in practice, subdiffusion rather than exponential
spreading of wave packets should be more naturally observed
in this system.

APPENDIX A: EXPONENTIAL GROWTH
OF THE FIRST FOURIER MODE

In this Appendix, we calculate the population of the first
Fourier mode at short time,

1 2w
[t =n))? = E/o d¢y [U'T0)], (AD)

where the transfer matrix U is given by Eq. (17), and the initial
state vector is I'(0) = (e’xz, 0)T. By symmetry, the contribu-
tion of negative ¢; equals the one of positive ¢;, so that the
integral average in Eq. (A1) can be replaced by 1/7 fon do.
Explicitly, the matrix U reads

—sin ¢]

COoS ¢
cos ¢|+y;* sin ¢1)’ (A2)

U= (—V; COoS (1 +sin ¢,

whose eigenvalues are of the form u+./u?—1, with
u=-cos¢y + (y*/2m)sin¢,. For values of ¢; such that
u? — 1 < 0, the spectrum of U is unimodular. The exponen-
tial growth of the first Fourier mode observed in the numerical
simulations, on the other hand, stems from the contributions

of ¢; such that 1? — 1 > 0. Indeed, in this case one of the
two (distinct) eigenvalues is of modulus strictly larger than
one, eventually leading to an exponential growth of | (¢)|2.
For weak interactions y*/2m < 1, u? — 1 ~ ¢ (y*/m — 1)
such that the values of ¢; leading to u> — 1 > 0 lie in the
interval [0, y*/m]. Note that this upper bound also defines the
probability P = y* /7> that the first excitation grows expo-
nentially when one “draws” a value of ¢;.
The diagonalization of U provides

0o
n _ .2y ( 3 sinhxn — cosh xn

U'T(0) = —exp(—2 )(  Sinh xn ) (A3)

for y* < 1, where n = ¢1y*/2m, x = /1 (y*/7m — ¢1), and

v = y*/m — ¢;. At leading order in y*, this leads to

s % —2A\2
W@ =nP = e + L
v/m g
< / D1 k[t (v J = )l
0 1

(A4)

The integral over ¢; can be calculated by a saddle-point ap-
proximation, the saddle point being ¢; = y*/2x. This gives

O = e[ 14 50 [ Do (AS)
a 2V 2t ’

which is Eq. (19) of the main text. To find the Ehrenfest time

(20), finally, we simply apply the criterion given in the main

text, maxg, [|[U'(0)||> = 1/2, together with Eq. (A4), noting

that the maximum of the integrand is attained at the saddle

point ¢; = y*/2m.

APPENDIX B: EXPONENTIAL DEPLETION
OF THE CONDENSATE

In this Appendix, we examine realizations of the random
phases (¢1, ¢, ...) for which some small-g modes grow
exponentially and reach a significant population at a time ¢
larger than 7. As mentioned in the main text, these configura-
tions govern the exponential decay of the condensate fraction.
Below we analyze such realizations and show that when ¥,
grows exponentially while the populations of the first ¢ — 1
modes do not, the condensate gets depleted around the time
1, = qtg, the probability of such an event being (1 — P)7~!
with P = y*/n? « 1. To this aim, we start by considering
realizations of ¢; and ¢, for which the population |/, |*> grows
exponentially but the population | |> does not. According to
the analysis of Appendix A, |;|> does not grow exponen-
tially when ¢; € I = [y*/m, =] and, for weak interactions,
this event occurs with the probability 1 — P =~ 1. In that case,
the spectrum of the transfer matrix U is unimodular, so that
Y, rotates in time in the complex plane. The depletion of
|o|? is then mainly controlled by the behavior of the second
excitation. Our aim is then to find the new time scale #, at
which the linearization breaks down due to the exponential
growth of |y,|. Similarly to Appendix A, this can be achieved
by linearizing the Gross-Pitaevskii equation (23) keeping the
modes ¢ = 0, 1, 2 only, and identifying #, as the time where
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FIG. 8. Condensed fraction (|1//0|2>¢1.‘.,.¢q,151 for g=1,...,5
from left to right. These curves are numerically obtained by averag-
ing the population [0]? over the random vector (¢, ¢, ... ) under
the constraint ¢y, ..., ¢, € I. The case g = 1 (black curve) coin-
cides with the unrestricted average |y|?>. Here f = 64, » = 3.03,
and y* = 4. Vertical dashed lines indicate the positions of the theo-
retical predictions (B6) for 7.

the linearization procedure breaks down. Let us call I'; the
state vector of the second mode, I', = (Re 1/72, Im 1/72)T, where
Y, = Y /. Linearization of the equation of motion (23)
during a pulse gives

0 0 v* Im 2
o =( L+ 2 MY ) Bl
T2 (—y /n 0) 2+271<—2|‘/f1|2—Rel/f12> D

Over one period, this can be written as
[a(n) = UTh(n — 1) + X(n), (B2)

where X (n) refers to the rightmost term of Eq. (B1), which
implicitly depends on ¢;. U now denotes the transfer ma-
trix (17) where ¢; has been replaced by ¢,. Using that
IUTLO)]] ~ e < [[B1]] ~ 7", we obtain

n—1

I(n) = Z U"S(n—m), (B3)
m=0

for times n > 1. Since 1, rotates in the complex plane, we
also infer ||X(m)| ~ e whatever ¢1, m. Therefore, the
same argument as in Appendix A shows that the exponen-
tial growth of (|, (t)|2)¢1€1 arises from realizations ¢, € I =
[0, y* /7], occurring with probability P = y*/m2. The aver-
age population of the second mode is then mainly governed
by the saddle point of the term U"~! £(1) in Eq. (B3):

(IY2t > D) gyer o exp(—4r2) exp [y*(t — 1)/m].  (B4)

Up to logarithmic corrections, the only difference with the
second term in the right-hand side of Eq. (AS) stems from
the different prefactor ¢=** instead of e~**’. Accordingly,
the time scale #, at which the linearization hypothesis breaks
down is given by

47 A2
h >~

— =21g. (BS)
This analysis can be extended to higher ¢ > 2: we consider
events of probability (1 — P)a~! for which ¢y, ..., Qg1 € 1.
Then, the depletion of the condensate is mostly controlled by

1071

IPR

107

10%] A~—
0 100 200 300 400 500
number of kicks ¢

FIG. 9. Inverse participation ratio versus time. Solid curves from
bottom to top correspond to f =1, 2, 4, 8, 16, 32, 64. Here y* =4
and A = 3.03.

the gth mode, and the typical time scale at which linearization
breaks down is

ty > qlg. (B6)

We have corroborated this prediction numerically by com-
puting the average population (|/|?) under the constraint

&1, ..., Pq—1 €I (see Fig. 8).

APPENDIX C: STATISTICS OF FLUCTUATIONS

In addition to the dispersion o2(t) = Y q q* [, (1)]?, the
spreading of the wave packet can be characterized by the
inverse participation ratio (IPR) 1/ . [y (1)|*, which mea-
sures the average number of excited modes at a given time
t. The IPR is shown in Fig. 9 as a function of time. At
very short times, 1/ q [41* > 1 since only one mode is
appreciably populated. This is the regime discussed in Sec. I11.
When ¢ > tg, many g modes start to be populated and the
IPR rapidly increases. At late times, finally, the increase is
slowed down as the system enters the subdiffusive regime
described in Sec. IV. We also note that for sufficiently large f,
IPR o f at a given time. This result validates the estimation

200t 300 400 500

04 | i
10
10! 102 103

number of kicks ¢

FIG. 10. Wave-packet dispersion o> for ~103 realizations of the
random phases (colored curves), and its average (thick black curve).
Here f =16, A = 3.03, and y* = 4. The inset shows the standard
deviation of the dispersion relative to its average.
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of Sec. IV for the number of modes effectively participating
in the second term in the right-hand side of Eq. (23) in the
subdiffusive regime. We finally comment on the fluctuations
of the dispersion o2 =) . q* |y, (t)|* from one realization
of the random phases to the other. These fluctuations are
illustrated in Fig. 10, which shows the behavior of the dis-
persion for many realizations. The fluctuations are typically
large in the vicinity of the Ehrenfest time while the disper-
sion becomes self-averaging in the long-time, subdiffusive
regime. The standard deviation of the dispersion, defined
as

3 2 1/2
sd(o) = (Zqzm(fw) —(Zqzll/fq(t)lz) :
q q

(ChH
is shown in the inset of Fig. 10 and confirms this behavior.

APPENDIX D: NUMERICAL INSTABILITIES

Our numerical calculations are based on a second-order
split-step method [33]. In practice, however, the specificities
of our system make certain observables very sensitive to
instabilities of this numerical scheme. A typical example is
provided by the average condensate fraction, | (¢)|%, which
decays exponentially in time. Indeed, as explained in Sec. V
and in Appendix B, at long time this quantity is governed by
realizations of the random phases for which the populations
|¥,(¢)|? of other modes remain exponentially small up to large

q values. An accurate estimation of |1/(¢)|? thus requires an

0 4
10 =7
Ng=15
—— Ng=18
-1 — Ng=32
~ 10 — Ny=64
= — Ny=100
§ — Nyg=128
— 104
10° —
0 50 100 150 200 250 300 350

number of kicks ¢

FIG. 11. Benchmarking of high-precision calculations using
Ny =32, 64, 100, 128 against results of standard fixed-precision
formats (i.e., “single,” “double,” and “extended double” precisions,
respectively 7, 15, and 18 significant decimal digits). Here f = 64,
A =3.03, and y* = 4, and numerical parameters are 1/As = 500,
N, ~ 10*, and N, = 2'2.

accurate computation of many exponentially small |¢q(t)|2,
typically limited by the round-off error threshold that depends
on the finite number of significant decimal digits, N,, repre-
senting floating-point data. This issue is illustrated in Fig. 11,
which shows the average condensate fraction computed for
increasing values of N;. At too-low N, the results exhibit
a nonphysical temporal collapse. In practice, for our typical
choices of {f, A, y*}, we have found that N; = 100 allows
to faithfully estimate the condensate fraction up to several
hundreds kicks at all time scales.
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