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First-principles simulation of the electronic stopping power of He ions in Al at finite temperature
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The electronic stopping power of low-energy He projectile particles moving through an Al film under channel-
ing and off-channeling trajectories and its temperature dependence are studied by combining the time-dependent
density-functional-theory method with molecular dynamics simulations. The results show that the effect of target
temperature on target stopping power can be divided into two aspects which are derived from the target electron
and target ion. Below 500 K, the effect of the target-electron temperature on target stopping power is almost
negligible. The influence of the target-ion temperature on target stopping power can be divided into two aspects
which are derived from the displacement and energy dissipation of target ions. The displacement of the target
ion can result in two trends that change the target stopping power: (1) The target ion is closer to the center
of lattice channel after displacement, which leads to the increase of target stopping power. (2) The target ion
is farther away from the center of the lattice channel after displacement, which leads to the decrease in target
stopping power. As the temperature increases, the target ions are more likely to appear farther away from the
lattice channel than closer to the center of the lattice channel, so the average displacement of the target ions will
lead to a decreasing trend of the target stopping power with the increase of temperature. Under the condition of
a given ionic density in the target, the energy dissipation capacity of target ions increases with the increase of
temperature, resulting in the tendency of the target stopping power to increase with the increase of temperature.
Our calculated stopping powers are in good agreement with the experimental data and reproduced the deviation
from velocity proportionality found in the experimental results for a He ion in Al, validating our approach and

numerical implementation.
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I. INTRODUCTION

Nuclear batteries convert radiation directly into electric
energy by utilizing the energy released either from nuclear
fission or through radioactive decay. Nuclear batteries, char-
acterized by their small size, light weight, stronger durability
in harsh conditions, and higher volumetric energy density
(thus longer battery life), may be used for the next generation
of satellites, spacecraft, and space probes [1-3]. Implantable
medical devices such as pacemakers have also utilized the
unique characteristics of nuclear batteries. In addition, nuclear
batteries are widely used in microelectric machinery, elec-
tronic products such as mobile phones, and electric vehicles
[4,5]. Therefore, the vigorous development of nuclear batter-
ies has a significant impact on practical applications.

On the other hand, ion irradiation is a common method to
modify and analyze the surface structure of materials. The
interaction of ions with atoms of target materials was ex-
tensively studied in the early days of atomic physics [6,7].
Electronic stopping power S, is an important quantity to
predict and understand the influence of particle radiation in
matter. S, can explain the electronic excitation that occurs
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through the Coulomb interaction with the ion. S, can be rep-
resented by dE /dx, that is, the energy lost per unit length of
the projectile ion in the path as the projectile moves through
the material.

S, of materials exposed to high-intensity and ultrashort
laser pulses have been attracting substantial interest from
both fundamental and technological points of view. Ultrashort
laser pulses can instantaneously control a material’s electronic
states [8—17], such as electron temperature, without destroy-
ing its configuration. Electronic temperature has a sensitive
effect on the S,, so ultrashort laser pulses can provide a
new degree of freedom to regulate S, without changing the
material configuration. We are very interested in S, at finite
temperatures. To the best of our knowledge, a time-domain
electron dynamics simulation based on the time-dependent
density-functional theory (TDDFT) is currently one of the
most reliable theoretical approaches to analyze the nonequi-
librium response of materials under ion irradiation and to
calculate the nonadiabatic energy transfer between ions and
electrons [18,19]. Note that temperature should remain one
of the most important variables acting on stopping power of
the material, participating in the mechanisms of electronic
stopping and nuclear stopping. This is relevant because tem-
perature can modify the stopping power of the material, which
is actually a consequence of the change in the respective elec-
tronic and nuclear structures. Despite its fundamental role,
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this variable is ignored in most of the theoretical approaches
employed to characterize the stopping of materials. Particu-
larly, the TDDFT model assumes that the initial temperature
of the target material is zero, so that the stopping properties at
finite temperature remain neglected within this approach. The
effect of finite electron temperature on S, is one of the topics
of this article.

Furthermore, the electronic excitation strongly depends on
the projectile charge and velocity. The study of energy transfer
between slow ions (speeds less than Bohr’s velocity) and
targets plays a very important role in materials science [20].
For low projectiles, S, of metals is predicted to be proportional
to the velocity [21-23]. However, what is most interesting
to us is that an unusual phenomenon, a deviation from the
velocity-proportional stopping power, was discovered for a
He™ ion traversing through Al in experiment [24]. Obviously,
by considering the dynamics of electrons and ions in real-time
simulations at the first-principles level, we can gain valuable
insight into this unusual phenomenon. A great deal of research
indicates that for light ions, such as the He™ ion and o parti-
cles (He?* ion), the proportionality of S, is greater at slow
velocities for most targets [25-28]. The « decay in nuclear
materials and nuclear waste can produce a high-energy « ion,
and «-ion-beam irradiation is often used in material mod-
ification. Therefore, the damage effect of «-ion irradiation
in materials is a very important topic for the application of
nuclear materials [29] and the solidification of nuclear waste
[30]. In addition, the irradiation damage and energy deposi-
tion of « ions in materials are still a technical problem in the
application of nuclear materials [31,32]. Moreover, we chose
Al films for several reasons: (1) The valence electrons of Al
are the paradigm of a free-electron-like band. (2) There are
some precise experimental data on the collision research for
Al [33-36].

In the present work, we develop a model to simulate the
collision process of projectile particles in a crystal-film target,
where we combine TDDFT for electrons with molecular dy-
namics (MD) for ions in order to obtain unbiased microscopic
insight into the ion-film interaction on the same footing in real
time by considering a phase factor to avoid nontraveling states
in the incident projectiles. We conduct a comparative study of
S. for He ions in Al crystal films, considering the effects of
the ion charge, film thickness, and temperature of the target
on S,.

The rest of this paper is organized as follows. First, we de-
scribe the theoretical framework, including finite-temperature
models and simulation details. Second, the calculated results
and discussion are presented. Finally, we summarize the con-
clusions of this paper.

II. COMPUTATIONAL METHODS

In this section, the theoretical methods used in the calcu-
lation are briefly summarized. All our numerical calculations
were performed using the OCTOPUS code [37] based on the
real-time and real-space formulation of TDDFT. The collision
system is composed of projectiles and targets. We need to
prepare the projectile and target subsystems and then couple
the subsystems together for the TDDFT-MD simulation. From
the point of view of dynamic simulation methods, the projec-

tile and target system is composed of ionic cores and valence
electrons. Various time-dependent quantum-mechanical simu-
lations can be successfully realized through TDDFT. In order
to describe the electronic excitation produced by the projectile
during the collision, the TDDFT is adopted to provide a com-
plete dynamic description in this work. The time-dependent
Kohn-Sham equations are solved in a direct manner on grids
in real time and real space to describe the time evolution of the
interacting electronic system [38,39] (atomic units are used
unless explicitly stated),
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where 7 is the spatial coordinate, ¢ is time, and H is the
Hamilton defined by
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In Eq. (2), m is the mass of an electron, and Vxc(7)
is the exchange-correlation potential, for which we use
the adiabatic generalized gradient approximation based on
the Perdew-Burke-Ernzerhof functional [40]. We employed
norm-conserving pseudopotentials of the Troullier-Martins
form representing the ionic cores [He?" and Al (15225%2p%)]
of each atomic component of the system considered [41].
p(F,t) = Z;|;|* is the valence-electron number density, with
the index j running over the occupied one-electron orbitals
Y. Vext(7, 1) is the external potential, which is formed by the
ionic cores and the time-dependent field produced by the mov-
ing projectile. Newton’s equation of nuclear motion follows
[42,43]
Iy d’Ry
“ar

= F(1), 3)

where M, denotes the mass of the kth nuclei and I_ék denotes
the coordinates of the kth ion. Fj(¢) is the force on the ith ionic
core calculated from the density-functional-theory (DFT) total
energy,

Fi(t) = —VR E[R), ¥ (F, 0)]. 4)

When we model bare-ion collisions, the classical point
particles are simply given an initial velocity v. However, if the
projectiles have bound electrons, the preparation of the initial
state must be considered carefully to avoid an unphysical
initial decoupling of the projectile’s nucleus and electrons.
Initially, both the He™ ion and Al films stay in their electronic
ground states, and a phase factor 7 is added in front of
each Kohn-Sham orbital (KSO) of the He™ ion to boost its
electronic density moving with the velocity v, i.e., to boost
the KSOs of the projectile system with the constant velocity
vy t) — eiﬁ'ywj(?, t) [44]. The phase factor, commonly
known as the electron translation factor [45,46], causes the
KSOs of the He™ ion to carry an additional linear momentum
as well as kinematic energy.

In order to consider the temperature effect, the thermalized
electronic state of Al film in the collision is described by the
finite-temperature DFT. The finite-temperature DFT has been
widely discussed and applied [47-51]. The implementation of
the finite-temperature DFT will handle the occupation in the
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FIG. 1. Tllustration of our simulation cell: a Het with a velocity
of 0.3 a.u. impacts a four-layer-thick Al sheet, where one layer corre-
sponds to about 5 a.u. The Al crystal shown is a cubic supercell with
a lattice parameter of 20 a.u.; the rest are in a vacuum environment.
He™ is moving in the direction indicated by the red arrow. The
projection positions of target aluminum atoms and projectile helium
ions are overlaid with electron density.

static solution using a giant canonical ensemble. Assuming
that the electron thermalization time is very short, the posi-
tions of atoms in the ground state remain in their equilibrium
positions. The Kohn-Sham equation is formally written as

2
{ — %Vz + Vxc(F) + Ve (7, 1)

[dr ¢ P (r’)}lﬁ,(r)
| — 7|
= E;y;(F). 4)
The electron density p” (7) at temperature T is written as
P () = Z;n] |1y (P), (6)

where nJT is the occupation number of the Fermi-Dirac distri-

bution related to temperature,

1
T

T X e E kT )
where E; is the energy of the electron orbitals, u is the chem-
ical potential, and kT is the temperature in energy units. It is
worth noting that all quantities related to v, E;, and u depend
on the temperature T due to self-consistent requirements [52].
We take the coordinate system shown in Fig. 1. A cubic
unit cell of Al crystal adopted from [53], containing four
atoms with a lattice parameter of 7.63 a.u., is expanded
into a supercell, placed in a 15 x 15 x 60 a.u.® simulation
box. Periodic boundary conditions for the simulation box
are imposed in the x and y directions to describe the thin
film. Different sheet thicknesses consisting of four to six
Al atomic layers were studied, where one layer corresponds
to about 5 a.u. The He™ ion starts at a distance of at
least 15 a.u. from the Al sheet and traverses it along the
channeling trajectory (see Fig. 1) [54]. We selected three
off-channeling trajectories, denoted as off-1, off-2, and off-3,
at locations away from the center of the Al crystal (as shown
in the inset of Fig. 3 below). S, of He™ moving along the
off-channeling trajectories is calculated and compared with
the experimental value. The orbital wave functions are
represented by three-dimensional spatial grid points with a
mesh spacing of 0.3 a.u. corresponding to a cutoff energy
of 110 Ry in the plane-wave expansion. A 2 x 2 x 1 grid
of Monkhorst-Pack k points is used to sample the Brillouin
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FIG. 2. Electronic stopping power of a projectile particle travers-
ing Al films with different layers as a function of projectile velocity
for the channeling trajectories. The black squares represent the ex-
perimental data [24].

zone. The Brillouin zone of the supercell was sampled
at (0.25,0.25,0), (—0.25,0.25, 0), (0.25, —0.25,0), and
(—0.25,-0.25,0). The enforced time-reversal-symmetry
integrator [55,56] with a time step of 0.01 a.u. was used to
propagate the Kohn-Sham orbitals. Our simulation calculation
of the collision process mainly consists of the following three
steps: (1) The initial electronic states of the Al films and the
ground-state single-particle orbitals of the projectile particle
at a given temperature are simulated by static DFT. (2) For
neutral He and the He™ ion, a phase factor ¢/*7 is artificially
added in front of each KSO of the He or He™ ion to boost its
electronic density moving with the velocity v, i.e., to boost
the KSOs of the projectile system with constant velocity .
(3) The ground-state wave functions of the projectile and the
target are combined into a new system to perform the TDDFT
simulation.

III. RESULTS AND DISCUSSION

S. can be represented by dE /dx ~ AE/Ax, where AE is
the kinetic-energy difference of the He ions. Figure 2 shows
S, of the projectile particle moving through Al films with
different layers, together with experimental data [24]. As far
as we are aware, no direct experimental data are available
for the stopping power of Al for He?* ions, which makes
the prediction of our simulations even more important. In the
low-velocity regime, i.e., v < 0.35 a.u., the calculated results
are in good agreement with the experimental data [24]. How-
ever, with the increase of projectile velocity, the calculated
results tend to be lower than the experimental data, which is
an expected result. In a crystal, electrons are arranged in a
shell around the nucleus of each atom. The electron density
is lowest at the midpoint between two adjacent atoms. When
the particle is incident along the channeling trajectories, the
particle interacts primarily with valence electrons, passing
through the region with the lowest average electron density
in the crystal; thus, it loses the least energy [57]. Meanwhile,
we calculate S, of neutral He projectiles in Al. Because He
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FIG. 3. Electronic stopping power of a He' ion traversing Al
films with four layers as a function of projectile velocity for the
off-channeling trajectories. The inset shows the top view of the
incidence geometries of off-channeling trajectories. The large blue
balls indicate Al atoms, the small white balls present He' ions, and
the blue, red, and green triangles show the incident positions.

has bound electrons, the preparation of the initial state must
be considered carefully. A phase factor ¢ is added in front
of each KSO of the He to boost its electronic density moving
with the velocity v.

As you can see from the experimental data, S, showed
deviations from the velocity proportionality for v > 0.2 a.u.
Therefore, we calculated the stopping power of the four-layer
Al film for the He' ion moving along the off-channeling tra-
jectories and compared it with the measured data; the results
are shown in Fig. 3. The inset shows the top view of the
incidence points for the off-channeling geometry. We found
that good agreement between our simulations and the exper-
imental data is achieved at v < 0.3 a.u., and S, obtained
from channel off-3 showed a significant departure from the
proportionality at v = 0.3 a.u.

This complex velocity dependence can be ascribed to an
additional energy dissipation channel. Auger electron spec-
troscopy showed that the formation of a molecular orbital
leads to excitation of inner shells for He ions [58]. We qualita-
tively conclude that this additional energy dissipation channel
is a repeated charge exchange between He ions and Al caused
by electron excitation, indicating the presence of energy trans-
fer [24]. Under the condition of channeling, the distance
between the projectile and the target atom is slightly longer,
and the excitation of the electron-hole pair is the main energy
dissipation channel. However, for the off-channeling condi-
tions, charge transfer is the important energy-loss channel.
Since the energy-loss process of projectile ions is dominated
by electron excitation and ionization of the system, the cap-
tured electrons must be considered in the collision process.
The description of charge exchange is required for a deeper
understanding of the microcosmic mechanism for S, of ions.
We studied the electron transfer behavior between the ion and
target atoms and calculated the number of electrons captured
by the moving projectiles in real time. This is explained
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FIG. 4. Electronic stopping power of He™ channeling in Al films
with different thicknesses at velocities of 0.1, 0.2, 0.3, 0.4, and 0.5
a.u.. Solid symbols represent experimental stopping power at the
corresponding velocities.

later in Figs. 5 and 6. Meanwhile, these results show that
the TDDFT simulations can accurately reproduce S, in real
systems.

To further clarify the influence of film thickness on S,
and the correctness of the model employed in this work, we
studied S, of He™ channeling through Al films with various
thicknesses and compared it with the experimental data; the
results are shown in Fig. 4. The thickness of the Al film used
in this work is much smaller than that in the experiment.
However, by comparison, we find that S, is very close to
the experimental data at different velocities, which further
confirms that the thickness of the film has little effect on S,.

To compare the electron-capture ability of Het and He?"
more intuitively, we calculated the number of electrons cap-
tured by He* and He?" after they penetrated through the Al
films. The charge surface density distribution is the sum of the
electron densities of slices at different locations at different
times,

Xmax Ymax
i)(z,t)=/ dX/ dyp(x,y,z,1), @®)

Xmin Ymin

where Xmin (Vmin) and Xmax (Vmax) are the upper and lower
boundaries of the simulation box along the x (y) direction,
respectively. The charge-density difference distribution

Ap(z, 1) = plz, 1) — p(z, o) €))

is the difference between the charge densities at different
times and the initial time. The total number of electrons at
a position on the z axis is defined by

+Az

0(z, A7) = f d7 p(2). (10)

7z—Az

Meanwhile, we also compared the influence of Al film
thickness on the change in the number of electrons, i.e.,
AQ = QO(zy, Azy) — Q;, where Q; is the charge number of the
projectile particle before the collision and z is the position of
the projectile particle after collision, as shown in Fig. 5. In
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FIG. 5. The number of electrons captured by Het in Al films
with different numbers of layers and He*" at a velocity of 0.1-0.5
a.u. The black squares denote the number of electrons captured by
the He*" ion passing through the four-layer Al film. The blue stars
represent the number of electrons captured by He' passing through
the four-layer film.

this case, Azy is 3 a.u. Itis clear from Fig. 5 that the electron-
trapping ability of the He?* ion is stronger than that of the
He" ion. Interestingly, the number of electrons captured by
the He™ ion decreases for velocities between 0.1 and 0.3 a.u.
as the film thickness increases. With the increase of velocity,
the ability of the He™ ion to capture electrons tends to be
consistent for Al films with different thicknesses.

Figure 6 presents the charge-density difference distribution
of He™ ions traveling through an Al film at different moments
obtained from Eq. (9). The range of z is from —10 to 10 a.u.,
which means Al thin film. As time goes by, He™ gradually
moves towards the Al film until it passes through the Al
film. The position where the charge density increases at every
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FIG. 6. The charge-density difference of induced charge when
the projectile particle is moving through the Al thin film. The charge-
density difference distribution Ap is the difference between the
charge-density distributions at different times and the initial time.

moment is the position of the projectile. As can be seen from
Fig. 6, the projectile moves from z =20 a.u. to z = —20
a.u. It causes charge disturbances in the film when the He™
ion enters the film, resulting in charge-density changes. The
oscillations reflect the periodicity of the lattice. After the ion
passes through the Al film, it reaches an equilibrium charge
state [59].

It can be seen from Ref. [60] that electrons can be cap-
tured by the moving ion in the process of He crossing the Al
film; that is, charge exchange occurs in this process. In order
to explain the charge-exchange process intuitively, we show
the dynamic change process of the charge density of neutral
He, a He™ ion, and a He?" ion passing through an Al film.
Figure 7 shows the distribution of the electron density of He
passing through the Al film. For neutral He, it can be seen
from the fluctuation of the density distribution that He loses
and captures electrons in this process and a charge-changing
event occurs. Similarly, there is a charge exchange for the
case of He™ moving in Al In the case of He>", the bare
ion enters the Al film, and a charge-capture process mainly
takes place. It can be seen from the comparison of the initial
and final charge densities in the whole process that electrons
are captured by the bound state of the moving He*" ion. The
capture of electrons by the moving ion as He particles move
in the Al film can be attributed to the following mechanisms:
(1) Target electrons can be transitioned from Al atoms to a
bound state of the projectile particle. (2) The particle moving
in the lattice is resonated by a potential field, which causes the
electron to transition to the bound state of the particle. (3) The
generation of electron-hole pairs and plasmons contributes to
the direct capture of electrons in the conduction band.

From the point of view of the electronic structure, the
difference of occupation distribution function (DOO) [52] is
further analyzed at different speeds of He™. Figure 8 shows
the difference in DOO in Al at the beginning and end of the
collision at different speeds of He™. As can be seen, with
increasing velocity, the position of the valley below the Fermi
level moves to the left, indicating that with the increase of
velocity, deep-level electrons are more likely to be excited.
Moreover, by comparing DOOs above the Fermi level at dif-
ferent velocities, it can be found that the higher the velocities
are, the easier it is for the electrons in the target system to
transition to a higher energy level. From the photons’ point
of view, when projectile particles pass through the Al film,
a changing electric field will be generated which will con-
tain virtual photons, thus generating the DOO spectrum. We
assume that a projectile with charge ¢ and velocity v passes
through the target from a point (0, b, zp) with impact param-
eter b, as shown in Fig. 9(a). Electric and magnetic fields in
the y and z directions will be generated at the zero point of
the coordinates. The magnetic-field effect is ignored, and the
equivalent electric field can be obtained from the following
equation:

Ey(t) = vb
O G
y vt
E(1) = (11

—4 (B2 + y2022)3/2°
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FIG. 7. The distribution of electron density of He passing through the Al film. (al)—(a3) The charge-density distribution of the neutral He
at v = 0.1, 0.3, and 0.5, respectively. (b1)-(b3) The charge-density distribution of He™ at v = 0.1, 0.3, and 0.5, respectively. (c1)-(c3) The
charge-density distribution of He?" at v = 0.1, 0.3, and 0.5, respectively. The abscissa indicates that along the crystal direction, the distance
from —10 to 10 a.u. is the Al film, and the remainder is the vacuum environment. The incident process is from z = 20 a.u. to z = —20 a.u.

with the relations 8 = v/c and y = (1 — 2)~/2, where c is
the speed of light in vacuum.

Figures 9(b) and 9(c) show the electric field in the y and z
directions at different incident velocities, respectively. E,(w)
and E;(w) are the Fourier transforms of E,(t) and E,(¢),
as shown in Figs. 9(d) and 9(e). Consistent with the above
conclusions, higher-velocity projectiles contain more high-
frequency photons, so they are more likely to excite deep-level
electrons, and target electrons are more likely to be excited to
higher energy levels.

Bransden et al. [61] emphasized that electron transfer fac-
tors should be used in collision theory. Therefore, we are
curious about the influence of phase factors in S.. In this
work, we add a phase factor ¢ in front of each KSO of
the He™ ion to boost its electronic density moving with the
velocity v, i.e., to boost the KSOs of the projectile system
with the constant velocity v. Figure 10 shows a comparison
of the results of the calculation model with and without phase
factors ¢7. We found that at low velocities, such as 0.1-0.7

a.u., the phase factor has nearly no effect on S,, but the effect
of the phase factor begins to emerge as the projectile velocity
continues to increase. From the theoretical point of view, the
influence of the phase factor may be greater when calculating
higher-velocity projectiles. Therefore, we should consider the
influence of the phase factor when calculating S, for fast
projectiles. At the same time, considering the phase factor, the
change in slope around v = 1.2 a.u. may be due to the active
charge transfer behavior of the channeling ion.

To the best of our knowledge, temperature should remain
one of the most important variables acting on the stopping
power of the material and participating in the mechanisms
of electronic stopping and nuclear stopping. This is relevant
because temperature can modify the stopping power of the
material, which is actually a consequence of the change in
the respective electronic and nuclear structures. Despite its
fundamental role, this variable is ignored in most theoret-
ical approaches utilized to characterize the S, attributes of
materials. Particularly, the TDDFT model assumes that the
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FIG. 8. The difference in the occupation distribution function in
Al at the beginning and end of the collision at different speeds of
He™. The vertical black solid line indicates the Fermi level Er, and
the gray dashed line represents the zero line.

initial temperature of the target material is zero, so that the
S, properties at finite temperature remain neglected under this
approach. Therefore, we are curious whether temperature in
the target atoms influences S, of the projectile at a given
temperature. The temperature effect of the target atoms can be
divided into two categories, including the temperature effect
of the target electrons and the temperature effect of the target

(@) A
q
oO—> - ----t-- T ————————
fa]
D l >
X z

o (a.u.)

® (a.u.)

FIG. 9. (a) Schematic illustration of incident charged particles.
(b) and (c) The electric field along the y and z directions excited by
charged particles, respectively. (d) and (e) Spectrum diagrams of the
corresponding electric field.
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FIG. 10. Comparison of the stopping power of the He™ ion
obtained from different model methods for the center channeling
trajectories.

ions. Furthermore, the temperature effect of the target ions
can be considered from two aspects, namely, displacement
and energy dissipation of the target ions. Next, we consider
the temperature effect of the target electrons. The calculated
S, at target electron temperatures of 100, 300, and 500 K are
shown in Fig. 11. The results show that the target electron’s
temperature has little effect on S,. We have shown that the
temperature effect of the target electrons is not significant over
the temperature range considered. We further study how the
displacement effect of the target ions affects S,.

To directly confirm the expansion effect of the target ions,
MD simulations of up to 10 ps at 300 and 500 K were per-
formed on the target system. Five samples were uniformly
selected from the results of the MD simulation to calculate
S.. Then S, calculated from five samples were averaged, and
the results are shown in Fig. 12. The orange triangles and line
in Fig. 12 represent S, without considering the temperature

0.25 T T T T T
—<—-T=100K g
T=300K /
0201 —T=500K 5y
5
3 0Isp B} / -
mzu /
0.10 } -
0.05 | -
0.1 0.2 0.3 0.4 0.5
v (a.u.)

FIG. 11. Considering the finite electron temperature, S, of the
He™" ion traversing Al films as a function of projectile velocity.
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FIG. 12. Considering the displacement of target ions, S, of the
He" ion traversing Al films as a function of projectile velocity at
finite target-ion temperature.

effect of the target atoms. Our frozen-target model further
elucidates the displacement effect of the target ions. Heating
causes lattice expansion, so when incident ions pass through a
target material with lower electron density, S, decreases.

For a more intuitive understanding of the expansion effect
of the target ions, we count atomic pairs found at distance r
using the pair distribution function (PDF). In practice, we take
each atom as the origin of coordinates, the number of atoms
N within the spherical shell » ~ r + Ar is counted, and an
average number of atoms (N) at distance r is then obtained. A
probability distribution can be defined as
o
T dar2Ar

Figure 13 shows the PDF for the structure of Al films at
ionic temperatures of 300 and 500 K. It can be seen from
Fig. 13 that the structure of the Al film is basically stable at
a given ion temperature after a MD simulation of 10 ps. The
displacement of the target ion can result in two trends that
change S,. The target ion is closer to the center of the lattice
channel after displacement, which leads to an increase of S,.
The target ion is farther away from the center of the lattice
channel after displacement, which leads to a decrease of S,.
As the temperature increases, the target ions are more likely
to appear farther away from the lattice channel than closer to
the center of the lattice channel, so the average displacement
of the target ions will lead to a decreasing trend of S, with the
increase of temperature.

Finally, we study how the energy dissipation of target ions
affects S,. The orange triangles and line in Fig. 14 represent S,
without considering the temperature effect of the target atoms,
the green and blue lines show S, of a He™ ion traversing Al
films as a function of projectile velocity at ionic temperatures
of 300 and 500 K, respectively. When studying the energy
dissipation of target ions, in order to prevent the influence of
the surface effect of the thin film, we fixed four layers of atoms
on the surface, and the remaining atoms were not fixed. For
a given ion density within a material, the energy dissipation
of target ions increases with increasing temperature, resulting

G(r) (12)

75 — S .
o} . : The initial structure ]
= b
5 P ]
a) 1 1
s Lo ]
o :

D -
9
= T=300 K
@ T=500 K
3
O
&
L
[
R VAT

8 10

Pair distance (A)

FIG. 13. Pair distribution functions for the structure of Al films
at ion temperatures of 300 and 500 K. Top: Pair distribution functions
for initial structure. Bottom: Pair distribution function of the structure
after 10 ps MD.

in an increase in S, with increasing temperature. In conclu-
sion, the influence of the target ion’s temperature on S, can
be considered from two aspects. The displacement of target
ions decreases S, with increasing temperature. In addition, the
energy dissipation of target ions causes S, to increase with the
increase in temperature.

0.35 T T T T T
—l—exp.
0.30 Regardless of temperature va
300K
025 T —y—500K )
2 020 F / -
=
v 015} .
0.10 | §
0.05 .
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0.1 0.2 0.3 0.4 0.5
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FIG. 14. Considering the energy dissipation of target ions, S, of
the He™ ion traversing Al films as a function of projectile velocity at
finite target-ion temperature.
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IV. SUMMARY

When a particle moves through a solid material, it is angu-
larly dispersed and loses its kinetic energy to both the ions
and the electrons inside the material. Apparently, although
experiments generally access only spatially and time-averaged
quantities, simulating the dynamics of electrons and ions
in real-time simulations at the first-principles level not only
in real time but also in real space could help us to have
a thorough and detailed understanding of the microcosmic
mechanism of S,. In this paper, we have developed a model
to simulate the collision process of projectile particles in a
crystal-film target, where we combined TDDFT for electrons
with MD for ions in order to obtain unbiased microscopic
insight into the ion-film interaction on the same footing in real
time by considering a phase factor to avoid nontraveling states
in the incident projectiles. We conducted a comparative study
of S, for He ions in Al crystal films, considering the effects
of the ion charge, film thickness, and temperature of target
on S,. Our calculated stopping powers are in good agreement
with the experimental data and reproduced the deviation from
velocity proportionality found in the experimental results for
a He™ ion in Al, validating our approach and numerical im-
plementation.

Interesting enough, the effect of the target temperature
on target stopping power can be divided into two aspects
which are derived from the target electron and target ion.
Below 500 K, the effect of the target-electron temperature
on target stopping power is almost negligible. The influence
of the target-ion temperature on target stopping power can be
divided into two aspects which are derived from the displace-

ment and energy dissipation of target ions. The displacement
of the target ion can result in two trends that change the target
stopping power: (1) The target ion is closer to the center
of the lattice channel after displacement, which leads to the
increase in target stopping power. (2) The target ion is farther
away from the center of lattice channel after displacement,
which leads to the decrease in target stopping power. As
the temperature increases, the target ions are more likely to
appear farther away from the lattice channel than closer to the
center of the lattice channel, so the average displacement of
the target ions will lead to a decreasing trend of the target
stopping power with the increase in temperature. Under the
condition of a given ionic density in the target, the energy
dissipation capacity of target ions increases with the increase
in temperature, resulting in the tendency of the target stopping
power to increase with increasing temperature. Generally, the
stopping powers of materials, dictated by their electronic and
crystallographic structures, are largely set at the synthesis and
fabrication stages. Further in sifu tuning may be achieved by
changing the temperature and pressure. S, of various materi-
als at finite temperature deserve to be investigated in future
research both theoretically and experimentally.
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