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We explore features of stabilization in the angle-resolved spectra of photoelectrons when ground-state atomic
hydrogen is exposed to an intense (~10'® W/cm?) linearly polarized ultrashort XUV pulse. In this regime,
atomic stabilization can be traced to the temporal destructive interference between wave packets released by
the intense field at different instants of time. By a comparison between the numerical solution of the time-
dependent Schrodinger equation and a semianalytical model, we can identify the observed oscillations in the
momentum distribution and the suppression of photoemission into the laser polarization direction as a direct
result of stabilization. We also explore the effect of nondipole corrections on the angular distribution.
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I. INTRODUCTION

Atomic stabilization is a theoretically well-established
strong-field effect that has been extensively studied for about
30 years. Accordingly, ionization is predicted to be signifi-
cantly suppressed when the atom is exposed to a laser pulse
with high intensities 1/I) > 1 (Ip = 3.51 x 10'® W/cm? is
the characteristic intensity corresponding to a field strength
of 1 a.u.) and high frequencies w/Ey > 1 (Ey is the binding
energy of the atomic electron; w is the energy or frequency
of laser). This counterintuitive phenomenon clearly signi-
fies the breakdown of perturbation theory, which predicts a
monotonically increasing ionization rate as the laser intensity
increases. The suppression of ionization in this highly non-
perturbative radiation regime was first identified within the
framework of the high-frequency Floquet theory (HFFT) in
which a monochromatic plane wave corresponding to a pulse
of infinite duration 7,, — oo is assumed [1-13]. The suppres-
sion mechanism in the high-frequency regime is frequently
referred to as adiabatic stabilization.

Adiabatic stabilization can be conveniently viewed in the
accelerated Kramers-Henneberger (KH) frame [14], in which
the coordinate of the electron is transformed by r — r + a(?),
with a() being the classical time-dependent oscillatory quiver
motion of a free electron in the laser field. In the KH frame, the
atomic nucleus moves along the trajectory —o(t), while the
electron remains at rest. The electron-laser interaction appears
now through an oscillating Coulomb potential Vgy(r,?) =
—1/[r + «(¢)] (here and in the following we consider hy-
drogen). In a high-frequency Floquet expansion in ™', the
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electron is, to zeroth order, exposed to the time-averaged
KH potential Viu(r) = —1/T [ 1/[r + a(r)]dt, with T be-
ing the period of the laser field. With increasing peak field
strength or intensity (I = F02), the amplitude of the quiver
motion of a(t), ag = Fo/cu2 = Il/z/wz, exceeds the atomic
radius ap = 1 (in atomic units), and Vigy will evolve into a
double well that can support infinitely many bound states.
The electron density of the laser-dressed KH ground state will
therefore evolve into a moleculelike two-peak distribution.
Accordingly, stabilization results from the “dichotomy” of
this electronic wave function which is located in the dou-
ble well far away from the nucleus, thereby suppressing
photoionization.

Experimental evidence for atomic stabilization has so far
been restricted to atoms in Rydberg states [15—19]. Direct
observation of adiabatic stabilization of ground-state atoms
appears to be still missing. Recently, the search for verification
of stabilization was reinvigorated by the remarkable experi-
mental observation by Eichmann ef al. [20], in which neutral
atoms in an intense IR laser field were accelerated at an amaz-
ing high rate of 10'3m/s?, sensitive to the existence of stable
atoms in intense IR fields. Complementing the HFFT, stabi-
lization was theoretically demonstrated also for finite pulses
by numerically solving both the reduced-dimensional [21-24]
and three-dimensional (3D) [25] time-dependent Schrodinger
equation (TDSE). Exploring classical-quantum correspon-
dence, it was found that atomic stabilization in 3D classical
calculations requires much higher laser intensity than pre-
dicted by quantum theory [26].

The formation of dichotomic KH states suggests that stabi-
lization could be monitored by the angle-resolved spectra of
the photoelectron [27]. Moleculelike two-center interference
fringes are predicted to be observable in a pump-probe scheme
with orthogonal laser polarization [28]. The influence of
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nondipole [29] and correlation [30,31] effects on stabilization
was considered. Early studies based on reduced-dimensional
TDSE calculations suggested the destruction of stabilization
by either the nondipole effects [32] or the electron-correlation
effects [33]. More recent full-dimensional TDSE calculations
showed that the nondipole corrections can even enhance the
stabilization instead of destructing it if a suitable pulse dura-
tion is chosen [34].

The aim of the present study is the exploration of sig-
natures of stabilization in the angle-resolved photoelectron
spectra (ARPES) of ground-state atoms, exposed to ultrashort
(approximately femtosecond) XUV pulses with intensities of
the order of 10'® W/cm? and photon energies of the order
of 50-100 eV. Such pulses are expected to become available
in free-electron laser (FEL) facilities [35—44] and, possibly,
future high-intensity high-harmonics-generation (HHG) facil-
ities. These pulses give access to an intermediate parameter
regime of competing length and energy scales in which a com-
plex array of physical processes is expected to contribute. The
quiver amplitude oy becomes comparable to the atomic radius,
ap ~ 1, but is not yet large enough to generate a pronounced
dichotomy of the wave function. The photon energy exceeds
the atomic binding energy, w/Ey = 4, but is not sufficiently
large that the asymptotic high-frequency theory would apply.
Furthermore, the multicycle pulse duration of the order of 10
optical cycles results in a strong influence of the temporal
shape of the pulse envelope while, at the same time, some
features of the constant-field Floquet theory of adiabatic sta-
bilization remain approximately preserved.

We compare our numerically accurate solutions of the
TDSE with a simple semianalytical model which provides an
intuitive picture of stabilization for this intermediate parame-
ter regime that is complementary to the asymptotic high-field
stabilization scenario of dichotomy. Stabilization is found
to be the consequence of a destructive temporal interfer-
ence between wave packets emitted at different instants of
time. The key parameter controlling the interference phase
is identified to be apk,, where k, is the momentum compo-
nent along the laser polarization direction. The closely related
parameter agk, (k, is the momentum component along the
laser propagation direction), in turn, controls the influence
of nondipole effects, which we also consider. The focus of
the present work is on the angular distribution of photoemis-
sion and on the identification of signatures of the onset of
stabilization.

This paper is organized as follows: In Sec. II, we briefly
review our approach to numerically solve the TDSE for
a one-electron atom in a strong multicycle XUV field. A
semianalytical model accounting for the stabilization by de-
structive interference and the angular distribution of the
emitted electron is presented in Sec. III. Following the dis-
cussion of numerical results in Sec. IV, a brief summary is
given in Sec. V. Unless stated otherwise, atomic units are
used.

II. SOLUTION OF THE TIME-DEPENDENT
SCHRODINGER EQUATION

The TDSE governing the time evolution of a hydrogenic
state in the presence of an intense XUV field is given in the

laboratory frame by

'E\P(r 1) = <—1v2 1 +H)\If(r 1) (1)
T ) P T

The form of the interaction Hamiltonian H; depends on both
the chosen gauge and the inclusion of magnetic field effects.
In the velocity (V) gauge of the (electric) dipole (d) ap-
proximation, the time-dependent interaction Hamiltonian Hj
between the electron and the laser field is given by

1
HYY = —i-A(t) -V, )
C

and in the length (L) gauge it is given by
H' =1 F(@), 3)

where A(¢) and F(t) = —(1/c)dA/dt are the vector potential
and the electric field of the pulse, respectively. For weak
fields, the validity of the dipole approximation depends on the
smallness of the photon wave number &, = w/c < 1 of the
radiation on the atomic scale, which is well satisfied for the
frequencies w of XUV pulses. For intense pulses, however,
in addition the quiver velocity wo is required to be small
compared to the speed of light wag/c < 1. Therefore, with
increasing intensity and frequency nondipole corrections may
become non-negligible. We take into account the first-order
nondipole correction in our TDSE calculations, for which we
use two alternative expressions. One is given by [45-49]

HY = — i%A(t) -V + ciz(lé -)[F(t) - A@)]
1 .
- iZ(k -T)[F()- V], “)

with & representing the propagation direction of the laser
pulse. Throughout this paper, we choose the propagation di-
rection to be along the y axis and the polarization direction to
be along the z axis. We have also implemented an alternative
form in the so-called propagation gauge [50],

1 A%(t) .
HN? = —i—A(t) -V —i 2( iV )
(&

3
The nondipole correction breaks the axial symmetry of the
system. As a consequence, the excitations of states with
a nonzero magnetic quantum number make the numeri-
cal calculations much more challenging than in the dipole
approximation.

In our simulation, we use, for the time dependence of the
vector potential A(t) = A(t)Z,

A(r) = Aog(t) sin(wt ), (6)
with a Gaussian envelope,
g(t) = exp(—1*/T?). (7)

The FWHM Trwyy of the pulse is related to the parameter
T in Eq. (7) by Trwam = ~/21In2 T. The classical displace-
ment of a free electron exposed to the laser field with vector
potential A(t), referred to as quiver motion, is given by

alt) = %/ A(t)dr. (8)
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For a sufficiently long pulse, «(¢) can be approximated by

a(r) = —apg(r) cos(wt ), ©)
with peak quiver amplitude
A
a0y = —. (10)
cw

The amplitude of «(?), pg(t), is the key parameter relating
the present TDSE results to those from Floquet theory. It
determines if and when the ionization dynamics enters into
the adiabatic stabilization regime.

We have checked on the gauge independence of our nu-
merical results. For the two dipole gauges [Egs. (2) and (3)]
we find (nearly) identical results within our numerical accu-
racy. In the following calculations, we employ the velocity
gauge [Eq. (2)] since only a much smaller range of angular
momenta is required for convergence. Comparing numerical
results based on the two nondipole forms HN' and HN%
[Egs. (4) and (5)], we find reasonably close agreement (see
Sec. IV), although the calculation using HN% is found to
converge faster for the present system.

A detailed description of the present method to numeri-
cally solve the TDSE can be found in Ref. [51]. In brief,
we expand the wave function of the electron in terms of
spherical harmonics. The radial wave function is discretized
by the finite-element discrete-variable representation method
[52-54]. The wave-function splitting method [55] is employed
to avoid the need for large computational boxes. The pho-
toelectron wave function is repeatedly divided into the inner
part and the exterior part. The inner part is propagated by the
full TDSE, while the exterior part is propagated analytically
by neglecting the influence of the Coulomb potential. This
numerical scheme for the TDSE was used previously to study
the dynamic interference [56], harmonic generation [57], and
dynamically enhanced Autler-Townes splittings [58].

III. SEMI-ANALYTICAL MODEL

In this section, we present a simple semianalytical model
based on first-order distorted-wave theory which provides
insights into the origin of stabilization in the regime of mod-
erately intense XUV pulses, complementing the picture of
adiabatic stabilization in the high-field regime. Moreover,
it yields predictions for the angular distribution in closed
form and allows us to estimate the influence of nondipole
contributions.

A. Stabilization by destructive temporal interference

For moderately strong XUV fields one-photon transitions
to the continuum still dominate over multiphoton ionization.
Therefore, the differential change in the photoelectron ampli-
tude is in the dipole approximation given by

1 0
da(t) = —Coxp [—id(, T)](lﬁkla—Z [Vo)ao(t)A(T)dT,
1)

where |) is the initial ground state with energy Ey = —0.5
a.u., |) is the final scattering state with asymptotic mo-
mentum K, and ag(tr) is the amplitude of the initial state

at 7. The influence of the strong XUV field is accounted for
nonperturbatively in terms of a Volkov phase,

t k2 1 , ,
O, 1) = / 03 + —kA(T") |dT/,
T c

k2
= ?(t—f)-irkz[a(t)—a(f)]. (12)

Integrating the differential ionizing amplitudes [Eq. (11)]
from the initial time 7y to a given time ¢ yields the cumulative
amplitude at 7,

1 a d
ag(t) = — E(lﬂkla—zllﬂo)/ ao(T)A(T) exp[—i(P(t, T))]dT.

fo

13)
Utilizing the substitution
o1, 7) = ®(t, 1) — P(z. 10), (14)

Eq. (13) can be rewritten as

1 a
a(t) = — —exp[—i®(t, ro>]<wk|a—z|wo>

t
X / ap(T)A(7) expli(P(z, 1p))]d. (15)
o
Equation (15) can be viewed as a variant of a first-order
distorted-wave approximation. While the (one-)photon ab-
sorption process is described in first order, initial and final
states involved in the transition account for effects beyond first
order. Strong-field effects are included in Eq. (15) through
both the Volkov phase (12) of the final state and the com-
plex ground-state amplitude ao(t) of the initial state. The
latter accounts for both the energy shift and the depletion
by the strong field. Conversely, if ag(r) were replaced by
the field-free amplitude ao(t) = exp(—iEpt) and the Volkov
phase were deleted, the conventional transition amplitude in
first-order perturbation theory would be recovered.

The occupation amplitude ay(t) accounts for the depletion
of population as well as the phase shift of the initial state due
to the ac Stark shift,

T
ayg(t) = f(t)exp |:—i<E0r + / 8E0(r’)dt/)i|, (16)
fo
with f(7) being the modulus of ay(t) and §Ey(t) being the
instantaneous energy shift induced by the XUV pulse oscil-
lating with twice the frequency w of the XUV field. The
cycle-averaged value of the ac Stark shift

i
Z+t

SEo(t) = % / SEo(t)di' (17)
—%'H

follows the temporal evolution of the envelope of the pulse, is
a monotonically increasing function with instantaneous laser
intensity, and is responsible for the appearance of the dynamic
interference [56,59-67] in the photoelectron energy spectra.
Equation (17) also allows for a comparison with the HFFT
[4], which assumes a constant field amplitude. The resulting
time-independent ac Stark shift calculated for a parametrically
varied intensity agrees quite well with the TDSE result for
the time-varying envelope (Fig. 1). This indicates that a short
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FIG. 1. The time-dependent ac Stark energy shift of the ground-
state H atom in the laser pulse with a peak intensity of 5x10'8
W /cm?, photon energy of 53.6 eV, and pulse length 7 of 1 fs.
The present TDSE calculation is compared with the high-frequency
Floquet theory (HFFT) [4]. To facilitate the comparison, the instan-
taneous laser intensity of the pulse at time ¢ is used as the constant
intensity in the HFFT.

pulse with a length of the order of 10 optical cycles is already
sufficiently long to reproduce features of HFFT. Analogously
to Eq. (17), we consider a cycle-averaged modulus of the
occupation amplitude

B w T4t
f@) = 7 f@hdr, (18)
T J-Z4

which describes the cycle-averaged depletion of the initial
state during the rise and fall of the XUV pulse. For the nu-
merical results presented in the following, we take both f(z)
and 8E(t), for reasons of accuracy, directly from the TDSE
calculations run in parallel by projecting the time-dependent
wave function onto the initial ground state. However, as
demonstrated previously [56,64], this input can alternatively
be determined from lowest-order perturbation theory for the
energy shift and the decay rate of the initial state.
By expressing the vector potential of the pulse as

At) = %Aogmexp(—iwm = %Aogmexp(iwt), (19)

Eq. (15) can be rewritten in the rotating-wave approximation
(RWA) as

iAo _; d
(1) = — o e IOy o [y)
2c 0z

t
% / f(l.)g(.[)ei[(Eko*w)erdJs(I)+¢v(f)]d.c’ (20)
0]
with the zero-field excitation energy

Ey = — — Ey, 21

the Stark-shift phase

¢>S(‘c)5/ —8Ey(t))dT’, (22)

o

and the contribution from the Volkov phase

Pv (1) = k(7). (23)

The RWA is applicable since the rapidly oscillating phase
(Exo + w)t [Eq. (20)] from the counterrotating term would
yield a negligible contribution.

The rapidly varying phase (23) plays the key role in sup-
pressing ionization. Using Euler’s formula

expligy ()] = cos[¢y ()] + isin[¢y (7)], (24)

Eq. (20) can be approximated by

iA . 0 !
a(t) ~ — =2 P O (| ) f cos [y (7)]
2c 9z

fo

% f(.[)g(.[)ei[(Eko*w)lJr(le(T)]d.[’ (25)

exploiting the fact that the rapidly varying phase ¢y (1) leads
to equally likely positive and negative values, thereby sup-
pressing the contribution from the sine term.

Resonant transitions to a given continuum state with final
energy E = k?/2 occur near stationary points of the phase in
the integrand of Eq. (25), given by

EkO —w — SEQ(T) =0. (26)

The strength of the transition is modulated by the cos[¢y ()]
prefactor. When k,« in the oscillating phase ¢y (t) is smaller
than 77 /2, cos[¢y (t)] is confined to the interval [cos(k, ), 1]
for all T and is positive for near-resonant transitions [Eq. (26)].
Therefore, different portions of the wave packet emitted in
the interval [ty, #] will constructively interfere. However, as
soon as k o exceeds /2, cos[¢y (r)] may change sign, and
destructive temporal interference will set in. The suppression
of ionization by destructive temporal interference is illustrated
in Fig. 2 for two different momenta (or, equivalently, photo-
electron energies E = k?/2). Due to the time-dependent ac
Stark shift, the photoelectron ejected after absorption of one
photon at different instants of time will have different final
energies. Early and late in the temporal wings of the pulse the
energy shift is small (e.g., k = 1.78 a.u. in the present case),
while larger energies are reached near the peak of the pulse.
At the time when the k = 1.83 a.u. electron is ejected, the
amplitude of the phase k, o reaches almost 7, and cos[¢y (7)]
oscillates between —1 and 1. The temporal interference is
destructive, the ionization amplitude (25) nearly vanishes, and
stabilization sets in [Fig. 2(al)]. By contrast, for k = 1.78 a.u.
the amplitude is close to /2. Thus, nearly all the values of
cos[¢y ()] are positive, destructive temporal interference is
absent [Fig. 2(a2)], and no significant stabilization is expected
(see also below).

The resulting angular-differential ionization probability is
calculated according to

P = lax]’, 27)
with the amplitude ay given by Eq. (25). The photoelectron

energy spectrum is derived from Py by integrating over all
emission angles,

b4 2
P(E) = / / Pk sin 0d¢d6, (28)
0 0

with E = k2/2.
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FIG. 2. Volkov phase ¢y [Eq. (23)] as a function of time for the Gaussian envelope of the pulse (same as in Fig. 1). Vertical blue lines
mark the instants when the resonant transitions to the final state with (al) and (bl) momentum k = 1.83 a.u. and (a2) and (b2) k = 1.78 a.u.
occur. (al) and (a2) Displayed is cos[¢y (¢)]. In (al), cos[¢y (¢)] rapidly varies between —1 and +1 in the vicinity of the vertical blue line. In

(a2), cos[¢y (¢)] is predominately positive.

B. Angular distribution of photoemission
in dipole approximation

Starting from Eq. (20), we first derive a simple estimate
for the angular distribution of the photoelectron in the stabi-
lization regime for moderately strong XUV fields in dipole
approximation. We consider the contribution to ionization
from a single cycle at time ¢ = ¢., during which we assume the
envelope function g(r) &~ g(t.) is constant, thereby involving
the adiabatic approximation. Accordingly, the contribution to
the ionization amplitude from this cycle is

a
ag(te) = N<1/fkla—zllﬂo)

I ,
X / f(‘C),3(‘L’)el[k"a”g([”)cos(wr)]d‘c, (29)
f—1

where B(t) is short for

</

B(t) = exp |:i(Ek0 — )T + / 5E0(‘E/)d‘lf/:| (30)

=2+,
and N is short for the prefactors

N = A0 itz a1

e (€28

Both the modulus of the ground-state amplitude f(¢) and
the energy shift §E(z) will, in general, strongly vary within
a cycle following the laser field oscillation for strong field.
For moderate intensities, the variation of both f(¢) and
S8Eo(t) is small, and in this regime these quantities can be
replaced by the cycle average f (t.) [Eq. (18)] and 8Ey(z.)
[Eq. (17)]. We note that in the regime of very high intensities
for which alternative predictions for angular distributions are
available [9,13], this approximation may break down. Near
the stationary point of resonant transitions to the contin-
uum, the one-cycle contribution to the ionization amplitude

becomes

pid

_ 0 w
) = N o) /

T
®

etheogli)ecos@nl gr - (39)

The time integral in Eq. (32) can be expressed in terms of
the Bessel function of the first kind Jj,

. 2w - 0
ay (te) = —N f(t.) (Yl —Yo)Jo(kaog(te)). (33)
w 0z

The dipole transition matrix element can be factorized into the
radial part d (k) and the angular part cos 9,

a
(I/fkla—zlllfo) = d(k)cos 0, (34)

where the radial part is given for hydrogenic wave
functions by

d(k) = g e/ 1(2 —i/k)

o0
X / Pe K B2 +i/k, 4, 2ikr)dr (35)
0

with I" being the gamma function and | F; being the Kummer
confluent hypergeometric function. Using Eq. (34), we obtain
the photoelectron angular distribution in the strong field as

@ |* = M(k) cos? 072 (keog(t.) cos 0), (36)
with the angle-independent factor M (k) given by
2w
M(k) = ;Nf(tc)d(k). (37

When k,a0g(t.) < 1, Eq. (36) converges to the well-known
perturbative distribution oxcos? 6. When k,o0g(t.) > 1, the
Bessel function Jy(x) can be approximated by its asymptotic
limit for large arguments
e (=3)
—cos|x——|,
x—>00 ¥ X 4

Jo(x) ~ (38)
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and Eq. (36) yields

’ L,‘z ~ 2M (k)| cos O]

2 (kaog(t) cos 8] — = ). (39
ay kotog(le) CcOS <| opg(t.) cosO)| 2 (39)

We note that the present angular distribution differs from
that predicted for the high-frequency high-field limit given by
[9,13]

dT 8ly (ag(tc)2)|* cos® [Ikerog(te) cos O] + F ]
aQ k3

., (40)
log(t. )k cosO|

which is valid for opg(t.)kcos® > 1. The function
w()’ (a0g(t.)z) represents the wave function of the dressed
state of the initial state. It should be emphasized that
the applicability of Eq. (40) does not extend to the
intermediate-field regime addressed in the present paper.
A qualitative comparison between Eqgs. (39) and (40) will be
presented below [see Fig. 6(a)].

C. The nondipole correction of the angular distributions

We consider the nondipole correction of the angular dis-
tribution within our model by reexpressing the phase ¢y in
Eq. (20) as [10,48]

oy () = ka(r) + ¢ P (1), (41)

with

P"P(1) = kykza(r) + zk—ya / rAz(rUdr’ (42)
c ¢’ Jo

derived from the nondipole correction of the Volkov state.
Obviously, the correction (42) does not change the photo-
electron distribution in the x-z plane, the plane perpendicular
to the laser propagation direction 9, since ¢™°(r) =0 for
ky, = 0. However, it will modify the photoelectron distribution
in planes containing the propagation direction, e.g., in the y-z
plane.

Inserting the explicit expression of the vector potential (6)
into Eq. (42), we find

2 T
NP (1) = %a(r) + %f Z@)[1 — cosQut)dr’.
43)

The second term in Eq. (43) provides the nondipole correction
to the cycle-averaged ac Stark shift

It depends on the direction of emission either raising (for
ky, > 0) or lowering (for k, < 0) the effective ionization poten-
tial. Consequently, the electrons ejected in different directions
may have different energies even if they are experiencing the
same instantaneous laser intensity.

In the pulsed laser field, the photoelectron distribution in
the y-z plane is influenced not only by the instantaneous
nondipole ac Stark shift but also by the phase difference be-
tween the two photoelectron wave packets ejected at the rising
and falling edges of the pulse. The portion of the electronic
wave packet ejected at the rising edge will acquire an addi-
tional phase shift A¢"P in the peak field prior to the ejection
of the corresponding portion on the falling edge. The resulting
phase difference contributes to the nondipole correction. This
phase difference can be expressed as

A¢p = Agy — AP, (45)

where A¢y is the corresponding phase difference in the dipole
approximation [56]

Ay = / [BE(®) — SEs)ldT + 5, (46)

with #; and #, (f; = —t,) being the ejection times of two elec-
tron wave packets. A¢"P is the nondipole phase accumulated
between #; and 1,,

5]
APNP = f SENP(1)dt

1

kAS (2
= 4630 /Il &(t)dr. 47)

The ejection times #; and #, depend not only on the energies
of the photoelectrons but also on their ejection directions
because of the angle dependence of the ac Stark shift of the
nondipole correction [Eq. (44)]. This fact makes it difficult to
find a simple analytical expression for the nondipole angular
distribution of the photoelectron at fixed energy, in analogy
to Eq. (36). However, the angle dependence of #; and 7, be-
comes negligible for the electrons ejected during tails of the
pulse because the corresponding ac Stark shifts are small. The
nondipole phase (47) between the two electron wave packets
ejected in the tails can be well approximated by taking the
limit —t; = t, — 00,

ITkART
8c3

for a Gaussian envelope of the pulse (7). With the help of

A¢ND(t2 — 00) = sin @ sin ¢ (48)

kA2 Egs. (45) and (48), we find a simple analytical angular dis-
SEN(r) = 34 (x). (44)  tribution in this limit as
C
J
) V2w kA2T
Pi(ty — 00) o cos> 0|1 + se'2?)? = cosze[l + 5% + 2scos (Aqbo — —7; 3 9" sin# sin <p>:|, 49)
C

where s = f(,)/f(t;) (t, — 00) is the ratio of the probability
amplitude of the two interfering electron wave packets which
can be obtained from the surviving ground-state population
after the pulse.

(

IV. COMPARISON BETWEEN TDSE
AND THE SEMI-ANALYTICAL MODEL

In the following we present numerical results for ARPES
of hydrogen using an XUV pulse with intensities of 10'®

023104-6



SIGNATURES OF STABILIZATION IN THE ...

PHYSICAL REVIEW A 105, 023104 (2022)

-3 -2 1

(a) Dipole TDSE

90 120
0 (deq)

150 180

60 90 120
0 (deq)

150 180

(b) Non-dipole TDSE

90 120
0 (deq)

150 180

TDSE
Model i
Non-dipole TDSE |

60 90“1&0“&55‘
0 (deq)

180

FIG. 3. Momentum spectrum of the photoelectron. The laser parameters are the same as in Fig. 1. Predictions from (a) dipole TDSE,
(b) nondipole TDSE, and (c) the dipole model are shown. The horizontal white lines in (a)—(c) mark the momentum k& = 1.83 a.u., and P(k)
along this cut is shown in (d). The model result in (d) has been rescaled to match the TDSE results. Along the vertical solid lines in (a)—(c), the

oscillations due to dynamic interference are visible.

to 1019 W/cmz, pulse duration T of 1 to 2 fs, and photon
energies of 30-100 eV and compare these results with the
predictions by the semianalytical model outlined in the pre-
vious section. We present two-dimensional distributions as a
function of the polar angle 0 relative to the polarization axis
and the wave number k = +/2E of the ejected electron and
project onto two planes: the x-z plane (azimuthal angle ¢ = 0)
perpendicular to the laser propagation and the y-z plane
(¢ = m/2) spanned by the laser polarization and propagation
vectors.

For the distribution in the plane perpendicular to the prop-
agation direction [Figs. 3(a)-3(c)], we find close agreement
between the TDSE solutions in the dipole approximation
[Fig. 3(a)] and the nondipole correction [Fig. 3(b)] as well
as the dipole limit of the semianalytical model [Fig. 3(c)].
The close agreement between the dipole and nondipole solu-
tions was to be expected as significant nondipole contributions
appear only along the propagation direction [Eq. (42)]. For
vertical cuts at fixed 6 (e.g., 63° in Fig. 3), the emission
probabilities as a function of k (or E) display oscillations as
a function of k signifying the temporal dynamical interfer-
ence between the wave packets emitted during the rising and
falling edges of the pulse reaching the same final state (k).
The appearance of these oscillations was found to be a signa-
ture of the onset of stabilization [56,66] because significant
emission on the falling edge is possible only after the on-
set of stabilization suppressing ionization in the peak field.

Stabilization can now also be observed as a function of 6 at
fixed k (or E) along the horizontal line, e.g., k = 1.83 a.u.
in Fig. 3(a). The probability density P(k) along this cut is
shown in Fig. 3(d). The angular distribution dramatically de-
viates from a cos? @ distribution and features a pronounced
maximum near 6 & 63°. This anomalous distribution is found
only for large k (or E) within the spectral width of the one-
photon emission line, while at smaller & (e.g., near k = 1.7)
a conventional cos? @ distribution prevails. At low k, the ac
Stark shift is still small, indicating emission at the front or
tail end of the pulse. Consequently, at such small instanta-
neous intensities the predictions of perturbation theory for
the angular distribution still apply. By contrast, emission of
electrons with higher energy corresponding to large ac Stark
shifts occurs near the peak of the pulse where stabilization is
operational. Here, perturbation theory breaks down, and the
angular distribution peaks near § = 63°. The semianalytical
model based on distorted-wave theory [Eq. (25)] predicts the
numerical angular distribution quite well [Fig. 3(d)].

The destructive interference structure and thus the angular
distribution in the stabilization regime are controlled by the
cycle-averaged quiver phase k,aog(%. ), the product of the wave
number and mean quiver amplitude (or intensity) for a given
cycle t., shown in Fig. 4 in the k-0 plane. For low k, small
phases can be found near 6 = 0, preserving the dipole emis-
sion pattern. With increasing k the region of small interference
phases (< /2) shifts to larger angles, resulting in a peak near
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FIG. 4. (a) The amplitude k,cpg(t) of the Volkov phase ¢y [Eq. (23)] of the photoelectron as a function of k and 6 with the quiver amplitude
o given at the instant of the ionization. (b) The cut along the line at k = 1.83 a.u. in (a). The laser pulse is the same as in Fig. 1.

0 = 63° at k = 1.83 a.u. [the cut along this line is shown in
Fig. 4(b)].

The interplay between dynamical interference due to the
temporal double slit and the destructive interference by large
values of the cycle-averaged quiver phase is illustrated in
Fig. 5 for the angular-differential emission P(k, 8 = 0) along
the laser polarization direction. The periodic oscillations on
top of a smooth background are due to the interference be-
tween emissions on the rising (¢;) and falling (¢,) edges of the
pulse. The strong suppression of and even vanishing emission
at high values of £ marked by an arrow is, however, the result
of the global destructive interference due to the quiver phase
[Fig. 5(a)] and a clear hallmark of stabilization. Omitting this
phase from the semianalytical model, which is also shown in
Fig. 5(a), leaves the double-slit oscillations qualitatively intact
while increasing their amplitude for large k. The suppression

15
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FIG. 5. (a) Photoelectron momentum spectra in the forward
direction P(k,6 = 0). The green arrow marks the region of stabi-
lization by destructive interference. The simplified model (when ko
is dropped) neglecting destructive interference has been rescaled by a
factor 1/10. (b) The amplitude «ok, of the Volkov phase as a function
of photoelectron momentum at fixed ejection angle 6 = 0. The black
arrow marks the Volkov phase of the destructive interference, and
the blue circle marks the prediction by Eq. (36). The laser pulse is
the same as in Fig. 1.

of the emission for large k is, however, missing. In fact, the
near-zero emission probability is replaced by a maximum.
The minimum due to stabilization interference is predicted,
according to Eq. (36), to occur when ok, g(t) = 2.4 [the zero
of the Bessel function Jy, marked by a blue circle in Fig. 5(b)],
which is slightly lower than the actual position ook, g(t) = 2.7

0.15 [(; THFFT ]

- uu-N--E7
~

01F
;.

0.05 F

0.03 F
0.02 |

0.01F

Dipole TDSE
- Non-dipole TDSE
Analytical model

N — P —

90
0 (deg)

FIG. 6. The angular distribution in the x-z plane at fixed photo-
electron momentum magnitude (a) k = 1.83 a.u., (b) k = 1.80 a.u.,
(¢) k =1.75 a.u., and (d) k = 1.70 a.u. The TDSE results with and
without the nondipole correction are compared with the analytical
estimate [Eq. (36)]. In (a), the asymptotic solutions for large k.o
of Pont [9] within HFFT [Eq. (40)] and of the present analytical
estimates (36) and (39) are also given. The laser pulse is the same
as in Fig. 1.
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FIG. 7. Photoelectron momentum spectra in (a) the x-z plane and (b) the x-y plane with the nondipole corrections included. The propagation
direction and the polarization direction of the laser pulse are along the y axis and the z axis, respectively. The laser pulse is the same as in

Fig. 1.

[marked by a black arrow in Fig. 5(b)]. This difference can be
viewed as a signature of nonadiabatic effects.

The angular distribution in the x-z plane for fixed k (Fig. 6)
confirms the near-perfect agreement between the TDSE so-
lutions including either dipole or nondipole interaction of
the electron with the radiation field. The evolution from the
perturbative distribution at smaller k [Fig. 6(d) for k = 1.7] to
the strongly nonperturbative regime [Fig. 6(a)] near k = 1.83
is clearly visible. The analytical model predicts the angular
distribution reasonably well, with the largest deviations at k =
1.80 near the onset of strong destructive interference. For ref-
erence we also show in Fig. 6(a) the prediction by Pont et al.
[4] for the angular distribution in the asymptotic high-field
regime discussed above [Eq. (40)], which significantly differs
from the present predictions for the intermediate-intensity
regime.

Up to now, we have focused on the photoelectron angular
distribution in the x-z plane (azimuthal angle ¢ = 0) per-
pendicular to the light propagation direction. Turning now
to the y-z plane containing the propagation direction, we
expect to find signatures of nondipole interactions [Eqs. (4)
and (5)]. A direct comparison between the doubly differential
distributions P(k, 0) in these two planes is given in Fig. 7.
The additional magnetic force along the y direction that the
electron experiences breaks the rotational symmetry about
the z axis and leads to significant changes, which are most
pronounced at large values of k. However, also for smaller
values of k, the positions of the maxima and minima of the
interference oscillations (along vertical cuts through Fig. 7)
become 6 dependent. This is a consequence of the angle
dependence of the ac Stark shift [Eq. (44)]. Consequently,
the interference oscillations are strongly damped in the angle-
integrated spectrum (see Fig. 10 below). Nevertheless, the
overall stabilization features are being kept intact in the y-z
plane.

The angular distributions P(k, 6) in the y-z plane (i.e.,
¢ = 1 /2; Fig. 8) display noticeable differences from those in
the x-z plane (i.e., ¢ = 0). Even for relatively low k, deviations
from a pure cos’f distribution are evident. With increas-
ing k the maximum shifts to larger angles. After a transient
broadening (around k = 1.8 a.u.), the maximum shifts back
to 6§ & 30° at k = 1.83 a.u. The two alternative expressions

for the nondipole interaction [Nd1 and Nd2, Egs. (4) and (5)]
yield nearly identical results for the angular distribution, indi-
cating their approximate equivalence in the present parameter
regime. The nondipole corrections within the semianalytical
model reproduce the TDSE results quite well for low and
high k values [Figs. 8(a), 8(c) and 8(d)]. Larger discrepancies
can be found at intermediate values [Fig. 8(b)], although the
qualitative trends are still accounted for. The simplified equa-
tion [Eq. (49)] applicable to the tails of the pulse (f, — 00)

0.08

‘(a) k=1.83 a.u.

0.06

— PRI S S (R WA S S S S
+—+ —t—t—t——t—t—t—t——t—t—t—t——t—t—

Non-dipole TDSE:Nd1
Non-dipole TDSE:Nd2

t, =0 limit

< B - R 950 50 80

90
0 (deg)

FIG. 8. Same as Fig. 6, but in the y-z plane (k, > 0). The TDSE
results employing two versions of nondipole corrections [Eqs. (4)
and (5)] and the semi-analytical model [Eq. (41)] are shown. In (d),
the result from the analytical equation [Eq. (49)] for the £, — o0 limit
applicable to the tails is also shown (green dots).
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FIG. 9. Photoelectron momentum spectra for ionization of ground state of hydrogen. The pulse intensity is taken to be 5x 10'® W/cm? in
(a), (b), (d), and (e) and 1x10' W /cm? in (c); the photon energy w is taken to be 53.6 eV in (a)—(c). Other laser parameters are marked in
each panel. The horizontal white lines in (a)—(c) mark the momentum k£ = 1.83 a.u., and P(k) along this cut is shown in (f).

reproduces the angular distribution for the electrons ejected
with low k (k = 1.7 a.u.) quite accurately.

Examples of the pulse-parameter dependence of the angu-
lar distributions in the stabilization regime are shown in Fig. 9.
Qualitatively, the distributions in the (k-6) plane remain un-
changed. Increasing the pulse duration from 1 to 2 fs reduces
the spacing between subsequent peaks of the dynamical inter-
ference oscillation [compare Figs. 9(a) and 9(b)] since a larger
phase difference is accumulated between the emissions on the
rising (¢;) and falling (#,) edges. The shift of the maximum
to large angles (6 =~ 63°) for large k is preserved. Decreasing
the photon frequency [compare Figs. 9(a) and 9(d)] increases
the number of observable oscillations within the linewidth be-
cause of the enhanced ac Stark shift. It furthermore shifts the
maximum at high & values (here k = 1.43 a.u.) to larger angles
(6 =~ 80°). Conversely, increasing w [compare Figs. 9(a) and
9(e)] reduces the number of oscillations and renders the an-
gular distribution more cos” 6-like even for the highest values
of k within the one-photon linewidth. This is a consequence
of the reduced ac Stark shift for larger w at fixed /. Further-
more, increasing the laser intensity [compare Figs. 9(b) and
9(c)] allows for the ejection of higher-energy photoelectrons.
Although the interference features in the energy distribution
are quite sensitive to the pulse length and intensity, the sta-
bilization signatures in the angular distributions are rather
stable. The angular distributions of the photoelectron at fixed
energy are nearly identical [see Fig. 9(f)] for different pulse
lengths and peak intensities. Since the stabilization signatures
in the angular distributions will survive the temporal or spatial
averaging over intensity, the conditions for their experimental
observation appear to be quite favorable. The challenge is to
reach peak intensities large enough to render a large phase
amplitude k.

Finally, we present results for the angle-integrated pho-
toelectron spectrum as a function of E (Fig. 10). The
pronounced dynamical interference oscillations visible in
dipole approximation are strongly damped when nondipole
corrections are included. This is due to the fact that the
nondipole correction induces an angle dependence of the
energetic positions of the interference maxima (see Fig. 7).
Integration over 6 thus largely washed out the oscillations.
However, the suppression of the high-energy tails due to the
destructive interference (marked by a red arrow) caused by the
rapidly varying quiver phase remains visible. Switching on the
quiver phase (k,«) in the model strongly suppresses the peak
at high energies (red arrow near E = 46eV, k = 1.83 a.u.), ef-
fectively shifting the peak of the envelope over the oscillatory
signal to lower energies (E = 43 eV, k = 1.78 a.u.). This shift
closely mirrors the modification of the angular-differential
spectrum by the destructive interference [Fig. 5(a)]. In the full
TDSE the global interference phase cannot easily be switched
off. However, its signature is still present in terms of a pro-
nounced peak shift of the envelope to even lower energies
(E =41eV,k = 1.74 a.u.). This peak position lies well below
the anticipated value of w + Ey + 8E, for photoionization of
a Stark-shifted bound state.

V. SUMMARY

We have theoretically studied the stabilization effects in the
angle-resolved photoelectron momentum spectra for ioniza-
tion of a hydrogen atom by a single linearly polarized strong
XUV laser pulse. We have focused on the transition regime
of moderately strong, short XUV pulses with intensities of
the order of 10'8-10' W/cm?, photon energies between 30
and 100 eV, and femtosecond pulse durations. This region
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FIG. 10. Photoelectron energy spectra for ionization of the
ground state of hydrogen. The laser pulse is the same as in Fig. 1.
The predictions from TDSE calculations without (dipole TDSE) or
with the nondipole correction (nondipole TDSE) are compared with
the semianalytical model in the dipole approximation [Eq. (23)]. The
energies corresponding to momenta k = 1.78 a.u. and k = 1.83 a.u.
(see text) are indicated. The shift of the envelope peak is marked by
two red arrows (compare with the blue dashed line).

is expected to become accessible with FEL and HHG light
sources. Our present results predict strong stabilization effects
on the angle-resolved photoelectron spectra. In this regime,
stabilization was shown to be the consequence of destructive
temporal interference between wave packets emitted at differ-
ent instants of time acquiring a rapidly varying quiver phase.

The temporal structure of the short XUV pulse plays an im-
portant role in the appearance of stabilization features. In this
transition regime where the quiver amplitude is still compara-
ble with the atomic diameter, the formation of a dichotomic
wave function, the characteristic feature of stabilization in the
high-field limit, is not yet well developed. We have developed
a semianalytic model that reproduces features predicted by
the numerical TDSE calculations quite well. It furthermore
describes the departure of the angular distribution from that
of the perturbative angular distribution occos? . It is modified
and shifted to larger angles relative to the polarization axis.
The variation of the cycle-averaged Stark shift during the
strong XUV pulse was shown to be key to understand the sta-
bilization process in this regime and to make a connection to
high-field Floquet theories applicable for longer pulses. Stabi-
lization features are much more prominently displayed at high
instantaneous intensities, while they are absent in the tails of
the pulse. They are also preserved when nondipole correc-
tions to the electron-field interactions are included. Nondipole
effects are very small for electrons ejected perpendicular to
the laser propagation direction, making the predictions from
the dipole approximation accurate in the plane perpendicular
to the laser propagation direction. However, the nondipole
correction results in a significant modification of the angular
distribution in the plane containing the laser propagation vec-
tor. As a result, dynamical interference oscillations become
strongly damped in the angle-integrated photoelectron spec-
tra, while they are visible in the angular-differential spectrum.
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