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An excellent candidate molecule for the measurement of the electron’s electric dipole moment (eEDM)
is thorium monofluoride (ThFT) because the eEDM-sensitive state, >A, is the electronic ground state, and
thus is immune to decoherence from spontaneous decay. We perform spectroscopy on X *A; to extract three
spectroscopic constants crucial to the eEDM experiment: the hyperfine coupling constant, the molecular frame
electric dipole moment, and the magnetic g factor. To understand the impact of thermal blackbody radiation
on the vibrational ground state, we study the lifetime of the first excited vibrational manifold of X *A,. We
perform ab initio calculations, compare them to our results, and discuss prospects for using ThF* in an eEDM

experiment at JILA.
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I. INTRODUCTION

The electron’s electric dipole moment (éEDM) is strongly
linked to our understanding of the universe [1-5]. One of the
most successful models we have to describe the universe is
the standard model of particle physics, and yet it is known
to be incomplete. There has been a substantial effort on the
theoretical front to introduce new physics through extensions
of the standard model [6,7]. These new physics models make
varying predictions for the values of the eEDM [8-13]. A
measurement of (or an improved limit on) the eEDM would
place constraints on these new theories.

Sensitivity to the eEDM depends on three main factors
in the experiment: (i) effective electric field strength that
couples to the eEDM, (ii) coherent interrogation time of the
eEDM-sensitive state, and (iii) total number of counts in the
experiment for statistics. Groups with the world’s best limits
on the eEDM [14-16] take advantage of the large effective
electric field [17-23] in molecules to enhance their eEDM
sensitivities. One of the ingredients for success in ACME
[15,24] and Imperial College [16] experiments is the large
number of molecules that they probe in their neutral molecular
beam experiments. On the other hand, our recent eEEDM mea-
surement at JILA [14] takes advantage of the long ion trapping
times to tap the long coherence times of the eEEDM-sensitive
state. At present, we are enhancing our sensitivity through
improvements in the trap design to accommodate more ions
in addition to innovations for common-mode noise rejection
[25]. New eEDM measurements with the improved setup are
in progress, with the results due soon.
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Looking beyond our in-progress measurement, we plan to
replace the molecule of choice, HfFt, with 2>ThF*. The
latter keeps all the benefits of using molecular ions in an
ion trap, and it also boasts a larger effective electric field
and longer coherence times than the former [18-21,26], both
of which promise a direct increase in the eEDM sensitiv-
ity. Previous spectroscopic work [26—29] shows that we can
use similar experimental techniques across both molecular
species, including multistate detection [25,30]. Hence, the
molecule switch presents no new immediate experimental
complexity, and promises higher eEDM sensitivity.

Borrowing wisdom and experimental techniques from sim-
ilar spectroscopic work performed on HfF' [31-34], ThF
[27], and ThF" [26], we (i) perform spectroscopy on the
eEDM-sensitive state in ThF*, X 3A,, (Sec. II) to extract
spectroscopic constants of concern, and discuss theoretical
calculations of the aforementioned spectroscopic constants;
and (ii) study the lifetime of the first vibrational excited state
in ThF" (Sec. III) and its implications on the expected coher-
ence time of X 3A;.

II. eEDM-SENSITIVE STATE SPECTROSCOPY

Using ThF" in our eEDM experiment requires knowledge
of the details of X 3A;, namely, its responses to external
electric and magnetic fields, and the frequencies of lasers
required for state preparation and detection. We thus need
to determine certain spectroscopic constants in our effective
Hamiltonian governing our system. The effective Hamiltonian
is very involved, and the interested reader is encouraged to
consult our previous publication (Supplemental Material of
Ref. [14]) for more details. We shall introduce the relevant
constants in context, below.

©2022 American Physical Society
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FIG. 1. State preparation sequence (not to scale). (a) All our
optical pumping lasers connect from the X 3A;(v = 0) vibronic
manifold to the 2 = 0~ (v = 0) vibrational manifold [26]. We have a
vibrational repump laser from the X 3A (v = 1) manifold. (b) Within
the X 3A (v = 0) vibronic manifold, we perform rotational cooling
by optically pumping the J =2 state through the 2 = 0~ state.
We use microwaves to couple the / =2 and J = 3 states together
to transfer J = 3 population eventually into J = 1. (c¢) Within the
J = 1 manifold, we pump all the ions into a single Zeeman my state
using circularly polarized light on the Q(1) line. We also introduce
a magnetic field to prevent the Zeeman levels from mixing through
rotation coupling (refer to Sec. II C). (d) 2 doubling gives rise to two
closely spaced states with the same m; number. We can deplete one
of these states by coupling it with microwaves to J = 2. The state
preparation process is shown as a sequence of steps for clarity, but
all the steps involved occur at the same time in our experiment.

The following sections detail the spectroscopy process to
extract the spectroscopic constants crucial to the eEDM ex-
periment. We begin with an overview of the state preparation
process in Sec. IT A, then we touch on the details of the
measurement of the hyperfine coupling constant (Sec. II B),
molecular frame electric dipole moment (Sec. IIB), and the
magnetic g factor (Sec. I C). We compare our experimental
values with theoretical calculations in Sect. II D. Finally we
present a summary of the results in Sec. ITE.

A. State preparation and readout for eEDM-sensitive
state spectroscopy

The energy level of a diatomic molecule like ThF' has
nested progressively finer structure. The eEDM-sensitive
states are labeled by the quantum numbers X *A;(v =0, J =
1,F =3/2, mp = £3/2), which correspond to the electronic,
vibrational, rotational, hyperfine, and Zeeman manifolds, re-
spectively, with increasing fineness in their structures. We
first prepare ThF™ in the X A (v = 0) vibrational manifold
through resonance-enhanced—multiphoton ionization of neu-
tral ThF [27], and usher them into the finer energy structures
with optical pumping via an excited electronic state Q2 =
0~ (Fig. 1). The 2 = 0~ electronic state lies approximately
14 600 cm~" above X A [26]. The full process to prepare our
ions in the XA (v=0,J=1,F = 3/2,mp = —-3/2,Q2 =

1) is illustrated in Fig. 1, where Q2 is the quantum number
for the €2 doublets.

State preparation involves two pulsed lasers at 304
and 532 nm for resonance-enhanced—multiphoton ionization,
multiple cw lasers at 685 nm for optical pumping [Figs. 1(a)—
1(c)], a cw repump laser at 717 nm [Fig. 1(a)], and microwave
channels at 29 and 43 GHz [Figs. 1(b) and 1(d)].

We perform our state readout by dissociating our molec-
ular ions state selectively with methods used in our previous
work [25,27,33]. In summary, the state readout consists of the
following steps:

(1) We excite our molecular ions on a bound-to-bound
transition with a pulsed laser. This laser is able to resolve elec-
tronic, vibrational, and rotational states, but not the hyperfine,
parity, and Zeeman manifolds.

(2) We dissociate our state-selectively excited molecular
ions with a second pulsed laser to excite them past the disso-
ciation energy into Th™ and F.

(3) Finally, we detect the dissociated Tht by kicking our
ion cloud onto our time-of-flight multichannel plates, with
sufficient temporal resolution to distinguish between dissoci-
ated Th™ and residual ThF™.

B. Microwave spectroscopy on the J = 1 to J = 2 transition;
hyperfine coupling constant and molecular
electric dipole moment

A schematic diagram of the energy levels of the / = 1 and
J = 2 rotational states in X *A;(v = 0) is shown in Fig. 2.
We use state preparation steps shown up to panel (b) in
Fig. 1 to prepare our ions into X A (v = 0, J = 1). We then
perform microwave spectroscopy on the detailed structure of
the / =1 to J = 2 rotational transition. Our observable is
the appearance of population in the J = 2 state, detected by
state-selective photodissociation. No external magnetic fields
are applied for the microwave spectroscopy experiments in
this section.

At near-zero external electric field, selection rules and
energy degeneracies result in just six distinct resonant fre-
quencies (refer to Figs. 2 and 3), from which we perform
a fit to the spectroscopic constants A; (hyperfine coupling
constant) and wer (2-doubling splitting constant). We obtain
aJ =2toJ =1 separation of 29.097 33(4) GHz, which is
consistent with 29.093(9) GHz obtained in our previous work
[26]. Figure 2 illustrates how the spectroscopic constants fit
into the energy level structure.

By repeating the above experiment with a nonzero external
electric field strength, we can see the Stark shifts in the spec-
tral lines (illustrated in Fig. 2), shifts which depend on my and
dme (molecular frame electric dipole moment). To enhance
the signal-to-noise ratio for the extraction of dp¢, we prepare
all the ions into X3A,(v =0,/ =1,F = 3/2,mp = —=3/2)
with state preparation sequence up to panel (¢) in Fig. 1.
This allows us to suppress all lines coming from the mp =
+1/2 states to obtain a much cleaner spectrum to extract
dms. We search for the lines corresponding to the (L) and (U)
transitions shown in Fig. 2. The spectroscopy of these two
lines are shown in Fig. 4. These two lines were used for the
measurement of dp,¢ because of their strong intensities. The
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FIG. 2. Energy landscape (not to scale) of the neighborhood of the eEDM-—sensitive state X *A;(v = 0), showing only the first two
rotational levels. In the absence of an external electric field, the eigenstates are states of good parity. The energy levels with positive (negative)
parity are denoted by black (gray) lines in the energy level diagram on the left. Selection rules for E'1 transitions only allow for transitions
connecting states of opposite parities, AF = 0, =1 and Amy = 0, &1, thus resulting in only six distinct frequencies for resonant transitions
connecting the J/ = 1 to J = 2 rotational manifold in the absence of an external magnetic field. For example, the transitions with the lowest and
highest frequencies are labeled (a) and (b), respectively, here and also in Fig. 3. In the presence of an external electric field, states of opposite
parities mix. The red arrows in the right panel labeled (L) and (U) correspond to the stretched-to-stretched transitions used to determine the
Stark shift in our microwave spectroscopy. The Stark shift depends on my and dy,¢. The eEEDM—sensitive states used for the eEEDM measurement
are the upper (red) and lower (blue) doublets. To reduce clutter in the diagrams, the states drawn do not reflect the true nature of the states
in three aspects: (i) the states are drawn with an artificially large A in comparison to w for well separated hyperfine levels in the diagram;
(ii) the Stark shifts in the diagram are portrayed proportionally smaller than those in the actual experiment, where Stark shifts are large enough
to allow some states in the lower hyperfine level to be more energetic than the upper; and (iii) F is no longer a good quantum number in the
presence of a strong external electric field, except for the most stretched Zeeman states in each rotational manifold. Hence, in the presence of
an external electric field, the only selection rule remaining on the / = 1 to J = 2 transition is Amy = 0, 1.

(L) and (U) lines will be used to perform doublet depletion
[preparation step (d) of Fig. 1] in subsequent sections.

C. Ramsey spectroscopy within the /] = 1 eEDM-sensitive state;
magnetic g factor

The last spectroscopic constant that we determine is the
magnetic g factor for X *A;. We use a rotating electric field
to polarize our molecular ions without ejecting them from

@ 40 (@) _ Data. our ion trap. The rotation micromotion traced out by the ions
= Predicted couples to the applied quadrupole magnetic field gradient to
2 204 (b) give an averaged net nonzero magnetic field along the in-
* stantaneous quantization axis in the frame of the ions, thus
= resulting in Zeeman shifts of the molecular states. Details

of the underlying mechanism can be found in Sec. 4.11 of
Ref. [21].

The rotation frequency is fast compared to trap secular
frequencies, but slow compared to typical energy differences
between quantum states within the molecular ions. As the
ions follow the rotation of the field adiabatically, there is
a non-inertial-frame term in the Hamiltonian in the frame
of the rotating ions. This non-inertial-frame term introduces

29.10 29.11

29.09
Microwave frequency (GHz)

29.08 29.12

FIG. 3. Microwave scan at zero net external electric field. The
blue peaks and yellow markers correspond to the actual measurement
and simulated position of the peaks, respectively. The unexpected
peak at 29.11 GHz is most likely due to a spike in the experimental
noise. Error bars from the simulation are propagated from the values

shown in Table 1. The uncertainty of the Th* numbers in our data
is typically around five ions. The lines labeled (a) and (b) are the
corresponding transitions labeled in Fig. 2.

rotational coupling between states of Amp = %1, and cou-
ples the mp = £3/2 states through a third-order process.
Restricting ourselves to the Hilbert space involving only the

022823-3



KIA BOON NG et al.

PHYSICAL REVIEW A 105, 022823 (2022)

(V) (L)

o
N
<o
et
<«
e
e
_‘

B 0.4

N

/ Vo
02{f -1 :
Hi W fﬁ i

: : - -0.2 - :
.0932 29.0942 29.0952 29.1028 29.1038 29.1048
Frequency (GHz) Frequency (GHz)

0.0

o
o
—eo—1

Fractional depletion
o
N

N
O

(V) (L)

Intensity (arb. unit)

29.10 29112 2914

Frequency (GHz)

29.06 29.08

FIG. 4. Microwave transitions between the X A,(v =0,J =
1,mp = —3/2) and J = 2 states at an applied electric field strength
of 24 V /cm. The top two plots show the transition lines correspond-
ing to (U) and (L) of Fig. 2. Error bars show the estimated 1o error
in the signal. The bottom plot shows a simulation of the microwave
spectrum across a wider frequency range. The intensities are evalu-
ated from Clebsch-Gordan coefficients. In the limit of di,:E > wer,
where £ is the applied electric field, the splitting between (U) and (L)
is given by dne€/3. At £ =24 V/cm, dne€ is roughly eight times
larger than wey.

mp = £3/2 states, the good eigenstates of the system are
|mp = +3/2) & |mp = —3/2) at zero external magnetic field,
and approaches |mp = £3/2) asymptotically as the external
magnetic field strength increases. Thus, as the strength of the
applied magnetic field is swept, the energy difference between
the mp = £3/2 states traces out a hyperbola like that shown
in Fig. 5, where the vertical offset is due to the avoided
crossing introduced by the rotational coupling.

Following the procedure reported in Ref. [34], we map out
the the energy differences between the mp = £3/2 states for
both the upper and lower doublets by performing Ramsey

Upper doublet Lower doublet
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FIG. 5. Energy differences between the mp = £3/2 states; mea-
surement of the magnetic g factors. The fits are performed with our
model which takes into account the avoided crossing introduced by
going into the rotating frame of the molecules. The energy difference
at the avoided crossing is fixed by our ab initio calculations. The
only fit parameters are the asymptotic gradients (corresponding to
3gr=3218/h) and the horizontal offset due to ambient fields. The
error bars are 1o error estimates extracted from a nonlinear fit to
each Ramsey fringe.

TABLE I Measured spectroscopic structural constants for X 3A ;.
Ay, W, dit, gr=3/2, and 8gr_3» are the F magnetic hyperfine
coupling constant, 2-doubling splitting constant, molecular frame
electric dipole moment of ThF*, the average value of the magnetic
g factors of the F = 3/2 hyperfine level in X A, for the upper and
lower doublets, and the difference in magnetic g factors between the
upper and lower doublets, respectively. Theoretical calculations from
this work (details in Sec. II D) and previous work are also shown here
for comparison. A and ws have units of rad/s and for convenience
we divide by 27 and present our results in millions of cycles per
second.

Parameters Expt. Theory Previous work
Ay/2r (MHz)  —20.1(1) —21.5

wer /27w (MHz) 5.29(5) 5.21(4) [26]
din (D) 3.3709) 3.46 4.03[18],3.46 [19]
|gF=3,2| 0.0149(3)  See main text

18gr =3/l 0.0003(3)

spectroscopy on X A1, which is prepared with sequence up
to panel (d) in Fig. 1. We repeat the experiment at various
applied magnetic field strengths. The data and fits are shown
in Fig. 5.

Since we operate at dys& ~ A, the lower doublet is en-
ergetically closer to more myp = +1/2 states than the upper
doublet. Thus, the lower doublet has a stronger rotational
coupling than the upper doublet, resulting in a much larger
avoided crossing seen in the plot for the lower doublet than
the upper doublet in Fig. 5.

D. Theoretical calculations of spectroscopic constants

We perform numerical differentiation of coupled-cluster
singles and doubles augmented with a noniterative triples
correction [CCSD(T)] [35] energies to obtain dpy, A, and
G). Gy is the response of the electronic energy to mag-
netic field, as defined in Refs. [19,36]. These calculations
treat relativistic effects using an exact two-component (X2C)
[37,38] Hamiltonian with atomic mean-field (AMF) spin-orbit
integrals [39]. We use the CFOUR program package [40,41]
for all the electronic structure calculations presented here.
We follow the recipe in Ref. [39] for the X2CAMEF calcula-
tions of dps and A, while we use a unitary transformation
scheme [42] for the calculation of Gj. Details of the G
calculation will be reported in a separate publication. Calcu-
lations of dp,¢ and A use uncontracted ANO-RCC basis sets
[43,44]. We use correlation-consistent polarized core-valence
triple- and quadruple-zeta basis sets in the uncontracted form
[45] to compute Gy, and we perform basis-set extrapolation
to estimate the basis-set-limit value for this property. All
CCSD(T) calculations freeze 64 core electrons and virtual
orbitals higher than 100 hartree.

Our X2CAMF-CCSD(T) values for di,¢ and A (Table I)
are in fair agreement with the corresponding experimental
values. Our computed dy,¢ is also in good agreement with
calculations from previous work [18,19]. Our X2CAMF-
CCSD(T)/ANO-RCC-unc value of 6.66 D/A for the dipole
derivative, d(dns)/dr, predicts a decay lifetime of around
180 ms for the first excited vibronic state, which agrees well
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FIG. 6. Energy level diagram of the lowest few vibronic states
in ThF'. The transition between X A and a 'Y is forbidden by
selection rules. A zoomed-in view of the rotational states within the
ground vibronic state is shown in the dashed box. 1 cm™! &~ 30 GHz.

with our measurement (Fig. 8). Our computed G (Table I)
is in reasonable agreement with previous work [19] and our
measured value. It might be of interest to compute the rota-
tional g factor of ThF™, because the rotational g factor has
been shown to contribute to about 6% of the total g factor of a
similar molecular species in Ref. [46].

E. Summary of results and remarks

Table I shows the measured and calculated spectroscopic
structural constants for X 3A;.

Our spectroscopy is not sensitive to the sign of the mag-
netic g factor shown in Table I. Neglecting the rotational
contribution to the g factor, and converting |gr—3,2| into Gy,
we get —0.042(2) if gr—3,2> > 0 and 0.048(2) otherwise. The
latter is not far away from the theoretical predictions of G| =
0.034 [19] and 0.035 calculated in this work. We do not have
a systematic estimate for the error in the theoretical value of
G, therefore there remains some ambiguity in sign of the
g factor.

The spectroscopic constants measured in ThF™ are similar
to those in HfF™ [34]. This means that we will be operating
in a familiar experimental parameter space. Therefore, the
eEDM experimental complexity will not increase with the
planned molecule upgrade from HfF*t to ThF™.

III. BLACKBODY RADIATION EXCITATION
AND T; RELAXATION TIME

X 3A, has been shown to be the ground state of ThF*
[26]. Hence the coherence time of X *A; is not subjected to
spontaneous decay. However, stray photons, e.g., blackbody
radiation, can excite ThF* from X A, and they subsequently
either decay into other long-lived states where they no longer
contribute to the measurement statistics, or back into X 3A;
with corresponding delayed decay in coherent spectroscopy
contrast.

An energy level diagram of the lowest few vibronic states
in ThF* is shown in Fig. 6. At room temperature, the energy
of a blackbody radiation photon at peak intensity is on the
order of the vibrational spacing in X A . The dominant black-
body radiation excitation channel from X A (v =0,J = 1)

W

V=] —

1
X3A,

0= )

X 37

FIG. 7. State preparation for measurement of excited state life-
time. (a) For measurement of X °A; (v = 1) state lifetime. (b) For
measurement of a 'S (v =0) state lifetime. Solid line indicates
laser used for optical pumping. Dotted lines indicate spontaneous
emission. Numbers attached to dotted lines indicate Franck-Condon
factors determined from our previous spectroscopy work [26].

is through X 3A (v = 1), because (i) the lowest vibrational
states are highly harmonic such that only Av = %1 transitions
are allowed, (ii) rotational spacing is too small for appreciable
transition rates between rotational states, and (iii) selection
rules forbid transitions between X 3A; and a 'Z 7.

The blackbody radiation excitation rate from X A (v =0)
through X A (v = 1) is related to the spontaneous decay
lifetime of the v = 1 states. This relation comes through the
transition dipole moment between the v = 0 and v = 1 states.
Hence, a measurement of the lifetime of the v = 1 state will
allow us to predict the blackbody radiation excitation rate
from X 3A;.

To measure the spontaneous decay lifetime of the v = 1
state, we first prepare all our ions in the ground vibronic
state X 3A;(v = 0) selectively with resonance-enhanced—
multiphoton ionization [27], and optically excite all our ions
to the 2 = 0~ excited state [26], allowing for the ions to
decay back into the X A (v > 0) states, as illustrated in
Fig. 7(a). We note that the branching ratio from the Q2 = 0~
state to the X A | manifold is very close to unity. Off-diagonal
Franck-Condon factors allow the v > 1 manifolds to be pop-
ulated through optical pumping. The whole optical pumping
process takes about 100 ms. We then allow the ions to decay
from the excited vibrational states to lower ones, and read
out the population in each vibrational state with resonance-
enhanced—multiphoton dissociation [27,33] much like how we
have described in Sec. I A. We dissociate through the R(1)
line for both the v =0 and v = 1 manifolds. Our result is
shown in Fig. 8.

To extract the spontaneous decay lifetime of the v = 1 state
from Fig. 8, we employ the following model:

(1) We allow for nonzero initial population in the v =1
and v = 2 states. The v = 1 and v = 2 states are populated by
decay from the 2 = 0~ (v’ = 0) state, and the Franck-Condon
factors are such that we may approximate the initial popula-
tions of v > 3 as zero.

(2) The decay rates from each vibrational manifold are
governed by their respective Einstein’s A coefficients. We also
assume that only Av = =1 transitions are allowed.
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FIG. 8. Vibrational population decay from v = 1 to v = 0 of the
ground electronic state in ThF*. All the population was pumped
from the ground vibrational manifold into the excited vibrational
manifold through the €2 = 0~ state [26]. Population in each vibra-
tional manifold is read out with photodissociation. The observed
vibrational decay lifetime agrees with our model, which is used to
predict the blackbody radiation excitation lifetime from X 3A. The
total dissociated Th™ numbers do not appear to be conserved in
these two plots because the dissociation efficiencies for these two
vibrational manifolds are not the same.

(3) Fit parameters include (i) absolute scaling to ac-
count for different detection efficiencies for the v =0 and
v = 1 manifolds; (ii) number of background ions; (iii) ra-
tio of initial populations in the v = 1 and v = 2 manifolds;
and (iv) d(dys)/dr, with this being held the same across
the fits for v =0 and v = 1. Note that we can group (i)
the effect of imperfect optical pumping from the v =0
manifold, which results in an initial nonzero population in
the v = 0 manifold, and (ii) background ions detected for
the v =0 manifold together into a single v =0 “back-
ground ion” fit parameter in the fitting model. With the
above model, we obtain d(dwe)/dr = 7(2) D/A, in good
agreement with our calculated value from Sec. IID. This
value corresponds to spontaneous decay lifetimes of 0.16(11)
and 0.08(6) s for v=1—->v=0 and v=2— v =1,
respectively.

Using the value of the molecular dipole, we predict the
effective lifetime (7 relaxation time) of X 3A; to be about 3 s
at room temperature (300 K), which is limited by blackbody
radiation excitation from X A to the first excited vibronic
state X A (v = 1).

We can suppress blackbody radiation excitation from
X 3A(v = 0) by introducing cryogenics to lower the tem-
perature of the setup. The effective lifetime of X *A;(v = 0)
increases drastically with a decrease in temperature (Table II),
and we anticipate establishing a blackbody environment at
180 K, which will be a workable balance between technical
convenience and sufficiently long interrogation times.

We calculate blackbody radiation excitation across rota-
tional levels to occur at a timescale of 10° seconds and above,

TABLE II. Prediction of blackbody radiation excitation lifetime
(in seconds) out of the v = 0 vibrational level in X A1, in a radiative
environment of the indicated temperature.

77K 120K 150K 180K 200K 300K
To X3A;(v =1) 32000 400 84 29 17 35
Toa'st 2200 270 130 80 64 33
Combined 2100 160 51 21 13 32

even at 300 K. Since we plan to measure the eEDM with an
interrogation time of about 20 s, which is only about ten times
longer than our current experiment using HfF*, the effects of
rotational blackbody radiation excitation are small and shall
be neglected for the rest of the discussion.

Usual selection rules forbid transition between X A and
a'ST, but our molecular ion falls under Hund’s case (c),
so these states contain slight admixtures of states of other
character. Hence, a transition between X *A; and a 'S 7 is not
entirely forbidden. By using an = 07 state [26] that couples
both to X *A; and a 'S+ for optical pumping, we populate the
a'Y*(v = 0) manifold through a process similar to the ex-
periment for measuring the X *A; (v = 1) spontaneous decay
lifetime [refer to Fig. 7(b)]. We observe the spontaneous decay
lifetime from a 'S+ (v = 0) back to X A (v = 0) to be about
6 s, which is about forty times longer than from X A (v = 1).
We calculate blackbody radiation excitation from X 3A; to
a'S7 to be in excess of 30 s (Table II).

The net effect of blackbody radiation excitations to a 'X+
and X 3A (v = 1) at 180 K gives an expected lifetime of X A,
to be about 20 s.

IV. CONCLUSION AND OUTLOOK

We perform spectroscopy on X 3A; to extract its spectro-
scopic constants. We also measure the state lifetime of the first
excited vibrational state and show that it is consistent with
our ab initio calculations. Given this assurance, we predict
that an eEDM experiment with ThF* in a 180 K environment
is sufficient to achieve a 20 s coherence time, a ten-times
improvement over our ongoing eEDM experiment with HfF ™.

The stage is set for performing an eEDM measurement
with ThF'. We expect a significant improvement in statis-
tical sensitivity in the measurement over the HfF' system.
Ongoing work includes testing out the modest cryogenic
system at 180 K to suppress blackbody radiation, and mul-
tiplexing the experiment with a conveyor belt of ion traps to
increase count rates.

ACKNOWLEDGMENTS

This work is supported by Moore Foundation, Sloan Foun-
dation, NSF PFC 1734006, NIST, and Marsico Research
Chair. Computational work at Johns Hopkins University is
supported by National Science Foundation under Grant No.
PHY-2011794.

022823-6



SPECTROSCOPY ON THE ...

PHYSICAL REVIEW A 105, 022823 (2022)

[1] E. A. Hinds, Testing time reversal symmetry using molecules,
Phys. Scr. 1997, 34 (1997).

[2] I. B. Khriplovich and S. K. Lamoreaux, CP Violation
Without Strangeness: Electric Dipole Moments of Particles,
Atoms, and Molecules (Springer Science & Business Media,
Berlin, 2012).

[3] T. Chupp and M. Ramsey-Musolf, Electric dipole moments: A
global analysis, Phys. Rev. C 91, 035502 (2015).

[4] Y. V. Stadnik, V. A. Dzuba, and V. V. Flambaum, Improved
Limits on Axionlike-Particle-Mediated P, T -Violating Interac-
tions Between Electrons and Nucleons from Electric Dipole
Moments of atoms and Molecules, Phys. Rev. Lett. 120, 013202
(2018).

[5] C. Cesarotti, Q. Lu, Y. Nakai, A. Parikh, and M. Reece, Inter-
preting the electron EDM constraint, J. High Energy Phys. 05
(2019) 059.

[6] S. Sarkar, Big bang nucleosynthesis and physics beyond the
standard model, Rep. Prog. Phys. 59, 1493 (1996).

[7] J. Ellis, Beyond the standard model with the LHC, Nature
(London) 448, 297 (2007).

[8] M. E. Pospelov and I. B. Khriplovich, Electric dipole moment
of the W boson and the electron in the Kobayashi-Maskawa
model, Sov. J. Nucl. Phys. 53, 638 (1991).

[9] S. M. Barr and A. Zee, Electric Dipole Moment of the Electron
and of the Neutron, Phys. Rev. Lett. 65, 21 (1990).

[10] W. Bernreuther and M. Suzuki, The electric dipole moment of
the electron, Rev. Mod. Phys. 63, 313 (1991).

[11] S. M. Barr, A review of CP violation in atoms, Int. J. Mod. Phys.
A 8,209 (1993).

[12] M. Pospelov and A. Ritz, Electric dipole moments as probes of
new physics, Ann. Phys. 318, 119 (2005).

[13] E. D. Commins, Electric dipole moments of leptons, Advances
in Atomic, Molecular, and Optical Physics (Academic Press,
San Diego, CA, 1999), Vol. 40, pp. 1-55.

[14] W. B. Cairncross, D. N. Gresh, M. Grau, K. C. Cossel, T. S.
Roussy, Y. Ni, Y. Zhou, J. Ye, and E. A. Cornell, Precision
Measurement of the Electron’s Electric Dipole Moment Us-
ing Trapped Molecular Ions, Phys. Rev. Lett. 119, 153001
(2017).

[15] V. Andreev, D. G. Ang, D. DeMille, J. M. Doyle, G. Gabrielse,
J. Haefner, N. R. Hutzler, Z. Lasner, C. Meisenhelder, B. R.
O’Leary et al., Improved limit on the electric dipole moment of
the electron, Nature (London) 562, 355 (2018).

[16] J. J. Hudson, D. M. Kara, 1. J. Smallman, B. E. Sauer, M. R.
Tarbutt, and E. A. Hinds, Improved measurement of the shape
of the electron, Nature (London) 473, 493 (2011).

[17] E. R. Meyer and J. L. Bohn, Prospects for an electron electric-
dipole moment search in metastable ThO and ThF*, Phys. Rev.
A 78, 010502(R) (2008).

[18] M. Denis, M. S. Ngrby, H. J. A. Jensen, A. S. P. Gomes, M. K.
Nayak, S. Knecht, and T. Fleig, Theoretical study on ThF*, a
prospective system in search of time-reversal violation, New J.
Phys. 17, 043005 (2015).

[19] L. V. Skripnikov and A. V. Titov, Theoretical study of ThF*
in the search for T, P-violation effects: Effective state of a Th
atom in ThF* and ThO compounds, Phys. Rev. A 91, 042504
(2015).

[20] A. N. Petrov, N. S. Mosyagin, T. A. Isaev, and A. V. Titov,
Theoretical study of HfF™ in search of the electron electric
dipole moment, Phys. Rev. A 76, 030501(R) (2007).

[21] A. E. Leanhardt, J. L. Bohn, H. Loh, P. Maletinsky, E. R.
Meyer, L. C. Sinclair, R. P. Stutz, and E. A. Cornell, High-
resolution spectroscopy on trapped molecular ions in rotating
electric fields: A new approach for measuring the electron elec-
tric dipole moment, J. Mol. Spectrosc. 270, 1 (2011).

[22] L. V. Skripnikov, A. N. Petrov, and A. V. Titov, Communica-
tion: Theoretical study of ThO for the electron electric dipole
moment search, J. Chem. Phys. 139, 221103 (2013).

[23] L. V. Skripnikov and A. V. Titov, Theoretical study of thorium
monoxide for the electron electric dipole moment search: Elec-
tronic properties of H 3A| in ThO, J. Chem. Phys. 142, 024301
(2015).

[24] J. Baron, W. C. Campbell, D. DeMille, J. M. Doyle, G.
Gabrielse, Y. V. Gurevich, P. W. Hess, N. R. Hutzler, E. Kirilov,
I. Kozyryev et al., Order of magnitude smaller limit on the
electric dipole moment of the electron, Science 343, 269 (2014).

[25] Y. Zhou, Y. Shagam, W. B. Cairncross, K. B. Ng, T. S. Roussy,
T. Grogan, K. Boyce, A. Vigil, M. Pettine, T. Zelevinsky ef al.,
Second-Scale Coherence Measured at the Quantum Projection
Noise Limit with Hundreds of Molecular Ions, Phys. Rev. Lett.
124, 053201 (2020).

[26] D. N. Gresh, K. C. Cossel, Y. Zhou, J. Ye, and E. A. Cornell,
Broadband velocity modulation spectroscopy of ThF* for use in
a measurement of the electron electric dipole moment, J. Mol.
Spectrosc. 319, 1 (2016).

[27] Y. Zhou, K. B. Ng, L. Cheng, D. N. Gresh, R. W. Field, J. Ye,
and E. A. Cornell, Visible and ultraviolet laser spectroscopy of
ThF, J. Mol. Spectrosc. 358, 1 (2019).

[28] M. C. Heaven, B. J. Barker, and I. O. Antonov, Spectroscopy
and structure of the simplest actinide bonds, J. Phys. Chem. A
118, 10867 (2014).

[29] B. J. Barker, I. O. Antonov, M. C. Heaven, and K. A. Peterson,
Spectroscopic investigations of ThF and ThF*, J. Chem. Phys.
136, 104305 (2012).

[30] Y. Shagam, W. B. Cairncross, T. S. Roussy, Y. Zhou, K. B. Ng,
D. N. Gresh, T. Grogan, J. Ye, and E. A. Cornell, Continuous
temporal ion detection combined with time-gated imaging: nor-
malization over a large dynamic range, J. Mol. Spectrosc. 368,
111257 (2020).

[31] H. Loh, J. Wang, M. Grau, T. S. Yahn, R. W. Field, C. H.
Greene, and E. A. Cornell, Laser-induced fluorescence stud-
ies of HfF* produced by autoionization, J. Chem. Phys. 135,
154308 (2011).

[32] H. Loh, R. P. Stutz, T. S. Yahn, H. Looser, R. W. Field, and E. A.
Cornell, Rempi spectroscopy of HfF*, J. Mol. Spectrosc. 276,
49 (2012).

[33] K.-K. Ni, H. Loh, M. Grau, K. C. Cossel, J. Ye, and E. A.
Cornell, State-specific detection of trapped HfF™ by photodis-
sociation, J. Mol. Spectrosc. 300, 12 (2014).

[34] H. Loh, K. C. Cossel, M. Grau, K.-K. Ni, E. R. Meyer,
J. L. Bohn, J. Ye, and E. A. Cornell, Precision spectroscopy
of polarized molecules in an ion trap, Science 342, 1220
(2013).

[35] K. Raghavachari, G. W. Trucks, J. A. Pople, and
M. Head-Gordon, A fifth-order perturbation comparison
of electron correlation theories, Chem. Phys. Lett. 157, 479
(1989).

[36] A. N. Petrov, L. V. Skripnikov, and A. V. Titov, Zeeman inter-
action in the > A state of HfF* to search for the electron electric
dipole moment, Phys. Rev. A 96, 022508 (2017).

022823-7


https://doi.org/10.1088/0031-8949/1997/T70/005
https://doi.org/10.1103/PhysRevC.91.035502
https://doi.org/10.1103/PhysRevLett.120.013202
https://doi.org/10.1007/JHEP05(2019)059
https://doi.org/10.1088/0034-4885/59/12/001
https://doi.org/10.1038/nature06079
https://doi.org/10.1103/PhysRevLett.65.21
https://doi.org/10.1103/RevModPhys.63.313
https://doi.org/10.1142/S0217751X93000096
https://doi.org/10.1016/j.aop.2005.04.002
https://doi.org/10.1103/PhysRevLett.119.153001
https://doi.org/10.1038/s41586-018-0599-8
https://doi.org/10.1038/nature10104
https://doi.org/10.1103/PhysRevA.78.010502
https://doi.org/10.1088/1367-2630/17/4/043005
https://doi.org/10.1103/PhysRevA.91.042504
https://doi.org/10.1103/PhysRevA.76.030501
https://doi.org/10.1016/j.jms.2011.06.007
https://doi.org/10.1063/1.4843955
https://doi.org/10.1063/1.4904877
https://doi.org/10.1126/science.1248213
https://doi.org/10.1103/PhysRevLett.124.053201
https://doi.org/10.1016/j.jms.2015.11.001
https://doi.org/10.1016/j.jms.2019.02.006
https://doi.org/10.1021/jp507283n
https://doi.org/10.1063/1.3691301
https://doi.org/10.1016/j.jms.2020.111257
https://doi.org/10.1063/1.3652333
https://doi.org/10.1016/j.jms.2012.06.014
https://doi.org/10.1016/j.jms.2014.02.001
https://doi.org/10.1126/science.1243683
https://doi.org/10.1016/S0009-2614(89)87395-6
https://doi.org/10.1103/PhysRevA.96.022508

KIA BOON NG et al.

PHYSICAL REVIEW A 105, 022823 (2022)

[37] K. G. Dyall, Interfacing relativistic and nonrelativistic meth-
ods. I. Normalized elimination of the small component in
the modified Dirac equation, J. Chem. Phys. 106, 9618
(1997).

[38] W. Kutzelnigg and W. Liu, Quasirelativistic theory equiva-
lent to fully relativistic theory, J. Chem. Phys. 123, 241102
(2005).

[39] J. Liu and L. Cheng, An atomic mean-field spin-orbit approach
within exact two-component theory for a non-perturbative treat-
ment of spin-orbit coupling, J. Chem. Phys. 148, 144108
(2018).

[40] D. A. Matthews, L. Cheng, M. E. Harding, F. Lipparini, S.
Stopkowicz, T.-C. Jagau, P. G. Szalay, J. Gauss, and J. F.
Stanton, Coupled-cluster techniques for computational chem-
istry: The CFOUR program package, J. Chem. Phys. 152,
214108 (2020).

[41] J. F. Stanton, J. Gauss, L. Cheng, M. E. Harding, D. A.
Matthews, and P. G. Szalay, CFOUR, Coupled-cluster tech-
niques for computational chemistry, a quantum-chemical pro-
gram package, With contributions from A. A. Auer, A. Asthana,
R. J. Bartlett, U. Benedikt, C. Berger, D. E. Bernholdt, S.
Blaschke, Y. J. Bomble, S. Burger, O. Christiansen, D. Datta,
F. Engel, R. Faber, J. Greiner, M. Heckert, O. Heun, M.
Hilgenberg, C. Huber, T.-C. Jagau, D. Jonsson, J. Jusélius, T.

Kirsch, K. Klein, G. M. Kopper, W. J. Lauderdale, F. Lipparini,
J. Liu, T. Metzroth, L. A. Miick, D. P. O’Neill, T. Nottoli, D. R.
Price, E. Prochnow, C. Puzzarini, K. Ruud, F. Schiffmann, W.
Schwalbach, C. Simmons, S. Stopkowicz, A. Tajti, J. Vazquez,
F. Wang, J. D. Watts, and the integral packages MOLECULE
(J. Almlof and P. R. Taylor), PROPS (P. R. Taylor), ABACUS
(T. Helgaker, H. J. Aa. Jensen, P. Jgrgensen, and J. Olsen), and
ECP routines by A. V. Mitin and C. van Wiillen. For the current
version, see http://www.cfour.de.

[42] W. Kutzelnigg, Diamagnetism in relativistic theory, Phys. Rev.
A 67, 032109 (2003).

[43] B. O. Roos, R. Lindh, P-A. Malmqvist, V. Veryazov, and
P.-O. Widmark, New relativistic ANO basis sets for actinide
atoms, Chem. Phys. Lett. 409, 295 (2005).

[44] K. Faegri, Jr., Relativistic Gaussian basis sets for the elements
K-Uuo, Theor. Chem. Acc. 105, 252 (2001).

[45] R. Feng and K. A. Peterson, Correlation consistent basis sets
for actinides. II. The atoms Ac and Np-Lr, J. Chem. Phys. 147,
84108 (2017).

[46] A. N. Petrov, L. V. Skripnikov, A. V. Titov, N. R. Hutzler, P. W.
Hess, B. R. O’Leary, B. Spaun, D. DeMille, G. Gabrielse, and
J. M. Doyle, Zeeman interaction in ThO H 3A, for the elec-
tron electric-dipole-moment search, Phys. Rev. A 89, 062505
(2014).

022823-8


https://doi.org/10.1063/1.473860
https://doi.org/10.1063/1.2137315
https://doi.org/10.1063/1.5023750
https://doi.org/10.1063/5.0004837
http://www.cfour.de
https://doi.org/10.1103/PhysRevA.67.032109
https://doi.org/10.1016/j.cplett.2005.05.011
https://doi.org/10.1007/s002140000209
https://doi.org/10.1063/1.4994725
https://doi.org/10.1103/PhysRevA.89.062505

