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Subshell contributions to electron capture into the continuum in MeV/u collisions of
deuterons with multielectron targets
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The process of the capture of a target electron into the projectile continuum (ECC) is investigated both
experimentally and theoretically for collisions of 1.25–6.00 MeV deuterons with multielectron gas targets.
Double-differential cross sections (DDCS), d2σ/d� dE , of the ECC cusp-shaped electron peak involving He,
Ne, and Ar gas targets were measured at the emission angle of zero degrees with respect to the ion-beam
velocity. Corresponding DDCS calculations, obtained using continuum distorted-wave (CDW) and continuum
distorted-wave eikonal initial-state (CDW-EIS) theories, were critically compared to the measurements. The role
of each atomic subshell of the multielectron Ne and Ar targets is examined employing the CDW-EIS theory with
numerical target wave functions, which is found to best agree with the measurements.
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I. INTRODUCTION

Electron emission in the interactions of fast ions with mat-
ter is a topic of continuous research interest due to its inherent
application to research fields, such as astrophysical and labo-
ratory plasmas [1,2], controlled thermonuclear fusion [3], and
radiation damage of biological tissue [4], as well as due to
the interest in unveiling the intricate features of the atomic
structure and the underlying fundamental physical aspects.
Double-differential cross-section (DDCS) electron spectra
measurements have provided unique information triggering
the development of advanced collision theories to describe
the dynamics behind the ionization mechanisms at play, such
as soft collisions, binary encounter, electron capture to the
continuum, electron loss to the continuum, etc. [5]. In ad-
dition, high-resolution Auger electron spectra, superimposed
on the continuum electron spectrum, have provided additional
valuable state-selective information about processes such as
single electron capture, transfer excitation, and transfer ion-
ization, the detailed theoretical description of which still poses
challenges to theory [6].

Particular attention has been devoted to the electron
emission resulting from the capture of a target electron
to the low-lying continuum states of the projectile, known
as electron capture to the continuum (ECC), leading to
the production of an asymmetric cusp-shaped peak at elec-
tron velocities around the projectile velocity. The combined
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experimental and theoretical efforts, ever since the first unam-
biguous observation of the ECC cusp peak [7], attributed its
formation to two-center effects due to the long-range Coulom-
bic fields of both the projectile and the target [8]. In particular,
the target field significantly influences the dynamics of the
emitted electron even at large internuclear distances, as ev-
ident from the asymmetry in the low-energy wing of the
cusp peak [9,10], and thus the ECC cannot be viewed in a
simplified postcollision picture.

The theoretical description of the ECC process has been
detailed within the framework of the continuum distorted-
wave (CDW) and continuum distorted-wave eikonal initial-
state (CDW-EIS) perturbative theories. Even though these
theories were initially introduced to accelerate the conver-
gence of the Born series description, during the past decades
they have been used to investigate electronic collision pro-
cesses such as electron capture, excitation, and ionization of
atomic and molecular targets by swift bare projectiles with
much success [5,11–13]. In addition, they have also been
extended to describe electron emission in collisions involving
dressed projectiles [14]. Different versions of these theories
are obtained depending on the different approximations to the
initial bound and final continuum states of the target, as well
as on the action of the perturbative operator over the initial
or final channel distorted-wave function (see, for example,
Ref. [15]).

ECC requires a large momentum transfer to the target atom
and inherently is sensitive to the shape and width of the target
Compton profile. Therefore, a thorough description of the
ECC process necessitates a detailed description of the target
bound and continuum electronic wave functions involved in
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the scattering process. Bare projectiles are ideal for ECC
studies, as opposed to dressed projectiles for which ECC
coexists with the process of electron loss to the continuum
(ELC) [16,17], where projectile electrons are ionized and then
captured to its continuum, resulting in a cusp-shaped peak
as well. The role of the different target electron subshells in
the ECC process can in principle be exposed in comparative
collisions of bare ions with light targets (H2, He) and heavier
multielectron targets (Ne, Ar, etc.). Such studies have been
reported in the literature for the production of the binary-
encounter electron peak (BEe) [18–20].

Even though many experimental studies of electron emis-
sion include the ECC cusp peak [21–23], only a few study
collisions of bare projectiles with heavy atomic targets [24].
Moreover, most studies were carried out for collision energies
between 50 and 500 keV/u [25–31]. Biswas et al. performed
a systematic study at 6 MeV/u collision energy using car-
bon bare ions in collisions with He and Ne targets, in an
effort to compare distorted-wave (DW) theories [32] to the
measurements. However, there were no measurements at zero
degrees emission that expose the features of the ECC process.
Considering that Coulomb ionization in the MeV collision en-
ergy range is the dominant process, ECC studies between bare
ions and multielectron targets in energetic collisions provide
stringent tests of the theories, exposing the dynamics of the
active electron, as well as the role of the passive electrons that
remain in the ionized atomic target.

Investigations of the ECC process were extended to also
include neutral projectiles, antiprotons, and relativistic heavy
projectiles, while imaging techniques were also implemented.
Neutral He projectiles have been included in experiments
studying target ionization, surprisingly showing the forma-
tion of a cusp-shaped peak due to the ECC process [33].
Antiproton impacts were considered in classical trajectory
Monte Carlo calculations predicting a dip or anticusp forma-
tion at electron velocities close to the projectile velocity [10].
The ECC process had also been investigated experimentally
with respect to the impact parameter using the technique of
COLTRIMS [34]. Recently, ECC studies have been extended to
collisions involving heavy-ion projectiles, such as uranium,
and velocities in the near-relativistic regime [35]. It was
shown that, for these collision conditions, the cusp peak is
dominated by the process of radiative electron capture to the
continuum (RECC) [36,37].

In this work, we present a systematic experimental and
theoretical study of the ECC process in energetic MeV/u
collisions of deuterons with He, Ne, and Ar atomic targets, in
an effort to highlight the dynamic role of the atomic subshells
in the ECC process. Measurements of electron DDCS at zero
degrees are accompanied with theoretical results from vari-
ous distorted-wave (DW) theories. Particularly, in this work
we performed calculations using the post version of CDW
(CDW-post), the hybrid-post version of CDW (CDW-post-
hybrid), the prior version of CDW-EIS (CDW-EIS-prior),
and a version of CDW-EIS where the initial bound and final
continuum wave functions of the target are obtained nu-
merically by a Hartree-Fock method (CDW-EIS-numerical).
The theoretical calculations are critically compared to the
measurements, indicating an overall better agreement for the
CDW-EIS-numerical. The contribution of the atomic sub-

shells to the ECC cusp peak for the Ne and Ar targets is also
presented and their role in the dynamics of the ECC process is
discussed.

II. EXPERIMENT

Cusp electron peaks were measured using the APAPES in-
stallation (Atomic Physics with Accelerators: Projectile Elec-
tron Spectroscopy) [38] operating at the NCSR “Demokritos”
5.5 MV Tandem Accelerator Laboratory [39]. The experimen-
tal setup has been described in detail elsewhere [40,41] and
only a short description will be given here. The electron spec-
trograph consists of an electrostatic single stage hemispherical
detector analyzer (HDA) equipped with a four-element injec-
tion lens and a two-dimensional position sensitive detector
(2D PSD), consisting of a typical chevron type 40 mm di-
ameter multichannel plates (MCP) detector and a resistive
anode encoder (RAE). The projectile passes through the dou-
bly differentially pumped gas cell, where it interacts with the
gas target, and upon exiting the cell continues through the
spectrograph to be collected in a Faraday cup for normaliza-
tion purposes. The geometry of the spectrograph enables the
detection of electrons emitted within a polar angle θmax = 0.4◦
with respect to the projectile velocity. The electrons, after
being focused by the spectrograph entry lens, are energetically
analyzed by the HDA and imaged onto the 2D PSD within
a narrow strip along the dispersion axis [42]. The setup is
magnetically shielded from Earth’s magnetic field, as well
as other spurious magnetic fields, by using double μ-metal
shielding.

The measured electron DDCS is determined according to
the following formula [38]:

DDCS j ≡ d2σ j

d� dEj
= Ne

j

NI Leff n ���Ej T η
, (1)

where Ne
j is the number of electrons detected in channel j (out

of 256 channels used on the PSD), Leff the effective length
of the target gas cell, NI the number of ions collected in the
Faraday cup, n the target gas density, �� the solid angle
determined by the entry aperture of the lens and the distance of
the center of the target gas cell from it, �Ej the energy step per
channel in the spectrum, and T the analyzer transmission de-
termined by three electroformed meshes of 90% transmission
each. The overall efficiency, η, was determined from measure-
ments of the BEe peak for the 1.50 MeV d + He collision
system. The resulting BEe electron yield, as determined from
Eq. (1) except for the overall efficiency η, was normalized to
the corresponding theoretical BEe DDCS calculated within
a DW theory, as commonly done in zero-degree projectile
spectroscopy [38]. For this purpose, the calculations of the
CDW-EIS-numerical theory were preferred, as it better fit to
the BEe peak, resulting in an overall detection efficiency of
η = (50 ± 5)%. The measured electron DDCS spectra cov-
ering the area between the low-energy wing of the cusp peak
and the high-energy wing of the BEe peak are shown in Fig. 1,
along with the corresponding DDCS calculations from the
four DW theories examined in this work. It should be noted
that the electron energy where the maximum of the cusp
peak occurs coincides with the reduced projectile energy tp
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FIG. 1. DDCS electron spectra measured at zero degrees with
respect to the projectile velocity for collisions of 1.50 MeV deuterons
with He gas targets. Symbols: experimental data. Lines: DW theo-
ries’ calculations (see text). The spectral locations of the cusp and
BEe peaks are depicted.

determined as [38]

tp = m

Mp
Ep = 548.58

Ep(MeV)

Mp(amu)
(eV), (2)

where Ep and Mp are the kinetic energy and mass of the
projectile, respectively, while m is the electron mass.

The APAPES setup has been primarily developed for
zero-degree Auger projectile electron spectroscopy (ZAPS)
studies [41] since zero-degree observation offers the best
Auger projectile electron energy resolution. The use of 2D
PSD and preretardation entry lens within the overall spec-
trograph allows for performing high-resolution and high
efficiency measurements. Here, we extended the use of the
spectrograph to perform low-resolution measurements of cusp
electrons. It should be noted that a typical ZAPS spectrum
can be recorded simultaneously in one energy window cov-
ering an energy range of about 20% of the tuning electron
energy. However, this energy range is not wide enough to
cover the spectral area of the entire cusp peak. Thus several
overlapped energy windows, obtained at the appropriate tun-
ing energies, were pieced together as necessary. An example
of such piecing together of four overlapping energy windows,
corresponding to the tuning energies of W = 585, 685, 800,
and 940 eV, is shown in Fig. 2 (multicolored opened circles)
for the collision system 1.50 MeV p + He.

For each spectrum a subtraction of the background sig-
nal, corresponding to a measurement without target gas, was
performed. The resulting spectrum was energy calibrated ac-
cording to known energy vs channel calibration formulas, and
the DDCS were then obtained according to Eq. (1). Single
collision conditions were ensured by properly adjusting the
target gas pressure. Due to the large number of detection
channels in each energy window we performed a weighted
averaging of the data to improve the visibility of the cusp
peak. In Fig. 2, the statistical uncertainty of the averaged
data is within the size of the symbol, while no statistical
error bars are shown in the four overlapping energy windows

FIG. 2. DDCS electron spectra measured at zero degrees with
respect to the projectile velocity for collisions of 1.50 MeV pro-
tons with He gas targets. Triangles: experimental data obtained in
this work. Diamonds: experimental data retrieved from [23]. Multi-
colored circles: the four overlapping energy windows covering the
ECC cusp peak, the weighted average of which corresponds to the
triangles.

for presentation purposes. An overall absolute uncertainty of
about 15% is inherent in all our measurements. The thus
obtained DDCS spectra are then compared to older measure-
ments reported in [23], showing an excellent agreement. Note
that the data in [23] were taken with a tandem parallel-plate
spectrometer having a smaller solid angle as compared to our
spectrograph, which justifies larger DDCS values at the cusp
peak maximum. Accordingly, in Fig. 1 the measured spectrum
is obtained after piecing together 13 overlapping energy win-
dows. Deuterons were preferred over protons for most cases
in this work in order to maintain the electron energies below
the value of 3 keV, close to the upper limit currently allowed
by our spectrograph.

III. THEORY

A. CDW theory

The CDW distorted-wave theory was initially developed
to study single electron capture, and later single electron
ionization, from monoelectronic targets by bare projectile im-
pact [43–45]. The extension to multielectronic targets can be
made following the work by Fainstein et al. [46] (see also [5,8]
and references therein) where it is shown that, for single ion-
ization from bare-ion impact, within the independent electron
model, a multielectronic system can be reduced to a mono-
electronic one. Within the independent electron model, and
considering one active electron (the one to be ionized), the
target potential VT can be written as

VT (x) = −ZT

x
+ Vap(x), (3)

where x is the active electron coordinate in the target refer-
ence frame. The first term describes the Coulomb interaction
between the active-electron and the target nuclear charge ZT ,
whereas the second one involves the electrostatic interaction
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between the active electron and the passive ones, which are
assumed to remain frozen in their initial subshells throughout
the collision process [47].

The CDW approximation is the first order of a distorted-
wave series in which the initial and final distorted waves are
proposed as

χ+
i (x, t ) = �i(x, t )L+

i (s) (4)

= φi(x) exp (−i εit )L+
i (s) (5)

and

χ−
f (x, t ) = � f (x, t )L−

f (s) (6)

= φ f (x) exp (−i ε f t )L−
f (s), (7)

respectively, with s being the active electron coordinate in
projectile reference frame. In Eq. (4) and in Eq. (6), �i(x, t )
and � f (x, t ) are the initial bound and final continuum state
solutions of the time-dependent target Schrödinger equation.
In Eq. (5), εi is the electron energy in the initial bound state,
whereas, in Eq. (7), ε f = 1

2 k2 is the electron energy in the final
state, k being the linear momentum of the ejected electron in
the target reference frame.

The initial distortion is proposed as

L+
i (s) = N (ν) 1F1[i ν; 1; i (vs + v · s)], (8)

whereas the final distortion is chosen as

L−
f (s) = N∗(ζ ) 1F1[−i ζ ; 1; −i (ps + p · s)], (9)

where v is the projectile velocity, ν = ZP/v, ζ = ZP/p, p =
k − v is the ejected electron momentum in the projectile ref-
erence frame, and N (a) = exp(πa/2)�(1 + ia) (with � being
the Euler Gamma function) is the normalization factor of the
1F1 hypergeometric function.

The initial bound state of the target φi and its binding
energy εi in Eq. (5) is calculated by means of RHF wave
functions (see [48] and the Appendix from [49]). On the
other hand, the target final continuum state φ f is chosen as
an analytical hydrogenlike continuum function:

φ f (x) = 1

(2π )3/2
exp (i k · x)

×N∗(λ) 1F1[−i λ, 1,−i (kx + k · x)], (10)

with λ = Z̃T /k, where Z̃T is an effective or net target charge to
be chosen. This approximation has been previously used with
success for electron capture [45]. It implies the replacement
of the target potential by effective Coulombic ones for each
target orbital in the final channel. However, this implies the
loss of orthogonalization between initial and final states.

Finally, the double-differential cross section in electron
emission energy (Ek) and solid ejection angles is obtained
as [47]

d2σ±

dEkd�k
= k

∫
dη |R±

i f (η)|2, (11)

with R±
i f (η) being the scattering matrix element as a function

of the transverse momentum transfer η, with the − (+) sign
denoting its prior (post) form. The transition amplitude ob-
tained with the prior version of the CDW theory is known to
have intrinsic divergences that forbid its correct integration to

TABLE I. Parameters d (a.u.) and K (a.u.) of the GSZ potential
for the different targets considered, extracted from [50].

Target d K

He 0.381 1.77
Ne 0.558 2.71
Ar 1.045 3.50

obtain the differential cross sections [15]. Therefore, we shall
work with the post CDW one.

The post CDW operator W CDW− is given by

W CDW−
f χ−

f = � f (x, t )[∇x ln φ f (x) · ∇sL−
f (s)] + ṼT (x)χ−

f ,

(12)

where the first term is the well known post CDW perturbative
operator and the second one is related to an additional poten-
tial left unsolved by the choice of φ f ,

ṼT (x) = −(ZT − Z̃T )/x + Vap(x), (13)

with Vap(x) being the interaction between the active electron
and the passive ones [47]. This ṼT potential is excluded in
the usual post version of the CDW theory. We choose Z̃T =
ni

√−2εi (see [45]), with ni the principal quantum number of
the initial bound subshell, as the effective charge describing
the hydrogenlike continuum for the residual target contin-
uum final state. However, in order to take into account the
non-Coulombic part of the interaction between the active and
passive electrons the ṼT potential is included in a more com-
plete CDW approximation.

Following the work of [49] we consider ṼT in terms of a
GSZ analytical parametric potential [50], and rewrite Eq. (13),
giving

ṼT (x) = − (q − Z̃T )

x
− (ZT − q)

x
�(x), (14)

with

�(x) = [H (ex/d − 1) + 1]−1, (15)

q = ZT − N being the net charge of the target, with N the
number of passive electrons, and d and H (= d × K ) parame-
ters dependent on ZT and N (see [50], and references therein).
The parameters used for each target are shown in Table I.

The transition amplitude for the post version of CDW is

R+
i f (η) = −i

4π2

v
Fa+(K ) · Ga+(K ), (16)

where K is the momentum transfer in the center of mass of
the system. Explicit expressions of Fa+ and Ga+ can be found
in [15].

In order to include the dynamic screening in the post ver-
sion of CDW and to avoid the intrinsic divergences found in
it, a complete hybrid version is proposed (see [15]):

R+
i f (η) = −i

4π2

v
[Fa+(K ) · Ga+(K ) + F b+(K )Gb+(K )].

(17)

Explicit expressions of Fa+, F b+, Ga+, and Gb+ can be found
in [15]. In Gb+ of Eq. (17), L+

i is considered as an eikonal
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phase given by

lim
vs→∞L+

i (s) ≡ LEIS+
i (s) = exp [−i ν ln (vs + v · s)]. (18)

B. CDW-EIS theory

The CDW-EIS theory was first introduced by Crothers and
McCaan [51] to solve the lack of normalization of the initial
channel projectile distortion when studying electron ioniza-
tion by bare ions. In this theory the initial channel projectile
distortion is proposed as

LEIS+
i (s) = exp [−i ν ln(v s + v · s)]. (19)

The final channel projectile distortion is considered as in
Eq. (9).

The prior version of the CDW-EIS approximation is free of
any divergences and the perturbative operator W EIS+ results as

W EIS+
i χ+

i = �i(x, t )
[

1
2∇2

s L+
i (s) + ∇x ln φi(x) · ∇sL+

i (s)
]
.

(20)

The initial bound and final continuum target wave functions
are considered as in the above-mentioned CDW theory. Ex-
plicit expression for the prior CDW-EIS transition amplitude
can be found elsewhere [47].

Instead of approximating the final target continuum by an
effective Coulomb one, the initial bound and final continuum
target wave functions can be obtained by numerically solving
the target Schrödinger equation. The procedure to obtain the
transition amplitude within this theory was shown by Gulyás
et al. [52], thus resulting in the numerical version of the
CDW-EIS theory. By doing so, the orthogonality between the
initial bound and final continuum target wave functions is
maintained. It is worth mentioning that, when calculating the
initial bound states in this numerical version of CDW-EIS, the
binding energies, εi, considered for each subshell were those
provided by Clementi and Roetti [48].

IV. RESULTS AND DISCUSSION

In this section, we present a comparative study between the
calculations of the DW theories for the ECC cusp peak and
the corresponding electron DDCS measured at zero degrees
emission angle with respect to the projectile velocity, for
energetic collisions of deuterons with multielectron Ne and
Ar gas targets. Ion-atom collision processes are inherently of
a many-body nature that usually necessitates the modeling
of the passive target and projectile electrons. In this context,
He atoms can be considered as a benchmark target for the
collision models since their two electrons in the ground state
are easier to describe as compared to higher atomic number
multielectron targets. In order to benefit our comparative study
from such benchmark calculations, we have also measured
the electron DDCS for the collision system of 1.50 MeV
deuterons with He gas targets, covering the energy range from
the cusp peak up to the BEe peak, as mentioned earlier. In
Fig. 1 we present the experimental DDCS electron spectra
along with the results from the DW theories examined in this
work.

An overall similar behavior with small, but substantial dif-
ferences for all the DW theories is evident from Fig. 1, with all

theories converging at the high-energy wing of the BEe peak.
Small variations start to arise at the maximum of the BEe
peak. Based on the absolute normalization of our measured
electron yield to the BEe peak obtained from DW calculations,
as mentioned earlier, it is seen that CDW-EIS-numerical cal-
culations better fit to the measurements. Similarly, although
all the calculations of the DW theories are seen to be in close
agreement at the high-energy wing of the ECC cusp peak, they
show substantial differences at the low-energy ECC cusp peak
wing. It should be mentioned here that a recently developed
four-body CDW-EIS theory seems to be in better agreement
with similar DDCS measurements involving collisions of pro-
tons with He targets [53], but it is not included here as it is
valid for two-electron targets only. Moreover, our theoretical
zero-degree DDCS calculations were not averaged over the
experimental polar angle θ , as this would have mostly affected
the DDCS height of the cusp peak at the pole area, leaving the
cusp wings essentially unaffected. For the same reason we did
not convolute the DDCS calculations with the experimental
resolution (�E/E 	 1%), since the latter is of the order of
the energy step of the calculations. For the electrons in the
valley between the cusp and BEe peaks, all DW theories seem
to underestimate the experimental DDCS.

In Fig. 3, we present our experimental DDCS, along with
the corresponding DDCS from the DW theories, obtained in
collisions of deuterons with Ne and Ar targets at the collision
energies of 1.50, 3.00, and 6.00 MeV. The experiments were
performed under the same conditions for each target, except
for the value of the gas pressure that was determined accord-
ing to the single collision conditions (typically 5 to 20 mTorr).
Four overlapping energy windows were pieced together to
adequately cover the cusp peak at the 1.50 and 3.00 MeV
collision energies, while three energy windows were used for
the corresponding 6.00 MeV collision energy.

For the case of the Ne target at 1.50 MeV collision energy,
CDW-post results are seen to differ the most from the results
of the other theories, showing the lowest DDCS value in
lesser agreement with the data. The results from the other
DW theories are seen to slightly overestimate the high-energy
wing of the ECC cusp peak in very close agreement with
each other. However, at the low-energy wing of the ECC
peak, CDW-EIS-numerical is seen to be in better agreement
with the measurements, while the CDW-EIS-prior and CDW-
post-hybrid are close to each other, but showing lower DDCS
values. This behavior of the four considered theories is quali-
tatively maintained as the collision energy increases.

For the case of the Ar target, the behavior is different to a
certain extent compared to Ne target. At 1.50 MeV collision
energy, all the theories considered are seen to produce very
similar results, all in good agreement with the low-energy
wing of the ECC cusp peak, but with an overestimation of
the DDCS in the high-energy wing. However, for the higher
collision energies, at 3.00 MeV and more pronounced at
6.00 MeV, the present theoretical results follow the qualita-
tive behavior described for the Ne target. These effects are
attributed to the contributions of the different atomic subshells
to the ECC process depending on the collision energy and will
be detailed below.

We should note that in a previous paper the influence of the
representation of the initial bound state was shown to play an
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FIG. 3. Electron DDCS measured at zero degrees with respect
to the projectile velocity for collisions of [top] 1.50 MeV, [middle]
3.00 MeV, and [bottom] 6.00 MeV deuterons with [right] Ne and
[left] Ar gas targets. The symbols correspond to the experimental
data and the lines to the calculations of (blue dash-dot-dotted line)
CDW-post, (green dash-dotted line) CDW-EIS-prior, (black dashed
line) CDW-post-hybrid, and (red line) CDW-EIS-numerical.

important role in the description of electron emission spectra.
In [54] an optimized potential model was employed instead
of a Hartree-Fock-Slater one, to calculate the initial state. It
could be interesting to investigate how this initial bound-state
representation affects the asymmetry and height of the ECC
cusp.

In an effort to go deeper into these effects and their
causes, we examined in more detail the collision energies in

the range of 1.25 to 2.00 MeV. Earlier studies using proton
beams have reported single differential cross-section ECC
measurements (SDCS, dσ/d�) showing a crossing of the
Ne and Ar SDCS as a function of the collision energy in
the area between 0.625 and 1.00 MeV [24] that corresponds
to the range of collision energies of 1.25 to 2.00 MeV for
deuterons. Thus we focused our study in this collision energy
region, providing a stringent test for the DW theories under
examination.

In Fig. 4 (top), we present our experimental DDCS for
the collision system of deuterons with Ne and Ar targets for
the collision energies of 1.25, 1.50, 1.75, and 2.00 MeV. It is
clearly seen that, while the DDCS for Ne are larger than for
Ar at the collision energy of 1.25 MeV, they become smaller
at the collision energy of 2.00 MeV. A subtle change in the
magnitude of the DDCS for Ne and Ar is evident between
the collision energies of 1.50 and 1.75 MeV, in agreement
with the corresponding SDCS results reported in [24]. This
feature, exposed here in the DDCS level of detail, is unam-
biguously attributed to the contribution of the atomic subshells
of the targets to the ionization process. Our theoretical results
show that only the CDW-EIS-numerical theory can reliably
reproduce this experimental result, whilst the other three con-
sidered CDW theories qualitatively reproduce the effect to
some degree, but only at lower collision energies. In Fig. 4
(bottom), we present our DDCS calculations for the CDW-
EIS-numerical theory in comparison to the corresponding
measurements.

The success of the CDW-EIS-numerical theory in repro-
ducing the change in the magnitude of the DDCS for Ne
and Ar calls for a deeper investigation of the contribution
of the different atomic subshells to the ionization process.
In Fig. 5, we present CDW-EIS-numerical calculations about
the contributions of the Ne and Ar atomic subshells to the
formation of the ECC cusp peak in collisions with 1.25, 1.50,
1.75, 2.00, 3.00, and 6.00 MeV deuterons. The contribution
of different magnetic quantum numbers of nl subshells are
considered in the theoretical calculations by averaging over
them. In general, one may argue that the relative contribution
of each subshell to the ECC peak is largely governed by
the relation between the electron linear velocity in that given
initial subshell and the projectile velocity, the subshell bind-
ing energy, and the number of electrons in a given subshell.
Details on subshell binding energies and velocities, as well
as the projectile energies and velocities, are given in Table II.
However, such relations may serve only as a rough guide and
cannot be used for finer predictions. From Fig. 5 (top),
it is seen that, for the Ne case, the 2p and 2s subshells’
contributions decrease with increasing the collision energy,
with a faster decrease for the 2p subshell. The one order of
magnitude difference at the collision energy of 1.25 MeV has
essentially vanished at the collision energy of 6.00 MeV. On
the other hand, the contribution of the 1s subshell increases
with increasing collision energy resulting in a larger contri-
bution than the 2s and 2p subshells at the collision energy of
6.00 MeV. In the latter case, the velocity of the ion beam is
much closer to the linear velocity of the 1s subshell than the
2s and 2p subshells (see Table II), partially justifying such a
behavior. However, the most important observation for the Ne
case is that, in the collision energy range of 1.25 to 2.00 MeV,
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FIG. 4. Electron DDCS measured at zero degrees with respect to the projectile velocity for collisions of 1.25–2.00 MeV deuterons with
Ar (red) and Ne (blue) gas targets. The symbols correspond to the measurements and the lines to the calculations of the CDW-EIS-numerical
theory. The small peak around 800 eV in the Ne spectrum of 2.00 MeV collision energy corresponds to the Ne-KLL Auger lines.

the largest contribution to the EEC cusp peak comes from the
2p subshell.

From Fig. 5 (bottom), it is seen that, for the Ar case, the
3p and 3s subshells’ contribution decreases with increasing
collision energy, with a faster decrease for the 3s subshell.

This could be due to the higher binding energy of the 3s
subshell compared to the 3p subshell (see Table II), as both
subshells have quite similar linear velocities. Interestingly, the
2p and 2s contributions seem to be quite insensitive to the
dependence of the collision energy for the energy range of

FIG. 5. Contributions of the Ne [top] and Ar [bottom] atomic subshells to the formation of the ECC cusp peak in collisions with (from
left to right) 1.25, 1.50, 1.75, 2.00, 3.00, and 6.00 MeV deuterons, corresponding to the CDW-EIS-numerical calculations. The break in the
electron energy axes around the region of the pole of the cusp peak is to facilitate visibility. Note that the 1s contribution for Ar is multiplied
by the factor of 100 for the collision energies of 1.25 and 1.50 MeV and by the factor of 10 for the collision energies of of 1.75, 2.00, and 3.00
MeV, respectively.
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TABLE II. Subshell linear velocities, vi (a.u.) [55], and binding
energies, εi (a.u.) [48], for the Ne and Ar atoms, and deuteron
projectile velocities, v (a.u.), for the different collision energies Ep

(MeV) considered in Fig. 5.

Ne 1s 2s 2p

|εi| 32.772 1.930 0.850
vi 8.113 1.299 2.500

Ar 1s 2s 2p 3s 3p
|εi| 118.610 12.322 9.572 1.277 0.591
vi 14.832 4.574 6.138 1.535 1.663

Ep 1.25 1.50 1.75 2.00 3.00 6.00
v 7.074 7.749 8.370 8.948 10.959 15.498

1.25 to 2.00 MeV, showing only a very small decrease. The
contribution reduction becomes visible at the 3.00 MeV and
much more visible at the 6.00 MeV collision energies. The
contribution of the 1s subshell is negligible and only at the
highest collision energy of 6.00 MeV becomes noticeable.
As in the case of Ne, the contribution of the 1s subshell
is increasing with increasing collision energy, as would be
expected from velocity matching arguments. In the case of Ar,
the most important observation is that, in the collision energy
range of 1.25 to 2.00 MeV, the largest contribution to the ECC
cusp peak comes from the 2p subshell for which an almost
constant cross section is predicted by the CDW-EIS-numerical
theory. This delicate difference between the 2p contributions
for the Ne and Ar cases seems to account for their DDCS
crossing presented in Fig. 4.

An analysis similar to the one presented in Fig. 5 was
performed for the other DW theories considered here as well.
A similar behavior for the general trends of the subshell
contributions was observed, but with essential differences in
their detailed behavior resulting in less accurate predictions
as compared to the CDW-EIS-numerical calculations, for the
range of collision energies considered in this work. To further
investigate the source of the DDCS differences between the
DW theories we compared the initial radial wave functions
between the Clementi-Roetti wave function used in CDW-
EIS-prior and the HF-numerical used in CDW-EIS-numerical.
Their comparison showed minor differences, not likely to
account for the difference in DDCS. This is a strong indication
that the differences between CDW-EIS-prior and CDW-EIS-
numerical can be attributed to the final continuum function.

V. CONCLUSIONS

We have presented experimental and theoretical DDCS for
the ECC cusp-shaped electron peak formed in collisions of

1.25–6.00 MeV deuterons with He, Ne, and Ar targets. The
cusp electrons were measured at zero degrees with respect to
the ion-beam velocity, while the corresponding calculations
were performed within four DW theories, namely the post and
hybrid-post versions of CDW, the prior version of CDW-EIS,
and the CDW-EIS-numerical, a version of CDW-EIS where
the initial bound and final continuum wave functions of the
target are obtained numerically by a Hartree-Fock method.
The cusp DDCS calculations of the DW theories are critically
compared to the measurements, indicating an overall better
agreement for the CDW-EIS-numerical. The differences in
the results of the DW theories are attributed primarily to the
contributions of the different atomic subshells to the ECC
process. The role of each atomic subshell of the multielectron
Ne and Ar targets, regarding its contribution to the ECC cusp
peak, has been calculated for all the experimental collision
energies using the CDW-EIS-numerical theory. The calcula-
tions showed that for both atomic targets the main contribution
to the ECC cusp peak comes from the 2p subshell for the
collision energy region of 1.25 to 3.00 MeV. Interestingly,
for the collision energy region of 1.25 to 2.00 MeV, the 2p
subshell contribution seems to remain almost constant for
Ar, while for Ne it substantially decreases with increasing
collision energy. This behavior seems to account for the sub-
tle change in the magnitude of the DDCS for Ne and Ar
observed experimentally in the above region of collision en-
ergies, that only the CDW-EIS-numerical theory reproduced
reliably.

The critical comparison of the DW theories to the ECC
cusp DDCS measurements and the success of the CDW-EIS-
numerical theory should be regarded as a first step towards
future studies that will include different conditions (e.g.,
dressed projectiles) and wider electron energy regions (e.g.,
soft electrons) in order to safer assess the validity and appli-
cability of the various approximations.
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Vol. 2, edited by D. Belkić, I. Bray, and A. Kadyrov (World
Scientific, Singapore, 2019), Chap. 1, pp. 1–31.

[42] T. J. M. Zouros and E. P. Benis, The hemispherical deflec-
tor analyser revisited. I. Motion in the ideal 1/r potential,

generalized entry conditions, Kepler orbits and spectrometer
basic equation, J. Electron Spectrosc. Relat. Phenom. 125, 221
(2002).
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