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We formulate a parity-mixed coupled-cluster (PM-CC) approach for high-precision calculations of parity-
nonconserving amplitudes in monovalent atoms. Compared to the conventional formalism which uses
parity-proper (PP) one-electron orbitals, the PM-CC method is built using parity-mixed (PM) orbitals. The
PM orbitals are obtained by solving the Dirac-Hartree-Fock equation with the electron-nucleus electroweak
interaction included (PM-DHF). There are several advantages to such a PM-CC formulation: (i) reduced role of
correlations, as for the most experimentally accurate to date '3Cs 68| /2151 ,> transition, the PM-DHF result
is only 3% away from the accurate many-body value, while the conventional DHF result is off by 18%;
(i) avoidance of directly summing over intermediate states in expressions for parity-nonconserving amplitudes
which reduces theoretical uncertainties associated with highly excited and core-excited intermediate states, and
(iii) relatively straightforward upgrade of existing and well-tested large-scale PP-CC codes. We reformulate the
CC method in terms of the PM-DHF basis and demonstrate that the cluster amplitudes are complex numbers
with opposite-parity real and imaginary parts. We then use this fact to map out a strategy through which the new

PM-CC scheme may be implemented.

DOI: 10.1103/PhysRevA.105.022803

I. INTRODUCTION

The field of parity violation started with the seminal paper
by Lee and Yang [1] and the discovery of parity noncon-
servation (PNC) in nuclear 8 decay [2]. Shortly after, the
possibility of measuring atomic parity violation (APV) as a
low-energy test for the standard model (SM) was investigated
by Zel’dovich [3], whose consideration for hydrogen sug-
gested that the effects were too small to be observable. The
situation changed when the Bouchiats [4-6] demonstrated
that APV effects scale as Z3, where Z is the nuclear charge,
thus reopening the case for observing them in heavy neu-
tral atoms. Following a proposal by Khriplovich [7], APV
effects were first observed in bismuth by Barkov and Zolo-
torev [8]. Following this discovery, several APV experiments
were performed for cesium [9-13], bismuth [14], lead [15,16],
thallium [17,18], and ytterbium [19]. New APV experiments
are underway or in the planning stage [20-27] (see also the
review [28] and references therein), with the aim of attaining
a ~0.1% accuracy in **Cs.

The APV measurements are usually interpreted in terms
of the nuclear weak charge Qy , which is related to the mea-
sured PNC amplitude Epy via Epy = kpyQw, Where kpy is an
atomic-structure factor. One wishes to compare the experi-
mentally obtained value of Qy with the value predicted by
the SM. For this purpose, the quantity kpy should be known
with a better accuracy than that of the amplitude Epy, thus
yielding an accurate estimate of Q. This approach has been
so far most successful in '*3Cs, due to its large nuclear charge
Z =55 and its relatively simple atomic structure with one
valence electron above a closed Xe-like core [29]. Part of
the success was also due to the fact that '*3Cs is used in the
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primary frequency standard, providing a wealth of informa-
tion on its basic atomic properties.

In '33Cs, the experimental uncertainty for the 6S;/,-7S1 /2
PNC amplitude eventually reached 0.35% [10]. The most ac-
curate theoretical computations for the atomic-structure factor
kpy were built upon the relativistic many-body perturbation
theory (MBPT), a systematic order-by-order approach which
includes electron correlations. Certain classes of MBPT dia-
grams can be summed to all orders, taking advantage of the
underlying topology of the diagrams. In the late 1980s and
early 1990s, the accuracy of MBPT calculations for kpy was
estimated to be at the level of 1% [30-33].

A later reanalysis [34], based on an improved theory-
experiment agreement with the new measurements of
atomic properties, reduced the theoretical uncertainty of
Refs. [30-33] to the level of 0.4%. The deduced value for
the '3Cs weak charge differed by 2.50 from the SM pre-
diction, thus suggesting new physics beyond the SM [35-38].
However, the inclusion of Breit [39-41] and QED radiative
corrections [42—45] brought the 133Cg result back into the
essential 1o agreement with the SM. Clearly, the answer to
whether the '*3Cs PNC result confirms the SM or hints at
new physics very much depends on the quality of theoretical
atomic calculation for the atomic-structure factor kpy. In the
works [39-43,45], the theoretical uncertainty stood at 0.5%,
still larger than the 0.35% experimental error bar.

Since the early 2000s, the theoretical error bar has
been (and still is) dominated by the uncertainty of solving
the basic many-body problem of atomic structure. Further
progress in improving the theoretical accuracy was reported
in the late 2000s [46,47]. These calculations built upon the
ab initio relativistic coupled-cluster (CC) scheme [32]. While
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the calculations of Refs. [31-33] were complete through the
third order of MBPT for matrix elements, the scheme in
Refs. [46,47] was complete through the fourth order of MBPT.
References [46,47] have reduced the theoretical uncertainty
in the '33Cs atomic-structure factor kpy to 0.27%. The final
value of the '33Cs weak charge extracted from this calculation
was in an agreement with the SM prediction, placing strong
constraints on a variety of new physics scenarios.

The works [32,33,46,47] used a sum-over-states approach
to calculate the PNC 65/ »-75] ; transition amplitude in 133Cg:

Epy = Z |:<6S1/2| Hy [nPij2) (nPiy2| D [751/2)

E65|/2 - EnP]/z

n

6S1,2| D, |nP; nPy | Hy |78
+( 12| D, [nPy2) (nPy 2| Hy | 1/2>i|. 0
E7s,)

- EV!P]/Q

In this second-order expression, |nL,) stands for various states
of the 133Cs atom, with n being the principal quantum number,
L the orbital angular momentum, and J the total angular
momentum. These are the true many-body eigenstates of the
parity-proper (PP) atomic Hamiltonian. Further, D, is the
z component of the electric dipole operator D=3 ".d; =
— > ;er; and Hy =) ; hw (i) is the P-odd electron-nucleus
weak interaction with the single-electron operator Ay having
the form

h (l')z—iQ (ri) 2)
w = Zﬁ wVspP\ri).

Here, G = 2.2225 x 10~'* a.u. is the Fermi constant of the
weak interaction, Qw is the weak nuclear charge, p(r) is the
nuclear neutron density (see Ref. [40] for a discussion of
neutron skin effects), and ys is the conventional Dirac matrix.

The largest contributions to Epy in the sum-over-states ex-
pression (1) come from terms with n = 6, 7, 8, 9 (the “main”
contribution). In Refs. [46,47], the required many-body states
were computed using the CC approximation including sin-
gles, doubles, and valence triples (CCSDvT). The computed
CCSDvT wave functions were subsequently used to compute
the dipole and weak interaction matrix elements entering
Eq. (1). Residual contributions to Eq. (1) come from in-
termediate states with n > 10 (the “tail” contribution) and
core-excited states. These residual contributions are subdom-
inant and were evaluated using less accurate methods, having
an estimated uncertainty of 10%.

In a later work [48], the value of the residual contribu-
tions was reevaluated and Ref. [48] claimed a contribution of
core-excited states to Epy having an opposite sign as com-
pared to the analyses of both Refs. [32,33] and Refs. [46,47].
The '33Cs weak charge extracted from the revised atomic-
structure factor is 1.50 away from the SM value, thus
relaxing Refs. [46,47] constraints on new physics. In addition,
Ref. [48] raised the theoretical uncertainty in the atomic-
structure factor kpy back to 0.5%, above the experimental
error bar on Epy.

The latest Dalgarno-Lewis—type coupled-cluster compu-
tations [49] support both the sign and the value of the
core-excited state contributions of Refs. [46,47]. However, as
of now, a clear understanding of why the two approaches,
Refs. [48] and [46,47], lead to core-excited state contribu-
tion of opposite signs is still lacking. Furthermore, objections

[50] have been raised with regards to the error estimates of
Ref. [49].

It may be observed that the disagreement between
Refs. [46,47] and [48] arose due to the artificial separation
into the “main” and “tail” contributions characteristic of the
sum-over-states method [28,29]. In this paper, we seek to
directly include the weak interaction into the single-particle
atomic Hamiltonian, thus avoiding this artificial separation,
and treat all the intermediate states on equal high-precision
footing. In this approach, the single-electron eigenstates of
the modified Hamiltonian will already have a parity-mixed
(PM) character. The MBPT calculations of the PM many-body
wave functions |65 ,) and |7S],) can be carried out in a
conventional fashion using this PM singe-electron basis. This
PM approach was first suggested in Ref. [51] and carried
through to all second-order MBPT corrections in Ref. [52]. In
this paper, we extend it to a more-complete CC method. Once
the PM many-body states are computed, the PNC amplitude
can be expressed simply as

Epy = (65} 5| D: 175} ). 3)

avoiding the summation over intermediate states altogether.

In addition, the lowest-order Dirac-Hartree-Fock (DHF)
result in this PM approach is only 3% away from the more
accurate CCSDvT value. This is to be compared with the
traditional parity-proper (PP) DHF result which is off by
18%. This indicates that the correlation corrections in the PM
approach are substantially smaller than in the conventional PP
method. Depending on the MBPT convergence pattern, one
can generically anticipate an improved theoretical accuracy.

Another important point is that in the sum-over-states ap-
proach employed in Refs. [46,47], the theoretical uncertainty
budget of Epy included comparable contributions of the accu-
rately computed low-lying states (in the CCSDvT approach)
and of the less-accurate highly excited and core-excited states.
Our method would allow us to treat all of these contributions
on the same high-accuracy CCSDvT footing, thus improving
the overall theoretical uncertainty even without the potentially
reduced role of the correlation corrections.

To follow this program through in the context of the CC
method, one requires a numerically complete set of PM or-
bitals (single-particle states) {1//}. Generating such PM basis
sets and quantifying their numerical accuracy is one of the
goals of this paper. A PM basis set has to be obtained in the
modified DHF potential of the Xe-like core which includes
the weak interaction (2). Considering the increased numerical
accuracy demanded of the quality of basis sets, we employ
the dual-kinetic-balance B-splines basis sets [53,54] which
are more numerically robust and have the correct behavior
inside the finite nucleus compared to the B-spline basis sets
originally used by the Notre Dame group [55].

Once a PM basis set is obtained, one may proceed to
computing matrix elements of various operators such as the
one-body dipole operator z;; and the two-body interelectron
Coulomb interaction g x in the new PM-DHF basis. With
these computed matrix elements, the MBPT and CCSDvT
expressions can be evaluated. As we will show, all the matrix
elements in the PM basis can be decomposed into real and
imaginary parts with opposite parities (with the conventional
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choice of radial wave functions being real valued). Then,
all the information about opposite-parity admixtures is con-
tained in the imaginary parts of various MBPT expressions.
This greatly simplifies the formalism and only requires only
minor modifications to already developed and tested MBPT
codes. We demonstrate the utility of this technique for the
random-phase approximation (RPA) subset of MBPT dia-
grams and discuss a strategy for applying these ideas in the
more-complete CC calculations.

The paper is organized as follows. In Sec. II, we briefly
present the setup of our problem. Although this section does
not contain new results, it serves as a starting point for our
main discussion and a mean to define our notations. We will
also derive, in Sec. III, the second-quantized form of the
parity operator which will be useful in deriving selection rules
for our PM-CC method. Section III is followed by Sec. 1V,
where we present several methods through which a basis of
PM single-electron orbitals may be obtained. In Sec. V, we
present the PM matrix elements of one- and two-body opera-
tors computed using the obtained PM single-electron orbitals.
In Sec. VI, we illustrate how these PM matrix elements can be
used in an RPA calculation of the PNC amplitude. The gener-
alization to the CC method is discussed in Sec. VII. Finally,
Sec. VIII draws conclusions and presents an outlook for our
future work. The paper contains several Appendixes which
provide further technical details. Unless specified otherwise,
the atomic units, |e| = m, = i = 1, are used.

II. THEORY

In this section, we lay out the theoretical framework for
computing the PNC amplitude in an atom. The material pre-
sented here is not new but serves as a starting point and a mean
to define our notations.

Let us begin by considering the Hamiltonian of the atomic
electrons propagating in the combined PP Coulomb potential
Zi Viue(r7) and the P-odd electron-nucleus interaction Hy =
> ;hw(i). Here, i labels all the atomic electrons. The full
electronic Hamiltonian H’ may be decomposed into

H = Z hiy(i) + V!

hy(i) = co; - p; + mec” B
+ Vaue(ri) + hw (ri) + U'(r7),

pols @ U’
C_E;Iri_rj'_ii: (ri)7

where U'(r;) is some single-electron potential to be specified
later. We use the prime on hj and V/ to distinguish them
from the PP Hamiltonian 4 = ca; - p; + m.¢>B;i + Viue (i) +
U (r;) and the PP e-e interaction V. = 3, ; ¢*/(2|r; — 1}|) —
> U(r;). For brevity, we suppressed the positive-energy pro-
jection operators for the two-electron interactions (no-pair
approximation).

As usual, we assume that the energies 8{ and orbitals wi’
of the unperturbed single-electron Hamiltonian /;, are known.
Note that since the weak interaction is a pseudoscalar, the
total angular momentum j; and its projection m; remain good
quantum numbers, while the parity is no longer conserved.

“4)

For example, pi,, and s/, orbitals or ds;, and fs,, orbitals
of hy are mixed to form eigenstates of /;,. The many-body
eigenstates W' of H’' are then expanded over antisymmetrized
products of the PM one-particle orbitals ;. In MBPT, one ob-
tains these eigenstates by treating the residual e-e interaction
V! as a perturbation.

As the next step, we express the terms in Eq. (4) in second
quantization. Let us denote by @, and d} the creation and anni-
hilation operators associated with the one-particle eigenstate
Y/ of hy. We will follow the indexing convention that core
electron orbitals are denoted by the letters at the beginning
of alphabet a, b, c, ..., while valence electron orbitals are
denoted by v, w, ..., and the indices i, j, k, ... refer to an ar-
bitrary orbital, core, or excited (including valence states). The
letters m, n, p, ... are reserved for those orbitals unoccupied
in the core (these could be valence orbitals).

The operators H, = ), hy(i) and V/ may then be written

= Z &/N[d)d],
i

VC/ = Z(VIIIF U) N[a/T ,] + = ZguklN[a a/Takal]
i ljkl

as

(&)

where N denotes normal ordering and V}j is the PM-DHF
potential, whose matrix elements are defined by

(VI-/IF)ij = Zg/iaja’ (6)

with &) = i — &ine being the antisymmetrized combina-
tion of the Coulomb matrix elements,

d*rd?
ik = Irl r2|‘/ﬂ(l)llf”(rz)lﬂk(rl)‘ﬂl(m) ™)

The irrelevant constant offset energy term > (Viir/2 — U')ua
has been omitted in Eq. (5).

Notice that the choice U’ = V{jr causes the first term in
V! in Eq. (5) to vanish, significantly reducing the number of
MBPT contributions. In addition, since our final goal is to
implement the CCSDvT scheme that has been originally built
on DHF potential, we fix U’ = Vj.

With U’ = V} fixed, we now consider the correlation cor-
rections to the independent-particle wave functions. Consider
a univalent atom, e.g., 133Cs, with a single valence electron
above the closed-shell core. The zeroth-order wave function
may be expressed as |W/) = a7 |0), where |0]) represents
the filled Fermi sea of the atomic core (again, the prime
indicates that the single-particle orbitals are of PM character).

To the first order in the residual interaction V, the many-
body correction W/ to W/ has the form

|8l11 Z gjnmva /| /T /|O/>

amn a nm

4= Z gnmab aba/ a/’ra/.an‘ |0/C) , (8)
abmn ab nm

where we used the notation 8 =g +5 Here, the first
term describes a valence electron belng promoted to an
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excited-state orbital m with a simultaneous particle-hole ex-
citation of the core (this is so-called valence double excitation
D, in the language of the CC method). The second contri-
bution is a double particle-hole excitation from the core with
valence electron being a spectator (core double excitation D,.).
The anticommutation relations for creation and annihilation
operators ensure that the electrons in the second term do not
get excited into the valence orbital, i.e., the Pauli exclusion
principle is built into the formalism automatically.

With [8W]), one can compute the second-order correc-
tion to the matrix element of a one-electron operator 7 =

ij v Jal a/j. Once again, the primed quantities refer to the PM
orbitals used in computing the matrix elements #/ = (i't15).
The operator T can be, for example, the electric dipole op-
erator D. The correction to the matrix element between two
valence many-body states | ¥, ) and |W,), w # v has the form

8Ty = 8V, |T |\Il/) + (U, | T |8W,)

_ an wnva g/wavn na
Z —& —w Za’ et o @

an
where w = ¢, — ¢, and gr;jkl = &u — & Equations (8)
and (9) are, of course, well-known results [56] with the only
difference of using the mixed-parity basis instead of the con-
ventional PP basis.

In Eq. (9), we sum over the core orbitals a and the excited
orbitals n. Each orbital y/ is characterized by a principal
quantum number 7n;, a total angular momentum j;, and its
projection m;. The sums over the magnetic quantum numbers
m; can be carried out analytically using the rules of Racah
algebra. Although the sums over j; are infinite, they are re-
stricted by angular momentum selection rules which radically
reduce the number of surviving terms. Moreover, the sums
over total angular momenta converge well and in practice, it
suffices to sum over a few lowest values of j;. The sums over
the principal quantum numbers #; involve, on the other hand,
summing over the infinite discrete spectrum and integrating
over the continuum. In the basis-set method, these infinite
summations are replaced by summations over a finite-size
pseudospectrum [53-55,57].

The basis orbitals in the pseudospectrum are obtained by
placing the atom in a sufficiently large cavity and imposing
boundary conditions at the cavity wall and at the origin (see
Ref. [54] for further details on a dual-kinetic-basis B-spline
sets used in our paper). For each value of j;, one then finds
a discrete set of 2N orbitals, N from the Dirac sea and the
remaining N with energies above the Dirac sea threshold (con-
ventionally referred to as “negative-” and “positive-"energy
parts of the spectrum in analogy with free-fermion solutions).

If the size of the cavity is large enough, typically about
40ay/Z where ag is the Bohr radius, the low-lying orbitals
with positive energies map with a good accuracy to the
discrete orbitals of the exact DHF spectrum. Higher-energy
orbitals do not closely match their physical counterparts. Nev-
ertheless, since the pseudospectrum is complete, it forms a
basis set for the function space spanning the cavity and thus
can be used instead of the real spectrum to evaluate correlation
corrections to states confined to the cavity. From now on, all
single-particle orbitals 1/ are understood to be members of
the B-spline basis set.

To reiterate, the parity-mixed (PM) formalism presented so
far is essentially the same as in the conventional parity-proper
(PP) MBPT. The only difference is that all the quantities are
defined with respect to the PM orbitals 1/ instead of the PP
ones. Since PM orbitals are eigenstates of total angular mo-
mentum, one can directly use the results of angular reduction
for various MBPT expressions, and the existing MBPT codes
require minor changes, mostly related to modifying parity
selection rules and the use of Coulomb integrals in the PM
basis. In Sec. III, we derive the second-quantized form of
the parity operator which will be useful for deriving the PM
selection rules and in Sec. IV, we present several methods
through which the PM orbitals may be generated in practice.

III. PARITY OPERATOR IN SECOND QUANTIZATION

Since the MBPT derivations are built on the second-
quantization formalism, in this section we derive the second-
quantized form of the parity operator IT to be used in deriving
parity selection rules (see Appendix B). Parity transformation
is defined by r; — —r; for all the N, electrons in the system.
Consider a PP state (Slater determinant) I\IJal «a,") composed
of orbitals of definite parity. This many-body state is obtained
by removing u =0, ..., N, electrons ay, . . ., a, from the ref-
erence state |W(?) while adding the same number of excited
electrons my, ..., m,. Notice that in this notation the valence
orbital is treated as initially occupied and, thereby, v can be
one of the labels ay, ..., a,. In the second quantization,

Ve ) = a; a, [W7). (10

1 ...a,‘nuaal
We emphasize that the creation and annihilation operators in
Eq. (10) are the PP ones.

Since the PP Hamiltonian Hy = ), ho(i) is invari-
ant under spatial reflection, it commutes with the parity
operator [Ho, 1] = 0. As a result, the states |¥?) and
W am“> being eigenstates of Hy, are also an eigen-states of
the parity operator I1. Furthermore, since |\Il(0)) and |‘~Ifm' m“)
are antisymmetrized products of single-electron orbitals, thelr
eigenvalues with respect to I1 equal the products of the pari-
ties of their constituents

nj?) = -1

), (11a)

LIjm' Lmy
ai...ay ’

my...m 0y (SIS
I ) = (=)t bt

(11b)

where we have used the fact that the closed-shell core has even
parity.

To transform an operator into the second-quantized form,
we recall the conventional formula

= ZIO!) (| TT|B) (B . 12)
«.p

Its proof relies on the identity resolution (closure relation) for
a complete orthonormal basis I = )" |o) (a| = Zﬂ 1B) (B].
For a system of identical particles, however, one needs to
proceed with caution due to the possibility of permutations
of orbitals in |\Ifa1 am"). Indeed, in the many-fermion case, the

orthonormality condition reads as

(Wa o (W) = 8,800l g (13)

ai...ay “mp...my’°
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where the generalized Kronecker delta is defined as

41 ki, ..., k, are an even
.k ’ permutation of [y, ..., 1,
l]“""'l““ =1_ ki, ..., k, are an odd (14)
’ permutation of /;, ..., 1,
0, otherwise.

For many-fermion systems, the general closure relation is
given in Ref. [58]. Since IT is a diagonal operator, the general
identity resolution [58] simplifies to

Z ')2 Z |\Ijal al* al aﬂM’ ’ (15)
where {a} and {m} denote strings of orbital labels in [Wg,' ;")

Sandwiching IT in-between two identity operators and us-
ing the closure relation (15), we find

N,
Z (M‘v')z Z Z
e s e

Using the eigenvalue equation (11b), we obtain the following
result for the matrix element of IT:
(Wt | Ty = (1)t mim ol gl g,

ay...a, Ly

a7

where we used the orthonormality relation (13). Substituting
Eq. (14) into (16), we finally obtain

N,
o ﬂ
= Z 2 Z (=Dl Ein by ttn,
12
n=0 () {a}{m}

x al ...anaa1 ... g, |\IJ,()0)>(\III()0)|

x al A N (18)

IV. PARITY-MIXED SINGLE-ELECTRON BASIS
ORBITALS

In this section, we demonstrate how the PM single-particle
wave functions v/ = ¢, ., may be obtained. They are the
solutions to the PM-DHF equation

’oy o ’
how”ijimi - 8"1];‘ w”ijimi ’

(19)
hy = co - p + moc* B + Vaue + hw + Vi

Here, n; is the principal quantum number, j; is the total angular
momentum, and m; is the projection of j; on a quantization
axis.

Our goal is to expand v/ in terms of the PP orbitals
vl=vyr, .jm;» Which are solutions to the conventional DHF
equation

how'l;lijimi
hy=ca-p-+ meCZIB + Viwe + VHE.

_ P
- 8",'511'1‘ wn,-l,-jim,- ’ (20)

Note that aside from the principal quantum number #n;, the
total angular momentum j;, and the magnetic quantum num-
ber m;, we have characterized the PP orbital wip with an extra

quantum number, the orbital angular momentum ¢£;, which
indicates that v/ has a definite parity (—1)".

The two DHF potentials V{j and Vur depend on the core
orbitals. Since core orbitals are self-consistent solutions of
these DHF equations, the PM and PP core orbitals differ.
Therefore, the effects of the weak interaction on the single-
electron orbitals are contained in the difference of the two
Hamiltonians,

Ah = hy — ho = hw + Vi — Var, (21)

which is a pseudoscalar interaction, preserving rotational
symmetry but spoiling mirror symmetry (this is why we have
used the quantum numbers 7;, j;, and m; but not ¢; to index the
PM orbital ;). This suggests the following parametrization
[59] for the solutions to the PM-DHF equations (19):

¥i(r) = Yi(r) + i (r), (22a)

. _ l P, (1) Ly, (B)
Vi = (Q,, (D2, (f))’ (220)

7 1Py, (1), ()
vir) = ( O (1), (F) ) (22¢)

where
= 2Gj/§;; ~ 1071 (23)
0

is a dimensionless factor characteristic of the strength of the
weak interaction and its numerical value is given for '33Cs.
In Eq. (22), k; = (j; + %)(—1)1"'”"“/2 is a relativistic angular
quantum number that encodes the values of both the total and
orbital angular momenta j; and ¢;. From the definition of the
relativistic angular quantum number, flipping the parity (—1)%
of the orbital while preserving the total angular momentum
Ji is equivalent to changing x; — —k;, as presented in the
parametrization of v;, Eq. (22¢).

It is appropriate to pause here and introduce a point of
semantics. Although the orbital v/ does not have a definite
parity, one can nevertheless speak of its “nominal parity,”
defined as that of the component v;, which is not suppressed
by the factor 7. In the light of Eq. (22a), we shall refer to ¥; as
the “real” component and v; as the “imaginary” component of
/. In what follows, in particular when discussing MBPT and
the CC formalism, we shall refer to the nominal parity of a PM
single-electron orbital, meaning that of its real component.
The nominal parity of ¥/ is thus (—1)".

The combination (22a) clearly demonstrates the admixing
of the opposite-parity orbital v/; with k; — —&; to the refer-
ence orbital ;. With the imaginary unity factored out in the
admixture component ; and with the conventional definition
of the spherical spinors €2, [60], all the radial wave functions

Pois Onicis Prge;» and Qn «; can be chosen to be real valued. The
rest of this section will be devoted to finding these radial com-
ponents. In what follows, we will assume a parametrization
for the PP solutions to Eq. (20) similar to that presented in
Eq. (22b), namely,

P (F) Qo (F)
vim = (Q,’:K (r)szkm,(n) 24
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Where there is no risk of confusion, we will abbreviate Py,

(Que) to P, (Q)) and PP, (QF,) to PP (QF). The energy
eigenvalues €, . and €,,,;, in Eqs. (19) and (20) will also be
abbreviated to € and ¢;, respectively.

A. Parity-mixed basis set construction: Finite-difference method

We start our computation of the radial functions P;, Q;,
P;, and Q; with a discussion of the finite-difference method,
where we integrate the PM-DHF equations directly, with-
out using the basis-set technique. While the finite-difference
method does not produce the finite basis set for MBPT-type
calculations, it generates the PM core orbitals entering the
PM-DHF potential that can be used in constructing the basis
set. In addition, the finite-difference method provides refer-
ence results that are used to gauge the fidelity of the basis-set
representation of core and low-energy orbitals.

Due to the smallness of the dimensionless coupling con-
stant 7, we may set ¥; = ¥/ which is accurate up to O(n?).
As a result, to the first order in n, Eq. (19) yields a pair of
integrodifferential equations for the radial functions 2; and Q;.
For a core orbital, i = a, these equations read as

C<% - %)Pa — (Verr — &0 — ¢*) Qs
= —pucls = O Voa0f = VeaQs, (252)
b b
c(i + K—“)Qa + (Ve — &0+ )P,
dr r
(25b)

= _pnucQ5 + Z ‘7l;aP1jD + Z Vbupbv
b b

where Ve is an effective potential comprising of the
electron-nucleus Coulomb potential and the direct part of the
conventionally defined DHF potential ([j] =2j + 1)

Veir () = Vaue(r) + Y _LjbIvo(b, b, ), (26)
b

while V,, is the DHF exchange potential

Via(r) =

D tkallCillkn)ve(b, a,r), (27

k

LJal

and Vj, is the PNC-DHF exchange potential

Via(r) = — Y (—ralCellicy)* (v (b, @, 1) — ve(B, a, ).

k

1
[Jal
(28)
In Egs. (26) and (27), the multipolar potential v (b, a, r) is
defined as
w(b,a,r) = / rﬁr;kfldr’(Pf(r')P;(r') + Qf(r’)QaP(r/)),
(29)

whereas the quantity v (b, a, r) in Eq. (28) is defined as

w(b,a,r) = / 2 ar (PR P + OF (1) Du(r)),
(30)

and similarly for wy (b,a,r). In these equations, r. =
min(r, ') and r.. = max(r, r').

Equation (25) may be solved using an iterative scheme (n
is the iteration number)

d Kq '\ = _
c( _ _a>Pa(n+1) _ (Veff g, — Cz)anH)

"

= —puucP) — X"V, (3la)
d Ka\ = _
c(— + _>Qén+l) + (Veff e+ Cz)Pa(nH)
dr r
= —pocQy + Y, (31b)
where we have defined
Xa(n+1) = ZV[,(:+1)QII: _ ZVbaQ;,n+l)’ (32a)
b b
YD =3 vetipl 4 N A (32b)
b b

Note that X, and Y, are themselves functions of P, and Q,,
which appear explicitly in the second terms of Eq. (32) and
implicitly via the PNC-DHF exchange potential Vj, in the first
terms of Eq. (32).

Equations (31) are inhomogeneous second-order differen-
tial equations which may be solved using the conventional
technique of variation of parameters. In this method, one first
finds the solution to the homogeneous version of Eq. (31).
Since the operators acting on P, and Q, on the left-hand side
of Eq. (31) do not change from iteration to iteration, neither
will the homogeneous solutions. As a result, they only need
to be computed once. The inhomogeneous solutions A"+
and Q{1 are then obtained by convoluting the corresponding
homogeneous solutions with the right-hand sides of Eq. (31)
(see, e.g., Ref. [60] for further details on the technique of
variation of parameters for DHF equation).

Once the radial functions P, and Q, are obtained, we may
proceed to solving for the radial functions P,, and 0,, of the
unoccupied orbitals. The equations for P,, and Q,, are obtained
by replacing a — m in Eq. (25) and we may set up a similar
iteration scheme for valence orbitals as in Eq. (31). Note that
in this case, the driving terms X,, and Y,, depend on P, and
O, via the PNC-DHF potential V},, only. Other than this, the
procedure for solving the PNC-DHF for unoccupied orbitals
is the same as for core orbitals.

We note, however, that in general, the iteration scheme
(31) and also its counterpart for unoccupied orbitals do not
converge but oscillate. Such behavior can be removed if the
driving terms X and Y are changed slowly between iterations.
This is accomplished by setting

Xi(n-‘rl) — )»X[(rH_I) + (1 _ )M)Xl(n),
Yi(n-‘rl) — A)/j(’H‘U +(1 - A))/}(n). (33)

We find that choosing A = 0.01 ~ 0.1 generally ensures iter-
ation convergence for all the orbitals, core and unoccupied. In
the rest of this section, we shall discuss two matrix methods
which allow us to avoid altogether this issue of convergence.
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As a check for our numerical procedure for the finite-
difference method, we recovered the previous literature results
[33,42] for the lowest-order 6S1/,-7512 PNC transition am-
plitude in '**Cs. We calculated the amplitudes in both the
frozen-core (fc) approximation, which involves neglecting the
PNC effects on core orbitals, obtaining

EN, =0.73946 x 107" i|le|ag(Qw /N), (34)

and the full core-perturbed (cp) case, where the PNC pertur-
bation to core orbitals is fully taken into account, obtaining

Egv = 0.92700 x 10~ ""ile|ag(Qw /N). (35)

In all our numerical examples, the nuclear charge dis-
tribution is approximated by a Fermi distribution ppuc(r) =
po/{1 + exp[(r — ¢)/al}, where py is a normalization con-
stant. For 133Cs, we use ¢ = 5.6748 fm and a = 0.52338 fm.
We also use the same nuclear distribution in computations of
weak interaction (2), p(r) = ppuc (7).

B. Parity-mixed basis-set construction: Exact matrix
diagonalization methods

The goal of this section is to construct a PM-DHF basis set
{1/} by transforming a numerically complete PP-DHF basis
set {y/"}: {¢/7} — {¢/} (basis rotation). The PP-DHF basis
sets based on the solution of the conventional PP-DHF equa-
tions are widely used both in atomic-structure and quantum
chemistry calculations and we assume that the set {1/ff } was
precomputed.

The two DHF equations, PM- and PP-DHF, differ by Ak
[Eq. (21)], which includes the weak interaction and the dif-
ference between the two DHF potentials. While the weak
interaction is a small perturbation, Ak ~ 5 ~ 10~ for 33Cs,
one may encounter accidental degeneracies between basis
orbitals of opposite parities (especially in the high-energy
part of the pseudospectra), making application of perturbative
approaches error prone. In this subsection, we discuss two
exact methods based on the diagonalization of the PM-DHF
Hamiltonian, and in the next subsection, we explore the per-
turbative approach.

The two approaches considered in this subsection involve
transforming the PP-DHF basis {y/} into the desired PM-
DHEF basis {/}: (i) without requiring the prior computation of
the PM-DHF core orbitals and (ii) with the PM-DHF potential
precomputed using, say, the finite-difference method of the
previous section.

Let us consider the first method. Suppose we do not
know the PM-DHF core orbitals and thus can not imme-
diately construct the PM-DHF potential beforehand. Recall
that the PM-DHF orbitals are represented as ¥/ = ¥; + iny;
[Eq. (22)], where v; is the nominal parity contribution and
¥, is the opposite-parity admixture. Since the PP-DHF set
{y/} forms a numerically complete basis, the nominal parity
contribution ; can be expanded in terms of the 2N orbitals
t/ff of the same total angular momentum and parity as v, i.e.,
kj = k; (recall that 2N is the number of basis functions for a
given «). Similarly, the opposite-parity admixtures 1; may be
expanded over the 2N PP-DHF orbitals w;-.p which have the

same total angular momentum but opposite parity to i;, i.e.,
I(JT = —K;.
As a result, the PM wave function y// may be written as

Vi =D XVl iy vt (36)
J J

where the factor n has been absorbed into the opposite-parity
admixture coefficients x;;, i.e. x;; ~ O(n). More explicitly,
Eq. (36) reads as

P . P
I/f’/"jimi = Z Xij I//V’jfijimi +1 Z Xi.fl/fn]fijimi’ (37
nj n;

where the index ¢; = £; £ 1 indicates that terms in the second
summation in Eq. (37) have opposite parities to those in the
first summation.

In terms of the radial wave functions P; (Q;) and P; (O;),
Egs. (36) and (37) are equivalent to

P P
n; nj

_ P _ »
P = Z XiJ_'P"j*Ki’ Qi = Z Xian/.fKiy
nj n;

where we have fixed the relativistic angular numbers k; = *«;
to reflect parities.

Substituting the expansion (36) into Eq. (19), multiplying
with y7 " and 1//}.D " and then integrating, we obtain

sixij +1 ) UL ARLT) X7 = &l
J

D I AR xij + 18505 = ig) x5,
J

(38)

(39a)

(39b)

where we have used the fact that Ak [Eq. (21)] can only
connect orbitals of opposite parities.

Equations (39) may be put in the form of an eigenvalue
matrix equation

My; = X, (40)
where x; = (Xij, x;;) and M is a 4N x 4N matrix defined by

Mjj=¢j, M;;=i(jlARlj),

M5 =¢5, M;j;=—i(jlAhlj).

(41)

The matrix M [Eq. (41)] is a real symmetric matrix. As a
result, its eigenvalues ¢ and eigenvectors x; are real. Further,
we may express the off-diagonal elements of M in a more
explicit form:

=i (jlAR1j) = =i (jlhw + Viip — Var 1)

=085 — Y Xk Xk &7k; — &) (42)
akk

where
Sij = (ilipys |j) = / (PO — P/ Q7)p(rydr.  (43)

Note that here, the Coulomb matrix elements g7;; and
&ju; are defined with respect to the PP basis orbitals yh,
w{, ¥, and y{. The orbital ¢;{ has the same total angular
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momentum and parity as the core orbital w(f , 1.e., Ky = Kq,
whereas w}: has the same total angular momentum but oppo-
site parity to ¥7, i.e., kg = —k,. Note that the orbitals v} and
w{ are not limited to the core and do not necessarily have the
same principal quantum numbers. The quantities S;; defined
in Eq. (43) are real and antisymmetric.

Due to the second term in Eq. (42), the matrix element of
Ah depends on the PM-DHF potential and thereby on the yet
to be determined PM-DHF core orbitals. Therefore, Eq. (40)
is nonlinear and needs to be iterated until convergence. The
iteration of Eq. (40) generally does not suffer from the oscil-
lating convergence behavior as the finite-difference method.
The change in the results from one iteration to another os-
cillates for the first few iterations but quickly decreases in
a monotonous fashion. The price to be paid for this well-
behaved convergence pattern is the need to precompute a large
number of matrix elements of the form g5z, — g;5; required
in forming the Vjjp term in Eq. (40).

Note also that since the M matrices corresponding to ¥
and v/ are related by swapping j <> j in Eq. (41), there
is no need to diagonalize them separately. Instead, we form
the M matrix only for negative values of x; = —1, =2, ....
Each such matrix then has 4N eigenvectors, 2N of which
correspond to the negative- and positive-energy orbitals i/
while the other 2N give the expansion for the orbitals glf;./ . We
ensure the correct assignment of eigenvectors to orbitals by
exploiting the fact that x; ~ O(1), x;;j ~ O(n?) for j # i, and
Xij ~ O(n), in accordance with the results from perturbation
theory.

We now discuss the second method where, to avoid it-
erations in determining the PM-DHF core orbitals, one can
also precompute them using the finite-difference solution of
PM-DHF equations (see Sec. IV A). This is the strategy used
earlier for basis-set generation in the context of Breit interac-
tion [40]. Then, the required matrix elements of A [Eq. (21)]
can be computed immediately and the diagonalization pro-
ceeds in a single step. Comparing the PM-DHF core and
low-lying excited orbitals from the finite-difference and basis-
set solutions provides a valuable test of the accuracy.

In both approaches, one has to be mindful of the small-
ness of the parameter n ~ 10™!%, which is comparable to
the accuracy of double-precision operations. Care should be
taken when diagonalizing the matrix M to avoid numerical
truncation errors. This issue may be effectively dealt with by
using a multiple-precision diagonalization algorithm. In our
numerical computations, we modified the routines tred2 and
tqli presented in Ref. [61] to perform quadruple- (128 bits)
precision diagonalization and used these upgraded routines to
diagonalize the matrices M.

An alternative to matrix diagonalization is a perturba-
tive approach that uses the smallness of parameter n (see
Sec. IV C). However, the nonperturbative method described
in this subsection is more general and is more accurate in
the case of accidental degeneracies in the pseudospectra of hg
between orbitals with the same total angular momentum but of
opposite parities (see Sec. IV D below for further discussions).

We used the matrix diagonalization method discussed in
this subsection to generate for '33Cs a PM basis of total angu-
lar momenta ranging from % to % (one set for each method).

The PP set used to expand the PM orbitals are B splines ob-
tained using the dual-kinetic-balance method [54]. Each set of
the PP partial waves with «; € {£1, ..., £7} contains N = 40
positive-energy orbitals. The cavity radius is chosen to be
50 a.u. and computations were performed on a nonuniform
grid of 500 points with 40 points inside the nucleus.

The PM core orbitals are read in from the finite-difference
calculation and the PNC-DHF potential V};z — Vigr is com-
puted with these core orbitals. The rest of the PM basis
is obtained by diagonalizing the matrices M corresponding
to k; = —1, -2, ..., =7. The lowest-order 6S;,,-751» PNC
frozen-core and core-perturbed amplitudes for Cs computed
using the so-obtained PM-DHF valence orbitals v, =~ and

, .
Vs, , are, respectively,

EN, =0.73949 x 107" i|e|ag(Qw /N),

cp —11. (44)
EP =0.92701 x 10" ile|ag(Qw /N).

The differences between these basis-set values and the finite-
difference results (34) and (35) are at the level of 0.001%. This
numerical error is adequate for our goals.

C. Parity-mixed basis-set construction: Perturbative matrix
method

The need for an iterative scheme and the numerical dif-
ficulty associated with the smallness of the PNC matrix
elements may be avoided entirely if we adopt ab initio a form
of expansion for the PM orbitals v/ [Eq. (22a)] in accordance
with perturbation theory. To the first order in 7, perturbation
theory tells us that

"‘Z (jI'AhIf'> v, 45)
j J

where the sum runs over all PP orbitals 1//}0 with the same total

angular momentum but opposite parity to ¥. More explicitly,
Eq. (45) has the form

(n7€; jimi| AR ni€;jim;)
P . P
I//Vll,jimz’ = wnilljimi + Z ] _

n; Eniij; — Sn,fﬁij,

nylijimi?
(46)

where, again, the index £; = ¢; £ 1 indicates that terms in the
sum over n; have opposite parities to WZ Cjimi-

If the PM-DHEF potential V}j; has been constructed before-
hand, e.g., by solving the finite-difference Eq. (25) for the PM
core orbitals, then Eq. (45) may be used to directly compute
the opposite-parity admixtures (the sum) for all PM excited
orbitals. In contrast, if the PM core orbitals and the PM-DHF
potential Vjj are not known beforehand, the matrix method
developed in Sec. IV B may be used to solve for these orbitals
as follows.

It is clear from Eq. (45) that in a perturbative approach, the
expansion coefficients x;; and y;; in Eq. (36) have the form

Xij = 8ijs  Xij = NVij» 47)

which makes it explicit that in the limit where n — 0, ¥/ —
¥F. Setting x; = 1 guarantees that ¥ is normalized up to
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O(n?). Factoring out the imaginary unit from the PNC correc-
tions also makes sure that y;; are real and of order 1.

Substituting the coefficients x;; and x;; in Eq. (47) into
Eq. (39b), one obtains

(J1 A i) = in(ei — e7)y;j, (48)

which is the matrix equivalence of Eq. (45). We now need
to solve Eq. (48) for the unknown coefficients y;;. For this
purpose, we need to express the matrix element (j| Ah|i) in
terms of the coefficients y;;. Substituting Eq. (47) into Eq. (42)
and replacing j with i therein, we find

(71 Ak i) = in [S,-i >V @i — g;,;a»}, (49)
ak

where the summation runs over all PP core orbitals ¥ and all
PP orbitals 1//{ which have the same total angular momentum
but opposite parity to ¥7.

Substituting Eq. (49) into (48), one obtains

S5 — Z Yak &jaki — 8jrai) = (€i — €7)Vij- (50)
ak

Remember that in Eq. (50), the orbitals j have the same total
angular momentum but opposite parity to the orbital i whereas
the orbitals k have the same total angular momentum but
opposite parity to the orbital a. Equation (50) allows us to
solve for the PNC mixing coefficients y;;. It is the matrix
version of the finite-difference equations (25). In contrast with
Eq. (40), it is independent of the small parameter 1 so is
not subject to the issue with numerical inaccuracy as was the
method described in Sec. IV B.

Let us consider the case where i = b, i.e., a core orbital.
Denote by N, the number of core orbitals. We may then
arrange all the coefficients y,; into a vector y, of length
2NN, all the quantities Sy, into a vector Sy, of length 2NN,
all the quantities ¢, — €5 into a diagonal matrix Ag, of size
2NN, x 2NN,, and all the quantities g;,z, — &jtqp INO @ Ma-
trix Gy, of size 2NN, x 2NN,. As a result, Eq. (50) may be
written in a more suggestive form as

Sy — Gy, = Agpy,, (51)
whose solution reads as
Yo = (Agy + Gp) 'S (52)

Equation (52) allows us to obtain the mixing coefficients y,;
for all core orbitals. We point out that Eq. (52) is linear so
there is no need for an iterative scheme as with the methods
discussed in Secs. IV A and IV B.

After solving for the PNC mixing coefficients y,; of all N,
core orbitals, we again use Eq. (50) to solve for the mixing
coefficients of all unoccupied orbitals 1/, , obtaining

Sim = 2_ai Vak &iaim — &jkam)

Jm aj /a Jjakm Jjkam
- = . 53
Vinj P (53)

In this form, Eq. (53) clearly demonstrates the perturbative
nature of the current approach. As a result, during computa-
tion, one should check that accidental degeneracy does not
happen or, in other words, that the coefficients |ny,,;| < 1. If

such event does occur, the more general method described in
Sec. IV B should be used instead.

We used the perturbative matrix method discussed in this
subsection to generate for '3*Cs a PM basis of total angular
momenta ranging from % to g The PP set used to expand
the PM orbitals are the same as that used in Sec. IV B. The
lowest-order 65 2-7S1,2 PNC frozen-core and core-perturbed
amplitudes for Cs computed using the so-obtained PM-DHF
valence orbitals ¥g, and g, = are, respectively,

Ef, = 0.73947 x 10~ "ilelag(Qw /N).
Egh =0.92697 x 107" ilelag(Qw /N).

The small differences between the results (44) and (54) of
the two matrix methods may be attributed to nonlinear omn?)
terms, which, although small, may propagate through the
computation. At the level of 0.004%, these numerical differ-
ences are acceptable for our goals as we ultimately aim at
0.2% overall accuracy in the PNC amplitude.

(54)

D. Numerical stability of parity-mixed basis sets

In the previous sections, we have presented different meth-
ods through which basis sets of PM single-electron orbitals
may be obtained. Before discussing the application of these
basis sets in MBPT and CC calculations, we pause here to
make a few remarks regarding their numerical stability, specif-
ically with respect to the small parameter 7.

In the finite-difference and perturbative matrix methods, a
PM single-electron orbital is expanded into two components
of opposite parities: a real part being independent of n and an
imaginary part having a linear dependence on 7. Furthermore,
as was shown in Secs. IV A and IV C, the factor n may be
completely separated from the imaginary part, allowing one
to reliably compute this component. At the DHF level, the
PNC transition amplitude Epy obtained using the resulting PM
orbitals reads as

Epv = (Wi, | D. [¥4,,)
= in((wﬁ_ﬁﬁ'DZ |1p7sl/2) - (1:5631/2|DZ |w751/2>)1 (55)

which shows that Epy depends linearly on 7.

In contrast, if the exact matrix diagonalization method
is used, the resulting PM single-electron orbitals contain,
in principle, nonlinear dependence on 7. As remarked in
Sec. IV B, this is due to the need of solving the nonlinear
eigenvalue (40). As a result, the PNC transition amplitude
Epy, computed as in Eq. (55), will also contain contributions
nonlinear in 1. However, these nonlinear contributions are not
manifest at the level of accuracy we are interested in, as may
be observed from Fig. 1, which shows the linear dependence
on 7 of the PNC transition amplitudes Ef, and Egy, calculated
using the exact matrix diagonalization method.

Similarly, it may be argued that when PM single-electron
orbitals are used in the MBPT and CC computations, terms
that are O(n?) or higher do not contribute numerically. This
justifies our direct upgrade of the conventional PP-MBPT
and PP-CC formalism to the PM ones without having first to
linearize their equations in terms of 7. At the desired level of
numerical accuracy < 0.2%, contributions that are On?) or
higher simply do not show up.
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ALY ALY

FIG. 1. The dependence on the dimensionless parameter n =
GrQw/ (Zﬁa(z)) of the 6S;,-751,, PNC transition amplitudes (in
both frozen-core and core-perturbed approximations) in '**Cs cal-
culated using the exact matrix diagonalization method described in
Sec. IV B. The lines being straight demonstrate that the effects that
are nonlinear in 7 do not show when computing Epy.

We end this section by elaborating on the advantage of the
exact matrix diagonalization method in the case of accidental
(near) degeneracy between states with the same angular mo-
mentum but opposite parities. We stress that this degeneracy
can appear as an artifact of using finite basis set of orbitals
(pseudospectrum). Two orbitals ¥, and ¥, are considered to
be nearly degenerate if the perturbation theory convergence
criterion | (Y| hw |¥n) /(1 — &)] < 1 fails. This problem
may be avoided by varying the parameters of the basis set,
such as the radius of the cavity, so as to make all quantities of
the | (V1| hw |¥2) /(€1 — &2)| form to be much smaller than 1.
We test our numerical sets for these accidental degeneracies
before applying the perturbative approach.

Alternatively, this tuning of the basis-set parameters may
be avoided by using matrix diagonalization: quantities of the
form | (Y1 | hw |¥2) /(€1 — €2)| do not arise in this method. It
is worth noting also that in this case, the lifting of degeneracy
by hw is O(n). For example, consider again two states ; and
Y, of the same total angular momentum, opposite parities, and
energies €] & g, = ¢. To find the energy corrections due to
the perturbation Ay, one solves the secular equation for the
perturbed energy &’:

e—¢ (Y1l hw |¥2)
det(wm o 192) e—e

obtaining

) =0, (56)

e =ex[(Ynlhw[¥2) ], 7

which shows that the energy corrections are O(n) for degen-
erate states. Note that, in this case, strictly speaking, one also
needs to include the natural decay widths I'; to the energy lev-
els &; = &; — il";/2 which can lift the degeneracy and requires
further modifications to the code.

V. MATRIX ELEMENTS IN THE PARITY-MIXED BASIS

Now with the PM basis constructed, we go back to the
MBPT formalism of Sec. II. The basic building blocks of
MBPT expressions are the matrix elements of one-body (e.g.,
the electric dipole) and two-body (e.g., Coulomb interac-
tion) operators in the PM basis ¥/ = ¥; + in;. Due to the
smallness of the parameter 1, we may linearize the resulting
expressions in 7. Then, any matrix element of an operator of
definite parity splits into a part involving only the PP orbitals
Y¥; and a correction that involves opposite-parity admixtures
¥; (PNC correction). The former is already implemented in
traditional MBPT codes. The latter may be readily added to

these codes by modifying parity selection rules and using the
radial components of ;.

Furthermore, we show that the matrix elements of any
operator of definite parity in the PM basis is either purely real
or imaginary valued. With our phase convention for the PM
radial components (22), PP parts are always real, while the
PNC corrections are always imaginary. We will exploit this
fact to derive useful symmetries of the reduced matrix ele-
ments of the one- and two-body operators. These symmetries
will help significantly reduce the amount of computation and
storage needed in MBPT calculations.

A. Angular reduction of matrix elements

Let us begin by discussing the angular reduction of the
PM matrix elements of one- and two-body operators. The
particular operators of interest here are of course the electric
dipole operator and the interelectron Coulomb interaction.

Without loss of generality, we assume that the operators in
question are Hermitian and can be represented as components
of irreducible tensor operators. We also observe that the PM
orbitals are eigenstates of the total angular momentum opera-
tors J, and J*. As a result, the Wigner-Eckart theorem applies
to the matrix elements of the one- and two-body operators
with respect to these PM orbitals. Moreover, since the weak
interaction is a pseudoscalar, a PM orbital has the very same
total angular momentum as its PP counterpart.

As aresult, the angular reduction of a one-body matrix ele-
ment ¢/ ; has the same form as that of the PP 7;;. More explicitly,
for the case where r = z, the Wigner-Eckart theorem states

Zl’d — (_l)jk—mk< Jk 1 jl)(kl|z||l)/, (58)

—my 0 my

where all the information about mixing parities is contained
in the reduced matrix element (k||z||/)’.

Similarly, the angular reduction of the PM Coulomb inte-
grals g ikl is the same as that for the PP g;;i;, namely,

i = > JLGjkDX] (i k),
L

Jr(ijkl) = Z(—l)j’_m'ﬂj_m’ (59)
M

X(ji L jk)( Jji L jl)
—m; —-M my —m; M ny ’
where all the information about mixing parities is contained
in the reduced matrix element X; (i jkl).

We may write the PM reduced matrix elements of a one-
body operator ¢ as (since ¥ = ; + ingr;)

(klle|17) = Cklle 1) + in(klle)1D)”, (602)

(kllel1D)" = CKkllelD) — (kI (60b)

where have we dropped O(n?) terms. Explicitly, for an
electric-dipole operator z, relevant to computing PNC
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amplitudes, the three reduced matrix elements read as

(kl|zl1l) = (ke lICyllxr) / (PP + Qi Qprdr,
(kllzl1) = (ki llCil k) / (PP + QcOp)r dr, (61)

(kllz|11) = (&g lIC k) / (PP, + OcQp)r dr.

Here, (k||z||]) is the PP contribution, and the (k||z||]) and
(k||z||l) contributions are due to the opposite-parity admix-
tures as indicated by the large and small radial components
with overhead bars [cf. Eq. (22)].

The parity selection rules are encoded into the re-
duced matrix elements of the normalized spherical har-
monic via {(k¢||Cil|k;) o< mody (€ + £;), i.e., € + £; must
be odd. Similar selection rules apply to the P-odd correc-
tions, e.g., (kz||C1|lk;) oc mody (€ + £; + 1), since £ = £, £
1, i.e., £; + £; must be even. Note that for two fixed PM or-
bitals, these selection rules cannot be satisfied simultaneously,
thereby, the matrix element is either pure real or imaginary
valued. With our phase convention for the PM radial compo-
nents, the PP part is always real, while the PNC correction is
always imaginary. The above statements can be easily gener-
alized to any irreducible tensor operator of definite parity.

Similar considerations apply to the reduced Coulomb ma-
trix element:

X; (ijkl) = Xy (ijkl) + inX] (i jkI), (62a)
X/ (ijkl) = X; (i jkl) + Xp(ijkl) — X (i jkl) — Xp.(i jkl).
(62b)

Here, the quantity X; (ijk/) is expressed in terms of the
reduced matrix element of the normalized spherical harmonic
Cp () and the Slater integral Ry (i jkl):

Xy (ijkl) = (=" (il ICL i) e | Crl e Ry (kD). (63)

The parity selection rules for X; (i jkl) are (—1)4TE+4% = 41
and (—1)4*L+0 = 41,

The quantities in Eq. (62b) are defined similarly. For
example,

X (ijkl) = (=" | [Col Ik G | Cel i) R Gk, (64)

where the index i in Ry (ijkl) means that we use the radial
functions P; and Q; as defined in Eq. (22c).

The parity selection rules for the various terms in
Egs. (62a) and (62b) are also clear. If £; + L + £; and £; +
L+ ¢; are both even, then X/ (ijkl) = X;(ijkl) which is
purely real whereas if they are both odd, then X; (ijkl) = 0.
If £; + L + €, is odd but £; 4+ L 4 ¢, is even, then X] (ijkl) =
inX/'(ijkl) is purely imaginary and X;'(ijkl) is given by the
first two terms in Eq. (62b). On the other hand, if ¢; + L + £;
is even but £; + L + ¢; is odd, then X;'(ijkl) is given by the
last two terms in Eq. (62b). Translating to g, x> these rules
mean that if ¢; + €; + £ + ¢, is even, then g;jkl is real and
equals its PP counterpart g;;i;, whereas if £; + £; + £, + £ is
odd, then g ikl is purely imaginary. These observations will
prove useful in the formulation of the PM-CC formalism,
Sec. VII.

Another frequently occurring matrix element is that of
the antisymmetrized Coulomb interaction gfl.jkl = gfl.jk, — g/l.jlk,
which can be brought in the angular-diagram form identical to
that of g, [cf. Eq. (59)]:

iju = iju — ijik = ZJL(ijkl)Zi(ijkl), (65)
L

where the reduced matrix element is given by

Z] (ijkl) = Z, (i jkI) + inZ] (i jkI), (662)

Z) (ijkl) = Zy(ijkl) + Z, (i jkl) — Zp(ijkl) — Z (i jkl).
(66b)

In these equations, Z; (i jk!) may be expressed in terms of
Xy (ijkl) via

g g v i L g
zL(zjkz)zxL(uszZ(zLJr1)“’; }j L,}XL/(lek),
L/
(67)

and the other quantities are defined similarly. Here,
{x j’/ 16} is the 6 symbol. Again, the overhead bars in
Eq. (66b) signify the use of the P-odd radial functions P,
and Q; as defined in Eq. (22¢). The parity selection rules for
8 x also apply to &, namely, g, is real and equals its PP
counterpart if £; + £; + £, + £; is even, whereas g’ ik 18 purely
imaginary if ¢; + £; + £; + £; is odd.

To reiterate, we observe that the PM matrix elements (58)
and (65) split into real PP parts and purely imaginary PNC
parts. Due to the small coefficient 7, the imaginary parts are
many orders of magnitude smaller than the real parts. This,
however, does not give rise to a problem with numerical ac-
curacy due to truncation as mentioned in Sec. IV B. In fact, if
the MBPT code is modified to use complex instead of real
numbers and the PP and PNC parts are stored separately,
then algebraic operations will always involve adding terms
of the same order of magnitude. In Sec. VI, we shall present
how such a procedure is carried out with the example of the
random-phase approximation (RPA).

B. Symmetries of reduced matrix elements

Before starting with the discussion of RPA, however, let
us present the symmetries of the reduced matrix elements
(kl|z1)', X] (ijkl), and Z; (i jkl) with respect to the exchange
of their indices. In a conventional MBPT formalism which
uses PP single-electron orbitals, the corresponding symme-
tries of the PP reduced matrix elements are exploited to a great
extent to significantly reduce the amount of computation and
storage needed. We will show that similar symmetries are also
available for a MBPT scheme using PM orbitals, so the same
economy may be achieved.

We begin with the matrix elements of a one-body oper-
ator. For our purpose, we concentrate on the electric dipole
operator z. Using the definitions (61), (63), and (67) and
the following property of the reduced matrix elements of the
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normalized spherical harmonics
(il ICLllkr) = (=1 Gy ClIkx), (68)

it may be verified that the PP reduced matrix elements of z
satisfy

(kllzlll) = (=17 (12| k). (69)

Next, by using Egs. (60a) and (69), we find the following
symmetry for the PM reduced matrix elements of the electric
dipole moment

(kl|zI|1) = (=Yl |zl1k) ¥, (70)

where the asterisk () denotes complex conjugation.

We note that although we only considered the electric
dipole operator z, the result presented above applies to any
single-electron irreducible tensor operator of rank k, T®,
namely,

KNTONY = (DT ®)k) 1+ (71)

We now turn to the reduced matrix elements of the in-
terelectron Coulomb interaction. We begin by presenting
the familiar symmetries of the PP reduced matrix elements
X (ijkl) and Z;(ijkl). Although these results are not new,
they serve as a convenient reference point for our discussion
of the PM matrix elements. Using the definitions (63) and (67)
and the property (68), one easily finds the following relations:

X, (ijkI) = X, (jilk), (72a)
Xp(ijkl) = (=1 X, (kjil), (72b)
Xy (ijkl) = (= 1)/ttt (klij), (72¢)
Zu(ijkl) = 7, (jilk), (72d)
Zi(ijkl) = (= 1)/ ititinz, (klij), (72¢)

ZuGijkh) = L1Y {;1 n II:/}ZL/( jikly,  (726)
—

where [L] = 2L + 1.

From the expansions (62a) and (66a) for X/ (ijkl) and
Z; (ijkl) and the properties (72a) and (72d), one sees that
simultaneously swapping i <> j and k <> [ has no effect on
the Coulomb reduced matrix elements, i.e.,

X/ (ijkl) = X (jilk), (73a)

Z, (ijkl) = Z, (jilk). (73b)

It may also be observed from Egs. (72c) and (72e) that
swapping the pair ij <> kl is equivalent to introducing the
phase factor (—1)/ititit 1o X/ (ijkl) and Z; (i jkI) as well
as switching the sign of X;'(ijkl) and Z;'(ijkl). As a result,
we have

Xli(l]kl) — (_1)ji+jj+jk+_i1 [Xli(klij)]*, (74a)

Zp (ijkl) = (= 1)tz (ki )] (74b)

Next, we present the PM equivalence of Eq. (72b). For
this purpose, it is convenient to consider two separate cases.
First, let us assume that the nominal parities of the orbitals
¥/ and v, satisfy the condition (—1)%++% = 1. In this case,
Eq. (62a) simplifies to

X[ (ijkl) = X, (i jkl) 4+ in[X, (i jkI) — X (ijkD)], (75)
which, when combined with Eq. (72b), gives
X (ijkl) = (—l)j"*j"XL’(kjil), (76)

if (—1)4*tE+% = 1. On the other hand, if (—1)4++t = —]
then Eq. (62a) simplifies to

X, (ijkl) = in[Xp (i jkl) — XL (ijkD)]. (77

It is clear from Eq. (77) that in this case, swapping i <> k
introduces the factor (—1)/7/ as well as a minus sign. Thus,
we have

X, (ijkl) = — (=)~ X] (kjil) (78)

if (=1)%+E+8% = —1. We may combine Eqs. (76) and (78) into
a single formula, writing

X[ (ijkl) = (=) (= 1y x] (kjil), (79)

which is the PM equivalence of Eq. (72b).

Finally, since the recoupling rule (72f) involves only total
angular momenta and no sign change, its PM version has the
same form, i.e.,

zu,-jkz):[uz{g n j}zg(jﬂd). (80)
-

Equations (70), (73), (74), (79), and (80) represent the sym-
metries of the PM reduced matrix elements of the electric
dipole and interelectron Coulomb interaction operators with
respect to permutations of the PM orbitals. They will be used
extensively in the PM-MBPT as well as PM-CC calculations.

VI. RANDOM-PHASE APPROXIMATION FOR THE
PARITY-NONCONSERVING AMPLITUDE

In Sec. IV we presented several methods through which
basis sets of PM orbitals may be constructed. The numerical
accuracy of these basis sets was tested by computing the
PNC amplitude between the PM-DHF valence states. Strictly
speaking, this test only involves two single-electron PM-DHF
valence orbitals |65} ,) and |75 ,). In Sec. V we discussed
formulas for the matrix elements of one- and two-body oper-
ators, in particular the electric dipole and Coulomb operators,
in terms of the PM-DHF bases. These matrix elements are
needed in the MBPT paradigm to take into account the effects
of interelectron correlation on the PNC amplitude. In this
section, we shall use these formulas to compute the second-
order and RPA all-order correlation corrections to the matrix
elements of the electric dipole operator.

The relevant second-order formula for PNC amplitude is
given in Eq. (9) and it involves summations over the entire
PM-DHF basis set. Here, using this formula, we test the
accuracy of our generated PM-DHF basis sets by computing
PNC amplitude in '**Cs in the well-established random-phase
approximation (RPA) [30,31,56,62]. RPA sums diagrams
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FIG. 2. The value of the 6S5;/,-7S,,, PNC transition amplitude
n '33Cs as a function of the number of RPA iteration. Convergence
occurs after 20 iterations at the level of fractional accuracy of 1076,

topologically similar to second-order equation (9) to all orders
of MBPT. This not only tests the quality of PM-DHF basis
sets, but importantly builds the foundation for the formula-
tion of parity-mixed coupled-cluster (PM-CC) method, which
systematically enables all-order summations of substantially
larger classes of diagrams (see Sec. VII).

For now, we focus on the RPA method. In this approxima-
tion, one first takes into account the second-order correction
to the “core-to-excited” matrix elements ¢, and #/_ present

an na

in Eq. (9). Denoted by #/RPA and #/RPA the RPA vertices, one

na

finds that these quantitles satisfy equations similar to Eq. (9),
namely,

t/RPA /RPA
RPA __ § b § b b
I;n — an + /amn + a nm/m
—é&, —&,t+ ’
bm bm
(81)
/RPA =/ /RPA
/RPA + § hm nmab § nbam”mb
na - na / I ot ’
—&, o Sl e o )

which will be solved by iteration to convergence. Once the
RPA vertices are obtained, the matrix elements between two
valence orbitals v and v/, are given by

/RPA /RPA

wu =1, + Z Lan wnva Z wvna Tna ) (82)

For computations of '33Cs PNC amplitudes, ¢ is the electric-
dipole operator, and v = 6s, w = 7s.

We used the PM-DHF basis sets of Sec. IV to compute
the RPA correction to the 65/, — 7S, PNC transition am-
plitude in Cs. The forms of the dipole matrix elements z,,
and the Coulomb matrix elements g’wnw and g, ., needed for
this computation were presented in Eqgs. (58) and (65). The
resulting value of the amplitude as a function of the number of
RPA iteration is shown in Fig. 2 where the oscillatory behavior
typical of an RPA calculation is clearly visible. The final value
for the 65/2-7S1/2» PNC amplitude is at

ER® =0.89034 x 107 "ile|ao(Qw /N). (83)

This value is 0.04% away from the RPA result in Ref. [63]. It
is worth noting that the RPA value is only 1% away from the
more accurate CCSDVT result [46,47].

VII. PARITY-MIXED COUPLED-CLUSTER METHOD

In the previous section, we demonstrated the utility of the
PM-DHF basis sets in relativistic many-body calculations by
computing the '¥*Cs 68,,-7S),, PNC transition amplitude
in the all-order RPA method. The RPA result (83) includes
all second-order MBPT corrections to matrix elements, but
omits important third-order effects including the so-called
Brueckner-orbital diagrams whose contributions are numeri-
cally as important as the RPA ones [33,62,64]. The task of
accounting for these higher-order MBPT corrections can be
systematically carried out by means of the coupled-cluster
(CC) method [65,66]. For example, it is well known that a
CC formalism which includes singles, doubles, and valence
triples (CCSDvT) particle-hole excitations from the lowest-
order state is complete through the fourth order of MBPT
for energies and through the fifth order for matrix elements
[67,68].

The goal of this section is to outline a PM generalization
to the PP-CCSDvT method used in Refs. [46,47], where the
conventional PP-DHF basis sets were employed. A labor-
intensive numerical implementation of the method discussed
here will be the subject of our future work. Since there are
multiple implementations of relativistic PP-CC methods, es-
pecially in the quantum chemistry community, our theoretical
formulation may be useful in the work of other groups as well.

There are several advantages to the PM-CC formulation.
First of all, the PP-CC codes are already available, and we out-
line the strategy for a relatively straightforward generalization
of these codes. For example, the CCSDvT method reproduces
the relevant atomic properties at a few 0.1% accuracy level,
therefore, the PM-CCSDvVT method (barring implementation
errors) should at least be as accurate. Moreover, as mentioned
in Sec. I, since the lowest-order PM-DHF result is only 3%
away from the more accurate CCSDvVT value [46,47], the
correlation corrections in the PM approach are substantially
smaller than in CCSDVT and, hence, a greater accuracy can be
expected. In addition, the PM-CC formulation avoids directly
summing over intermediate states in expressions for parity-
nonconserving amplitudes, as in the original PP-CCSDvT
method. This reduces theoretical uncertainties associated with
highly excited and core-excited intermediate states, a subject
of controversy [46—49].

We begin our discussion by going back to the second-
quantized form of the full electronic Hamiltonian H' [Eq. (5)]:

H =H|+G

—Zew[a” al+ = Zg”k,zv [ daja,].  (84)
t]kl
where we have dropped the one-particle term Zij(vl—/IF -

U")ijN [a?a;] which vanishes due to our choice of the poten-
tial U' = V.
In the CC formalism, the exact many-body eigenstate |W;)
of the Hamiltonian H’ can be represented as
W) = Q') = N[exp(K")]| ¥/

1
= (1 + K+ 2 NIK®] + - ) (), (85)
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where €' is the wave operator, | W/(?)) is again the lowest-order
PM-DHF state, and the cluster operator K’ is expressed in
terms of connected diagrams of the wave operator [69]. In the
CCSDvVT approach, the cluster operator K’ is approximated

by
=Y (KDu+ Y (K}
~S +D.+S, +D’ +7,

_ 1 o rt /{ ror
- Z Pmam g + 5 Z Iomnaba n Aply
ma

! mnab

o ot
+ meva + 57 21 menvaaman a,a,

m#v mna

4 /T oo
+ 2 z :pmnrvabam a, a, apd,a,

mnrab

JLW}MM (86)

with the double-headed arrow representing the valence state.

Here, S|, = (K}), and D, = (K ), are the PM valence singles
and doubles, S, = (K!); and D, = (K]), are the PM core
singles and doubles, and 7, = (K )3 is the PM valence triples.
Note that here they are expressed in terms of the PM creation
and annihilation operators a;T and 4}, in contrast to the conven-
tional CC approach where the cluster operators are expressed
in terms of the PP creation and annihilation operators.

The goal of a CC calculation is to compute the cluster am-
plitudes p’ in Eq. (86). These amplitudes may be found from
the Bloch equation [69] specialized for univalent systems [70]

(e, — H)(K)n = {Q'G'Q

}connected,n ’

/ ! Yal ! (87)
(81) + 4k, — H())(Ku)n ={0'G'Q }connected,m
where the valence correlation energy is given by
SE, = (¥ GQ |w), (88)

and Q' = 1 — [W/ @) (W@ is a projection operator onto the
space spanned by the PM excited states. The subscript “con-
nected” means that only connected diagrams are retained on
the right-hand sides of Eq. (87).

It is worth stressing that we have used for the energy cor-
rection §E, [Eq. (88)] the formula in the conventional PP-CC
scheme. This is justified since the effects of the weak interac-
tion on energies are O(n?). Although this is intuitively clear,
we shall provide a rigorous proof once we have presented
the parity decomposition of the PM cluster amplitudes [cf.
Eq. (103)].

Since the commutation and contraction relations among
the PM operators a, and | are identical to those for the PP
operators aiT and a;, the structure of Eq. (87) for the PM cluster
amplitudes is the same as for the PP amplitudes [46,47,67,71].
In Appendix A, we collect these equations and list them in
their explicit form.

Note that in presenting the PM-CC equations, we have used
antisymmetrized combinations for doubles

/ !/ /
= Punba = Pmnab ~ Pnmab

~/ o
Prmnab = Pmnab

1
= E(ptlnnab + p;tmba - pr/nnba - pr/mmb)’ (89a)
Pmnva = p;nnva - pl/lmva’ (89b)
which have the symmetry properties
Ibr/nnab = _lbl/lmab = _Ibr/nnba’ (908.)
Prmnva = _Izt)nmva7 (90b)

and the fully antisymmetrized valence triples amplitude
P mrvape Which is antisymmetric with respect to any permu-
tation of the indices mnr or ab, e.g.,

~/

~/
~Pumrvab = ~ Pmrnvab

= lbr/nmvba =-cc. on

~/
Pmnrvab =
~/
~Pmnrvba

The symmetry properties (90) and (91) are useful for simpli-
fying the CC codes.

Let us now discuss the structure of the PM-CC amplitudes.
A general knowledge of this structure will prove useful for the
implementation of the PM-CC equations. We begin with the
PM single amplitudes p;,, and p;,, . In the conventional CC
approach where a PP single-particle basis is used, the single
amplitudes have the angular decomposition

Pma = SKmK(, Sm,,,mL,S (ma),

92)
Pmy = 8/(,,,/{1, Sm,,,m,,S(mv)»

where S(ma) and S(mv) are PP reduced single amplitudes.
In the current formalism with PM single-particle orbitals,
Eq. (92) may be generalized by appending to 0,,, and 0y,
P-odd imaginary components as

Prma = Omum, [, S(ma) + indy, ., S" (ma)l,

93)
Py = Smpm, [B,e, S(Mv) + indy, e, 8" (mv)],

where S”(ma) and S”(mv) are PNC single amplitudes. The
fact that a PM single amplitude indeed breaks down into two
mutually exclusive components, a P-even real part and a P-
odd imaginary part, is proved in Appendix B.

Next, we consider the PM double amplitudes p;, . and
Pope As discussed in Sec. V, the PM Coulomb matrix el-
ement g, retains its angular structure, Eq. (59), but the
reduced matrix element Z; (i jkI) acquires a P-odd imaginary
part. Since the PP double excitation coefficients have the same
angular decomposition as the Coulomb matrix elements and
the weak interaction conserves total angular momentum, one
may decompose the PM double amplitudes as

Db = Z]L(mnab)S (mnab),

(94)

Do = ZJL(mnvb)S (mnvb),

where S (mnab) and S§;(mnvb) are the reduced double
amplitudes.

Similarly to the case of the PM single amplitudes, it may
be shown that the the reduced double amplitudes decompose
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into real and imaginary parts

S} (mnab) = Sy (mnab) + inS; (mnab), ©5)
S; (mnvb) = Sy (mnvb) + inS; (mnvb).

Here, the real part §; (mnab) vanishes if £,, + £, + £, + £, is
odd whereas the imaginary part i nS‘Z(mnab) vanishes if £,, +
£, + £, + € is even. The same rules apply for S..(mnvb) and
inS)/ (mnub).

The proof that the reduced double amplitudes indeed sep-
arate into mutually exclusive real and imaginary parts with
opposite-parity selection rules proceeds in a similar manner
as for single-excitation coefficients (cf. Appendix B).

Finally, we consider the PM valence triple amplitudes.
Again, since the weak interaction does not break the total
angular momentum selection rules, p, . . has the following
angular decomposition [67]:

Z)l/nnruab = Z SlLL’h (mnrvab), (96)
LL'h
where & is a half-integer coupling angular momentum and L
and L’ are integer coupling momenta. The formula for writing
the algebraic expression corresponding to the angular diagram
in Eq. (96) may be found in Ref. [69].

The PM reduced triple amplitude S}, ,, (mnrvab) does not
depend on the magnetic quantum numbers. Similar to the re-
duced double amplitudes, S . (mnrvab) may be decomposed
into a P-even real part and a P-odd imaginary part, i.e.,

8; pp(mnrvab) = Sy, (mnrvab) + inS},, (mnrvab), (97)

where S; ;. (mnrvab) vanishes if £, + £, + £, + £, + L4 + €5
is odd and 7, (mnrvab) vanishes if €, + ¢, + ¢, + €, +
£, + €, is even. The proof that valence triple amplitudes
separate into mutually exclusive real and imaginary parts of
opposite parities proceeds in a similar manner as for single-
and double-excitation coefficients (cf. Appendix B).

We have described the angular and parity structure of the
PM-CC single, double, and valence triples amplitudes. Let us
now turn our attention to the correlation corrections to the
energy expressed in the PM basis. Up to the level of valence
triples, the valence energy correction may be written as

8E) = 8Egp + SE( + 8E 7, (98)
where SE{}, represents the linear singles-doubles corrections

- [ [ IV
8EéD = Z g:)avmpr/nu+§ Z g/(lbL*mpmuab+E Z g/vbmnlol/ﬂnvb’
ma

mab mnb
99)

while 8E/. contains contributions from nonlinear singles-
doubles terms

/ _2 :~/ AN VAP VAN
SECC - gabnr[pvblonrva PubPLurva pnvpvrab]

abnr
+ Zg/aunrpr/mp;v + Zg/abnvlor/)alor/tb’ (100)
anr abn
and SE/; is the valence triples term
1 .
5E\/'T = E Z g;bmnp;mnvab' (101)

abmn

For completeness, we also present the correlation correc-
tion to the core energy SE., although it is not needed in the
CC calculations. Since we do not include core triples in our
formalism, the correlation correction to the core energy has
the form

1 1
SEC/ = 5 Z g/abmni)mnab + 5 Z g/abmnpmapnb- (102)

abmn abmn

Physically, the energy corrections presented here must be
real valued. Nevertheless, that they are so is not immediately
clear from Eqgs. (99), (100), (101), and (102) alone. However,
once the decomposition of the PM Coulomb matrix elements
and CC amplitudes into real and imaginary parts of opposite
parities is taken into account, the reality of the CC energy
corrections becomes apparent.

For example, consider the term ), ZvqumPma in Eq. (99).
Since v appears twice in Zyum. its (nominal) parity is
(—=1)t»t+t which is the same as that of p,,. Thus, Zvewm and
Pma are either both real or imaginary simultaneously so their
product is always real. We may also consider, for example,
the term Zabm Zabnr PubPrrva 10 Eq. (100). Suppose now that
o+ £, + ¢, is odd and that ¢, and ¢, are even. Then, g,
and o, are both imaginary while p,; is real. As a result, the
product of these three terms is real and the same argument ap-
plies to other cases. The upshot here is that if the total parities
of several quantities are even, then their product is real. Since
the indices of the terms contributing to the correlation energy
always appear in pairs, the total parity of each contribution is
even and thus they are all real.

Moreover, since each imaginary quantity comes with the
small factor n, the PM correlation corrections to the energies
of the core E, and a valence state E,, are given by

SE, = 8E. + O(1),

/ ) (103)
SE, = 8E, + O(n?),

where §E,. and SE, are the correlation corrections calculated
using PP bases. This fact is in agreement with the general
observation that the weak interaction does not produce energy
shifts up to O(n?).

In a conventional PP-CC scheme, the correlation energies
are used as a test for the convergence pattern of the CC
amplitudes. Analogously, Eq. (103) show that in a PM-CC
calculation, the correlation energies can be used to test the
convergence of the real parts of the CC amplitudes. They
do not, however, provide information about the convergence
of the imaginary parts. We control the convergence patterns
of these P-odd components by directly observing the largest
change from iteration to iteration.

The fact that a cluster amplitude’s real and imaginary parts
are of opposite parities allows us to formulate a strategy for
implementing the PM-CCSDVT code as follows. First, the
conventional PP-CC program is executed until it converges.
The resulting PP cluster amplitudes from this program are,
up to O(n?), the real components of their PM counterparts.
These PP amplitudes are then used as the initial values in a
modified PM-CC code. This modified code uses the complex-
valued PM matrix elements z;; and &, (with parity selection
rules modified accordingly) to compute the imaginary PNC
part of the PM cluster amplitudes. The convergence of these
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TABLE I. Contributions to the parity-violating amplitude EPV
for the 65, /2 — 75| transition in '**Cs in units of 10~""i|e|ayQw /N.
Here, N = 78 is the number of neutrons in the '*3Cs nucleus. The re-
sults are from the CCSDvVT calculations [46,47] in the sum-over-state
approach. Improving the accuracy of the tail contribution (shown in
red) is the goal of this work.

Coulomb interaction corrections

Main (n = 6-9) 0.8823(18)
Tail 0.0175(18)
Total correlated 0.8998(25)
Other corrections

Breit (Ref. [39]) -0.0054(5)
QED (Ref. [44]) -0.0024(3)
Neutron skin (Ref. [40]) -0.0017(5)
e-e weak interaction (Ref. [32]) 0.0003

Final 0.8906(26)

imaginary parts is checked via their relative changes from
iteration to iteration.

Once the PM cluster amplitudes and correlation energies
have been found, one may use the obtained wave functions
for two valence states W/ and W/ to evaluate various matrix
elements, such as that of the electric dipole operator entering
PNC amplitude,

r_ <‘I’{u|Zij<i/|1|j/)a;TaQIlP;)
SNV AT AT AT Ty B

(104)

The corresponding CCSDvT expressions are given in
Ref. [67]. The “dressing” of lines and vertices in expressions
for matrix elements is the same as discussed in Ref. [72]. The
only difference is that all the PP quantities are to be replaced
by PM ones.

VIII. DISCUSSION

We have discussed how a conventional coupled-cluster
(CC) calculation which uses parity-proper (PP) single-
electron basis functions may be generalized to use parity-
mixed (PM) basis functions instead. In this PM version of
the CC method, the parity-nonconserving (PNC) electron-
nucleus weak interaction is incorporated into the zeroth-order
single-electron Dirac-Hartree-Fock (DHF) Hamiltonian. Such
a PM-CC formulation has the advantage over the traditional
PP-CC method for several reasons.

First, in a conventional PP-CC calculation of the PNC
amplitude where the sum-over-states approach is used [cf.
Eq. (1)], contributions to the PNC amplitude are often split
into a “main” term, coming from low-lying excited states, and
a “tail” term, coming from highly excited and core-excited in-
termediate states. A typical breakdown of these contributions
[46,47] is given in Table I.

It may be observed from Table I that although the “main”
and “tail” terms in the CCSDvT method have the same ab-
solute uncertainty, the fractional inaccuracy of the former is
at the level of 0.2%, whereas that of the latter reaches 10%.
In the PM-CC approach, summing over states and thus the
artificial separation into “main” and “tail” terms are avoided.

As aresult, the fractional inaccuracies of all the contributions
are anticipated to be at the level of 0.2%. Since the “tail”
contributes only 2% to the PV amplitude, this means that
one of the largest sources of error in Table I will be effec-
tively removed. Thereby, with the PM-CCSDvVT approach, we
anticipate improving the current 0.5% theoretical uncertainty
[48] to ~0.2%, reaching the new improved accuracy level in
the low-energy test of the electroweak sector of the standard
model.

Second, the lowest-order DHF result in this PM approach is
only 3% away from the more accurate CCSDVT value. This is
to be compared with the traditional DHF result which is off by
18%. This indicates that the correlation corrections in the PM
approach are substantially smaller than in the conventional PP
method. Depending on the MBPT convergence pattern, one
can generically expect an improved theoretical accuracy. In
addition, the upgrade of existing and well-tested large-scale
PP-CC codes to PM-CC ones is relatively straightforward.

The implementation of a PM-CC code requires a basis
of PM single-electron orbitals, which are eigenstates of the
PM-DHF Hamiltonian (4). In this paper, we presented several
methods through which these eigenstates may be obtained
with high accuracy. We note here that the symmetry of Eq. (1)
with respect to the exchange D, <> Hy suggests an alter-
native approach to the APV problem: instead of using the
Hamiltonian (4), one adds an operator AD, (A may be thought
of as the strength of an external electric field E = A2) to the
PP atomic Hamiltonian A and solves for the eigenstates W(X)
of H + AD,. With W()) obtained, one may then proceed to
computing the expectation value (W(1)| Hy |W (1)), hence, the
PNC transition amplitude (1) may be calculated by taking
the first derivative with respect to A. This method has certain
advantages such as the relatively simple form of the operator
D,. However, since D, is a tensor operator of rank one, as
opposed to Hy which is a pseudoscalar, it can couple orbitals
with different total angular momenta, thus leading to a drastic
increase in the number of allowed angular channels in a CC
calculation.

With the PM bases obtained, we proceeded to computing
the PM matrix elements of interelectron Coulomb interaction
and the electric dipole operator. The former are needed for the
computation of correlation corrections to the single-electron
wave functions, while the latter are needed to calculate the
PNC amplitude. We demonstrated the numerical accuracy of
our PM approach by using these PM matrix elements in a
random-phase approximation (RPA) calculation of the PNC
amplitude, obtaining a 0.04% agreement with a previous RPA
result [73].

Finally, we presented the extension of the conventional
PP-CC method to a PM-CC formalism. We also proved rig-
orously that a PM cluster amplitude is a complex number
which decomposes into mutually exclusive P-even real part
and P-odd imaginary part. An immediate consequence of this
decomposition is that the correlation energies computed from
these amplitudes are, reassuringly, real. More importantly, that
a PM cluster amplitude is either real or imaginary depending
on its nominal parity allows us to formulate a strategy for the
PM-CC program.

A full implementation of the PM-CCSDvT calculation
based on the strategy mapped out here will be a subject of
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our future work. The result of this computation will help
with the interpretation of the next-generation searches for
new physics with atomic parity violation (APV) [22,23]. In
addition, since there are multiple implementations of rela-
tivistic PP-CC methods, especially in the quantum chemistry
community, our theoretical formulation may be useful in the
work of other groups.
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APPENDIX A: PARITY-MIXED COUPLED-CLUSTER
EQUATIONS

In this Appendix, we present the equations for the singles,
doubles, and valence triples CC amplitudes in their explicit
form. For ease of presentation, we shall suppress all primes on
the quantities involved. It should still be understood, however,
that the quantities appearing here are of PM character and are
generally complex numbers. For convenience, we will use the
notation &;j;.. = & + &; + & + - - - to denote sums of single-
electron energies [67,71].

The equation for the core single-excitation coefficients
reads as

3
(ea = &m)Pma = Xip + Y A}, (A1)

i=1
where XJ, is the linearized singles-doubles term
X = 3 Zoantns + = S B P — = 3 BreanBmie
SD p mban-n 2 -~ monr Fnra 2 s canl-mnoc s
n nr cn

(A2)

while A7 , 5 are all the nonlinear singles-doubles terms

AS] = Z gmdrspmpsd - Z gcdas;omcpsd s (A3)
drs cds

, 1 L. 1 U
Aéz = —5 chdrsprsdapmc - 5 chdsrpsmcdpra

cdrs cdrs
+ Z g’cdm lbrmca Psd » (A4)
cdrs
A% = - Z gcdsrpmcprdpsa' (AS)

cdrs

The equation for the core double-excitation coefficients
reads as

6
(8ab - Smn)pmnab = XSdD + ZA?» (A6)

i=1

where the linearized singles-doubles term is given by

1 1 B .
XSdD = 8mnab + Z Z gcdablbmncd + Z Z 8mnrs Prsab

cd rs

+ |:Z 8mnrbPra — Z 8cnabPme
+ Z gcnrbi)mmc + (:’l : i):| ’ (A7)

cr

and the nonlinear singles-doubles terms are given by

A(ll = ngnrspmpsb + Z 8cdabPmec Pnd

rs cd
~ a<b
- |:Z 8mdar PrbPnd + (m P l’l>:|’ (AS)
dr
Ag = |:Z gcdl‘bpnd;brmca - Z gcdarprdpmncb
cdr cdr
+ Z 8cdraPrbPnmed + Z gncrsprb;bsmca
cdr crs
N 1 N . a<b
+ Z 8ners Psc Pmrab — Z Z 8ncrs Pme Psrab + m<n s
crs crs
(A9)
a<b
AISZ = |:Z 8cdar Pnd Pme Prb— ngcrspncprapsb +<m PN n)] P
cdr crs
(A10)
AZ = Z &edtuPruabPmncd + Z 8cdtuPmtac Pundb
cdtu cdtu
~ a<b
- |:Z gcdtu(ptubdpmnuc + pmucdpntba) +<m P I’l>:|’
cdtu
(A11)
A(SI = chdtu(pmpubpmncd + pmclondptuab)
cdtu
- |:Z gcdulptbpucpmnad + Z gcdtuptcpndpmuah
cdtu cdtu
% 3" ZeantronePmas + & 2 (A12)
cdtuPtbPnc Pmuad m<n s
cdtu
Ag = Z 8cdtuPraPubLPmePnd - (A13)

cdtu

The equation for valence singles reads as

3
(80 — &m + 8E) pmy = (Xp)ysy + O (AD,,, + B',
i=1

(Al4)

where B* stands for the contribution from valence triples

s 1 ~
B = z Zgabnrpmnrvab- (A15)

abnr
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The equation for valence doubles reads as

5
(Eav = Emn + 8Ey) puma = (X&), + O (AF), ., + B

i=1

(A16)

where B¢ represents the effect of valence triples on valence
doubles

1 . L
Bl — -3 > (8bcarPmnrube + Zbevr Pumrabe)
rbc

1 _ o
+ 5 Z (gbnrspmsrvab + gbmrspsnrvab)- (A17)

rsb

The equation for valence triples reads as

(Eabv — Epnr + 8Ev)ﬂ~)mnrvab = Bt] + B, s (AIS)

where

Btl =+ Z (gnrsvf)msab + grmsvﬁnsab + gmnsvﬁrmb)

N

- E (gmcva)bnrcb - gmcvblanrca + gncvalbrmcb

c

_gncvb;brmca + grcva,bmncb - grcvh;bmnca)’ (A19)

Blz = Z (gmcab;bnrvc + gncablbrmuc + grcabi)mnvc)

C

+ Z (gnrsbi)msua - gnrsa;bmsvb + grmsb;bnsua

s

_grmwi)nxuh + gmnsh,brxua - gmnsai)rsvb)- (A20)
The formulas for the valence energy correction §E, in these
equations were given in Egs. (99), (100), and (101) in the
main text.

APPENDIX B: PARITY DECOMPOSITION OF
COUPLED-CLUSTER AMPLITUDES

In this Appendix, we prove that PM cluster amplitudes
decompose into real parts with even parities and imaginary
parts with odd parities. More specifically, we show that (i) the
singles amplitude p, . (p,,,) is purely real if the sum £,, + £,
(€, + €,) is even but is purely imaginary if the sum is odd,
(ii) the doubles amplitude p;, . (0),.,,) is purely real if
the sum ¢, + €, + £, + £, (€, + £, + £, + £}) is even but
is purely imaginary if the sum is odd, and (iii) the triples
amplitude o, . is purely real if the sum £, + ¢, + £, +
£y + €, + ¢, is even but is purely imaginary if the sum is
odd. Note that although we limit the current discussion to
valence triples, the proof here applies to cluster amplitudes
of all ranks.

There are several ways through which the selections rules
imposed on the PM cluster amplitudes may be demonstrated.
Here, we present two such methods, namely, a proof by in-
duction on the cluster equations (see Appendix A) and a proof
which uses the parity operator (see below).

1. Proof using the cluster equations
a. Parity-proper cluster amplitudes
We begin by deriving the parity selection rule imposed
on the PP amplitudes. This serves as a starting point which
motivates and generalizes well to the case of PM amplitudes.
For definiteness, we concentrate on the PP core single and
double amplitudes and prove by induction that

Pma X mody (£, + £, + 1), (Bla)

Pmnab X mOdZ(Em + Zn + Za + Zb + 1) (Blb)

From the definition (89a), one observes that p,,,., has the
same selection rule as p,,,q», Eq. (B1b). The selection rules for
PP valence single, double, and triple amplitudes follow from
those for core singles and doubles in a trivial way.

To prove the selection rules (B1) by induction, we consider
solving the PP version of Egs. (A1) and (A6) iteratively. As
initial values, we take ,o,(&) = 0and ,of,?; . = 0. Equations (A1)

and (A6) then give, after the first iteration,

1
Pt =0,

1
P,g,,,)ab = 8mnab-

(B2)

Equation (Bla) is satisfied trivially while Eq. (B1b) is sat-
isfied due to the selection rules on the Coulomb matrix
elements g,uap-

We now assume that Eq. (B1) are satisfied by p{") and
p for n > 2. Let us investigate the driving terms (Xg,)™
and (A3)™ on the right-hand side of the single equation (A1).
A close inspection of these terms shows that they vanish if
£, + £, is odd. For example, the term g(r;';an,or(lz) in Eq. (A2)
is nonzero only if both ¢,, + €, + €, + £, and £, + £} are
even, which implies that £, 4 £, is even. As aresult, Eq. (A1)

implies that

P (X§D)(n) + 21'3:1 (Af)(n)

ma Ga _ em

(B3)

is zero if £, + £,, is odd.

Analogously, one may show that the driving terms (X&,)™
and (A9)™ on the right-hand side of the double equation
(A6) vanish if €, + £, + €, + £, is odd. For example, the
term gﬁ_’j}ubpfﬁcd in Eq. (A7) vanishes unless £, + £; + £, + £,
and ¢,, + ¢, + £. + £, are both even. That these sums are
both even is equivalent to requiring £, + ¢, + £, + £, to be
even. Similar arguments apply to all other terms in Egs. (A7)—
(A13). As aresult, Eq. (A6) implies that

x4 (")+ .67 Ad (n)
pl:;zll’) — ( SD) o _Z;—l ( l) (B4)

iszeroif £,, + £, + £, + £, is odd. Due to the definition (89a),
this selection rule for pr(ﬁ;;]) also applies to ,Z)r(,:‘nfd]]).

By the principle of induction, we conclude that the
selection rules (B1) are satisfied by all core single and dou-
ble amplitudes. An argument along the same line shows

that the valence singles, doubles, and triples satisfy similar
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selection rules:
Pmy X mody(£,, + £, + 1),
Pmnva X Mody (L, + £, + £, + £, + 1), (BS)
Pmnrvab X MOdo (€ + £y + €, + £, + L, + € + 1),

b. Parity-mixed cluster amplitudes

We have proved by induction the selection rules imposed
on the PP cluster amplitudes from the PP cluster equations.
Here, we generalize this method to show that the PM cluster
amplitudes may be decomposed into real and imaginary parts
with opposite parities. Again, we concentrate on the PM core
singles and doubles, proving that

Re(p,,,) & mody (£, + €, + 1), (B6a)
Im(p,,,) & mody (€, + £,), (B6b)

Re(pmnap) ox moda (€, + €y + Lo + €y + 1), (B6c)
Im(opmpap) o mody (£, + £, + £ + £5p). (B6d)

Again, the selection rules for gfmn . are the same as those for
&map a0d the selection rules for PM valence single, double,
and triple amplitudes follow directly from those for PM core
singles and doubles.

Similarly to the PP case, we consider solving the PM
version of Egs. (Al) and (A6) iteratively. As before, we take
ol9 = 0 and :0,;522;1; = 0. Equations (A1) and (A6) then give,
after the first iteration,

(1)

Pma” = Y5

1y
pmnab = Emnab-

(B7)

Equations (B6a) and (B6b) are satisfied trivially while
Egs. (B6c) and (B6d) are satisfied due to the selection rules
on the PM Coulomb matrix elements g/, . (see Sec. V).

We now assume that Eq. (B6) are satisfied for p/" and

p;izzlb with n > 2. It is then straightforward to show that the
driving terms (X&,)™ and (A®)™ (we have used the prime to
emphasize that these quantities are of PM character) on the
right-hand side of the single equation (Al) are real if ¢, +
¢, is even and are purely imaginary if ¢, + £,, is odd. For
example, consider again the term g, p'"" in Eq. (A2). By
the induction assumptions, g’,f,’;zn isrealif £, + € + £, + £, is
even and is imaginary if £,, 4+ £, + £, + £,, is odd. Similarly,
,o,’l(;) is real if €,, + €, + €, + £, is even and is imaginary if
Ly + Ly + L, + £, is odd. As a result, the product gﬁ’}}(mp;(,;”
is real if £,, + €, + £, + €, and ¢, + £, have the same parity
which can only be satisfied if ¢, + £, is even. On the other
hand, if ¢,, + £, is odd then ¢,, + £, + £, + £, and £, + £,
have opposite parities and g;fj}]an p;l(lf) is imaginary.
As aresult, Eq. (A1) implies that

(n) 3
D) _ (Xeh)  + DA™

ma
€4 — €n

(B8)

is purely real if £, 4 ¢,, is even and purely imaginary if £, +
£,, is odd.

TABLE II. The dependence of the reality of the term g% 5/
in Eq. (A7) on the parity of the sum ¢,, + ¢, + €, + £;,. Here, “e”

@ ) 31

stands for even, “o0” for odd, “r” for real, and “i”” for imaginary.

Catly Letla butlu By Doy o+l El,

ol XDy
e e e r r e r
e e o) r i 0 i
e o) e i i e r
e 0 o i r 0 1
o) e e i r o i
0 e o i i e r
0 0 e r i 0 1
0 ) o r r e r

Analogously, it may be shown that the driving terms
(XE)™ and (A9)™ on the right-hand side of the double
equation (A6) are real if £,, + £, + £, + £, is even and purely
imaginary if this sum is odd. Consider again, for example, the
term g 5/ in Eq. (A7). Whether this product is purely
real or imaginary depends on the parities of its factors. This
dependence is shown explicitly in Table II. We observe from
this table that g’c(;‘;bp,’;;’i , is purely real if £,, + €, + £, + £} is
even and purely imaginary if €, + £, + €, + £; is odd. Simi-
lar arguments apply to all other terms in Eqs. (A7)—(A13). As
a result, one finds from Eq. (A6) that

6
Hnt1) _ (XS/%)('!) + Zi:l(A;d)(”)

mnab

(B9)

€ab — €mn

is purely real if ¢, + £, + £, + £} is even and purely imagi-
nary if £,, + ¢, + £, + €, is odd. Due to the definition (89a),
the same selection rules hold for b:;gbl ),

By the principle of induction, we conclude that the selec-
tion rules (B6) are satisfied by all PM core single and double
amplitudes. An argument along the same line shows that
the PM valence singles, doubles, and triples satisfy similar

conditions, i.e.,

Re(pomy) x mody (£, + £, + 1),
Im(pyy) o mody (€, + £,),
Re(pmnva) X moda (b, + £y + €y + €y + 1),
Im(omnva) < moda (€, + £, + € + £,),
Re(pmnrvap) X moda (€ + €y + £y + €y + Lo + £y + 1),

Im(pmnruab) o8 mOdZ(Em + gn + gr + Ev + ea + eb)
(B10)

2. Proof using the parity operator

In the last subsection, we have proved that the PM cluster
amplitudes decompose into real and imaginary parts of oppo-
site parities by using induction. Here, we provide a different
proof using the parity operator in second-quantized form (see
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Sec. III)

N,
‘ 1 u
1-[:2 - E (—1)Xim baitbm,
1\2
o D7 )

X a;l .a g, - .- dq, i\lll()o)>(\1150)i

my

"

ay

Xa, ...al ay, ... am. (B11)

a. Parity-proper cluster amplitudes

We again begin our consideration by deriving the parity
selection rule imposed on the PP amplitudes. We provide here
a formal treatment which motivates and generalizes well to the
case of PM amplitudes. In Sec. III, we presented the second-
quantized form of the parity operator IT. Using Eq. (B11), it
may be checked that the lowest-order state \111(}0), comprising
of one valence electron above a closed-shell core, satisfies

n|eP) = (D" |w), (B12)

where we have again used the fact that the closed-shell core
has even parity.

Since the interelectron Coulomb interaction is P even, we
require that the correlation corrections to the zeroth-order
wave function also satisfy Eq. (B12), i.e.,

OW,) = (=" |¥,), (B13)

where |W,) = Q|¥?) is the PP equivalent of the wave func-
tion defined in Eq. (85).

Expanding the wave operator 2 into singles, doubles,
triples, etc., we may write the wave function ¥, as

1 .
|¥y) = (1 + Z pmaa;aa + 5 Z pmna;,a,'nalabaa
ma :

mnab

1 .
t t ot
+ Z Pmv @,y + 5 Z Pmnvaly,d,Qqdy

m#v mna

1
+§ Z Pmnruabala,ta:ahaaav + .- ) |\I_,1()0)) ’

mnrab
(B14)
which gives
nw,) = (=D [1 + Y (=D ppeatag
+ Z(_ l)eerzu ;Omvalqav
m##v
1 .
+ 5 Z (_ 1 )Zm+[n+ea+[}) pmnaba,lnajlabaa
" mnab

1
Cntita+E,
+EZ(_1) ot pmnvaa;alaaav

mna

1
E : Lty +Lr L+ +L
+ ; (_ 1) hpmnrvab

mnrab

(B15)

m

xal alaiabaaav + - :| |\lll(}0)).

Substituting Eqgs. (B14) and (B15) into Eq. (B12) and
comparing like terms, we obtain the following parity selection
rules for the PP cluster amplitudes:

(_ 1 )lm +ha Pma = Pmas

(_ 1 )EerZU Pmv = Pmv>

(= 1)bortbattatl b = Ponabs (B16)

L +Ly+L, —
(_ 1 ) Pmnva = Pmnva>

Con AL+, 4-Cy 44+ —
(_1) me ' bpmnrvab = Pmnrvab-

The first of Eq. (B16) implies that if ¢,, + £, is odd, then
Pma = 0. Similar parity selection rules follow from the rest
of Eq. (B16).

b. Parity-mixed cluster amplitudes

We have shown that the use of the parity operator IT allows
us to formally prove the parity selection rules imposed on the
PP amplitudes. To extend this formalism to the case of PM
amplitudes, we first consider the effect of IT on a PM single-
electron orbital ;. Since the PM orbital / splits into two
components with opposite parities, Eq. (22), we have

I y)) = (=D |¥) + (=D%in |9)

= (=D () — in 1¥))

= (=D"Py 1)) (B17)
where we have introduced the operator P, which changes n
to —n. We see that the action of IT on ¢/ is equivalent to
multiplying ¢/ with its nominal parity (—1)% and applying
the operator P,. Note that since changing the sign of 7 does
not affect terms O(n?), Eq. (B17) is correct up to O(n?).

To find the PM equivalence of Eq. (B12), we first expand
the PM creation operator a? in terms of its PP counterparts

d =al ~|—in2yijaj_,, (B18)
j

where we have used Eqs. (36) and (47) (see, for example,
Ref. [74] for a detailed discussion on the effects of basis
rotation on the second-quantization operators). As a result, up
to O(n), we have

0 - . . .
O =afa) ... .a] 10)=ala] ...a] |0)

An—1

+in Z yv;a} aZl .. .aZH |0)
i
+inal| D vasal|...al  10)
i

+ootinalal [ Dy, ab | 10), (B19)
i

which makes it clear that
v, ) = (-D)"p, |V (B20)

Again, we have used the fact that the nominal parity of a
closed-shell core is even to remove the factor (—1)2«’ in
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Eq. (B20). Again, we see that the action of IT on W/ is
equivalent to multiplying W/*) with its nominal parity factor
and changing n — —n, where the nominal parity of the many-
electron state W/ is defined as that of its valence orbital (the
closed-shell core has even nominal parity).

We now consider the effect of correlations on the nom-
inal parity of the zeroth-order state. Although the operator
V! in Eq. (4), which comprises of the interelectron Coulomb
interaction and the PNC-DHF potential, is not P even, it is
predominantly so. In other words, we may write

V! = VFC 4 invPNE (B21)

where VFC and VPNC are, respectively, its parity-conserving
and parity-nonconserving parts. As a result, the perturbation
V. preserves, up to O(n), the nominal parity of the zeroth-
order state.

This may be demonstrated more rigorously if we assume,
without loss of generality, that W/ is predominantly even
and write, for brevity, U/© = e© 4 ino®, where the letter
“e” denotes a P-even wave function and the letter “o” denotes
a P—odd wave function. To the first order in V/, the correlation
correction to W/ has the structure

|8W)) ~ (e — ino| V! [e® + ino'®) |e — ino)

+ (o —ine| V! 1@ +ino®) Jo — ine),  (B22)

where, for brevity, we have dropped the energy denomina-
tor and the summation over intermediate states. Expanding
Eq. (B22) and keeping only terms up to O(7), we have

18 ~ (e| V€ 1e) Je) + in (o] VINC @) |o)

+in (e] VN 10©) Jo) (B23)

which clearly shows that, parity wise, §¥, and thus W, have
the same structure as W,©). More explicitly, we require that

W) = (=D"P, W) . (B24)

We may now use Eq. (B24) to derive selection rules on
the PM cluster amplitudes similar for those in Eq. (B16). For
this purpose, we first note the effect of P, on the p’. Since
the weak interaction introduces imaginary components to the
cluster amplitudes, namely, p,,, = pmuq + inp,,, and so on, we
see that changing n — — is the same as taking the complex
conjugates of these amplitudes, i.e.,

Pyoma = (Ppua)”

Py = (0"
Py Ornar = Opna)™> (B25)
Py Orunva = Prunva)™

P’]lor/nnrvah = (Iorlnnrvab)*‘
Using Eq. (B25), we may now write Eq. (B24) in a more
explicit form. Remembering that [/) = Q' |/ ), we may
expand the wave operator 2’ into singles, doubles, and triples,

obtaining

n|w;>=<—1>fv[ +Z< 1t ), Pyl

+Z( 1)( +e meP a/| /
m#v

CnA-Ln+La+L /T AP
E (-1 ”pmnabPa L Ay,

mnab

1
Cn+Cn+La+Ly A B
+5 Z(_l) lomnvaP a,a, a,a,

" mna

1
E L+ +Ca+Cp o/
+ 5 (=D Prmnrvab

mnrvab

1ot

oo

x Pya,a,a'aa,a, + --

} W) (B26)

and

P, W) [ + Y (0h) Py,

ma

+Z(pmv) Pa" /
m#v

1
+5 Z(pr/nnab)*]) a’Ta/Ta;)a/

" mnab

+ 2| Z(pmnua) P ama:’ja:la:)

mna

1 ’ *
+ ; Z (pmnrvab)

" mnrvab

x P, a" /Ta"a’ba;a; 4.

} . (B27)

Substituting Eqgs. (B26) and (B27) into Eq. (B24) and com-
paring like terms, we obtain the following selection rules for
the PM cluster amplitudes:

(=D ply = (o),
(=D Hopr = (ph)",

Cn+Ln+La+L
(_1) et bpmnab (pmnab) (B28)
Cnt+Ly+Ly+La —
(_l) ot pmnva - (pmnua)*’
Lt ln+Lr+Ly+La+Lp o/ (A *
(_1) ' bpmnrvab - (Iomnrvab) :

Clearly, if v, and v, have the same nominal parity, then the
first of Eq. (B28) implies that p;,, is real. On the other hand, if
Y, and ¥/ have opposite nominal parities, then this equation
implies that p; is imaginary. The rest of Eq. (B28) have
the same interpretation for p;,, and other double and valence
triple amplitudes.
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