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Fluctuations of subsystem entropies at late times
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We study the fluctuations of subsystem entropies in closed quantum many-body systems after thermalization.
Using a combination of analytics and numerics for both random quantum circuits and Hamiltonian dynamics,
we find that the statistics of such entropy fluctuations is drastically different than in the classical setting. For
instance, shortly after a system thermalizes, the probability of entropy fluctuations for a subregion is suppressed
in the dimension of the Hilbert space of the complementary subregion. This suppression becomes increasingly
stringent as a function of time, ultimately depending on the exponential of the Hilbert space dimension, until
extremely late times when the amount of suppression saturates. We also use our results to estimate the total
number of rare fluctuations at large timescales. We find that the “Boltzmann brain” paradox is largely ameliorated
in quantum many-body systems, in contrast with the classical setting.

DOLI: 10.1103/PhysRevA.105.022416

I. INTRODUCTION

Since the birth of statistical mechanics, there has been
intense interest in studying how closed classical systems ap-
proach equilibrium, and the statistics of their fluctuations
thereafter. A central difficulty is precisely justifying how de-
terministic dynamics gives rise to a statistical description.
These same questions and difficulties have been recapitulated
in the quantum setting, with significant progress in the last 20
years due in part to the development of quantum information
techniques in many-body physics.

We will be interested in the following question: What
is the time dependence of a spatial subsystem of a closed,
finite-dimensional quantum many-body system after equili-
bration? Common lore suggests that the fluctuation statistics
of subsystems look essentially the same at any point in time
postequilibration. For instance, if a subsystem’s equilibrium
entropy is S, then it is often said that the probabil-
ity it dips down to S’ is proportional to ~exp(S’ — ).
Surprisingly, this is not the case in the quantum setting. Pre-
vious work [1-6] has established that infinite-time-averaged
fluctuations of a subsystem are exponentially suppressed in
the Hilbert space dimensional of the complement. While
these results are clearly distinct from the classical setting,
the degree to which they are an artifact of the infinite-
time average was unclear. In particular, the average is
dominated by the behavior of the system at extremely
late times, which includes the behavior of Poincaré recur-
rences [7,8] and other exotic phenomena which are physically
inaccessible.
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Through analytic and numerical methods, we will quanti-
tatively demonstrate that a large suppression of fluctuations
already occurs shortly after equilibration, and that this sup-
pression becomes more extreme as a function of time.
Interestingly, these findings enable new predictions in exper-
imentally testable regimes. The suppression of fluctuations
is rooted in the development of long-range entanglement,
which has no counterpart in classical many-body systems.
Importantly, long-range entanglement continues to be gen-
erated long after equilibrium occurs. Moreover, our findings
interpolate between known results about fluctuations at the
timescale of equilibration and infinite-time-averaged fluctu-
ations, which capture extremely late-time behavior. In this
paper, we adopt the terminology that “late” designates times
postequilibration. For related work characterizing rare fluctu-
ations, see also [9,10].

Specifically, for a quantum many-body system, we con-
sider the von Neumann entropy S(ps(t)) of the reduced
density matrix of a contiguous subregion A as a function of
time, and study its fluctuations. We can get explicit bounds
when the evolution is given by a random quantum circuit
(RQC), and see that these bounds are parametrically tight in
numerically accessible regimes. Furthermore, we study the
statistics of S(pa(t)) in systems with Hamiltonian dynamics,
and find that these statistics recapitulate the RQC bounds and
numerics.

The statistics of postequilibrium fluctuations is funda-
mental to the Boltzmann brain paradox. The debate over
Boltzmann brains has a long history (see [11] for a recent
review) and raises confusing questions in light of modern
cosmology [11-18]. Our results provide a mechanism for the
suppression of rare fluctuations which is unique to quantum
many-body systems. We will formulate a precise version of
the Boltzmann brain paradox in a simple setting and provide a
quantitative analysis towards its resolution. It will be essential
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FIG. 1. Diagram of a brickwork RQC on a 1D ring of n qudits,
evolved to a depth 7.

to discuss the nature of fluctuations and measurements within
a closed quantum system, as in Sec. V.

II. LATE-TIME ENTROPY FLUCTUATIONS FOR
RANDOM QUANTUM CIRCUITS

RQC:s are analytically tractable models of quantum many-
body dynamics. The basic setup is to consider discrete-time
dynamics where at each time step spatially local unitaries are
applied to the system. The unitaries are each independently
and randomly chosen from some common distribution so that
the unitary time evolution is Markovian while still respecting
spatial locality. This randomness in both space and time is
a key technical tool in the analysis of RQCs. While RQC
time evolution forgoes energy conservation, other dynamical
features are known to have quantitative commonalities with
Hamiltonian systems, such as the spreading of entanglement
and quantum information scrambling, among others [19-24].
With these features in mind, we initiate our investigation of
subsystem entropy fluctuations for random quantum circuits,
and later use our results as a point of departure to understand
the Hamiltonian setting.

For concreteness, we consider a particular random circuit
model, although some of our results will be significantly more
general. Consider a one-dimensional (1D) periodic chain of
n g-level systems which we refer to individually as qudits.
The total dimension of the Hilbert space is d = ¢", where we
suppose for simplicity that n is even. The qudits are jointly ini-
tialized in a product state; we will see that the particular choice
of product state does not matter. We choose the layout of the
gates to form a brickwork pattern, depicted in Fig. 1. As seen
in the figure, at each time step we lay down staggered layers
of n/2 unitaries independently drawn from the Haar measure
on U(g?) as nearest-neighbor gates. Due to the placement of
the random unitaries and the fact that the Haar measure on
U(q?) is U(g) x U(q) invariant, the probability distribution
over states after the first time step (and accordingly thereafter)
is independent of the choice of initial product state. We will
refer to this entire RQC setup as the “1D RQC brickwork
model.”

We begin by analyzing the entropy fluctuations of subsys-
tems at preequilibrium timescales, to orient our understanding
of fluctuations at postequilibrium timescales. Let p(¢) denote
the state of the system after ¢ time steps, and accordingly let
pa(t) be the reduced density matrix of a contiguous subregion
A with associated Hilbert space dimension dj. It is convenient

to denote the complement of A by B, and label its Hilbert space
dimension by dp. The maximum von Neumann entropy of
pa(t) is In(dy), corresponding to the maximally mixed state
14/d4. In our RQC model, for A being less than half of the
system, p4(¢) approaches maximal entropy during the process
of equilibration, and so we will be interested in deviations
from maximal entropy and likewise deviations from the state
being maximally mixed. We will phrase our results in terms
of probabilities over the space of admissible RQCs. Consider
the following:

Theorem 1 (Fluctuation bound at early times). For 1D
brickwork
RQCs on n qudits with local dimension g and of depth
t, the entropy of the evolved state ps(¢) obeys

Pr(S(pa(1)) < In(dy) —8)

L /d 29 20D
— 4+ dy| —— , 1
66—1<dB+A<q2+1> M

and the distance to the maximally mixed state obeys

Pr(llpa(t) — La/dally = 8)

1 [dy 2g \*7V
< =2 +di —— . 2
\82<d3+ A<q2+l> ()

The proof of this theorem, as well as all other proofs in this
section, can be found in Appendix B. The theorem tells us that
with high probability in a given quantum circuit, the entropy
of p4(t) approaches its maximal value at times ¢ ~ In(dy ), and
accordingly pa () becomes approximately maximally mixed.
Moreover, when ¢t ~ In(dg), the right-hand sides of both in-
equalities (1) and (2) are on the order of ~e PY®d, /dy. Thus
the timescale for local equilibration is # ~ In(d, ), in the sense
that regions like A undergo only small fluctuations after this
time. On the other hand, the size of typical fluctuations on
small regions continues to decrease exponentially until ¢t =
O(n), the global equilibration time, which is also the time at
which fluctuations on any subextensive region become small.

While Theorem 1 holds for all times ¢, it appears to only
capture the behavior of rare subsystem fluctuations for times
t < O(n), i.e., before the global equilibration time. Once we
reach times beyond O(n), the size of typical fluctuations
plateaus, but we we will find that the suppression of rare
fluctuations becomes continually more extreme.

Now we turn study to postequilibration timescales, and
develop bounds on entropy fluctuations for ¢ > n. A key tech-
nical tool will be unitary k-designs, which are reviewed in
Appendix B. At a high level, an ensemble £ of unitaries (such
as an ensemble of RQCs with ¢ layers) is a k-design if its
first k moments agree with those of the ensemble of Haar-
random unitaries with the same dimensions [25,26]. In our
applications, we will consider RQC ensembles which form
approximate unitary k-designs, as given in Definition 1 in
Appendix B. Note that it is nontrivial to show that an RQC
ensemble forms an approximate design: while RQCs are built
out of local random unitaries, we are asking that they emulate
a nonlocal random unitary which is the size of the entire
system.

Nonetheless, it is believed that 1D RQC models form
approximate k-designs after t = O(nk) layers. Since the equi-
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libration time for the entire system is O(n), it would take
around k equilibration times for the RQC ensemble to form
an approximate k-design. As usual, there is a gap between
what is believed and what can be proved. To be precise and
rigorous, we first phrase our results in the language of unitary
designs, and then discuss what can presently be proven about
the relationship between approximate k-designs and circuit
depth for 1D RQCs. Concentration bounds for unitary designs
were studied before in [27], where similar bounds were given
for the entropy and trace distance. Our results improve on
these bounds, but the approach was largely inspired by theirs.
We have the following:

Theorem 2 (Fluctuations for approximate designs). For an
approximate unitary 4k-design &, the entropy S(p4) of ps =
trg(U |y ) |UT), where U is drawn from &, obeys

973 dy
Pr(S(pa) < In(ds) — 6) < ("'*dk)( : d3> v

where y := = —1- ZA and for § > d . Similarly, the dis-

tance between p4 and the maximally mlxed state 14/ds obeys

n? dg

where 1 := max{§2, e /2 _ 1} — dz and taking 8% > d—"

Suppose that A is small compared to the total system size,
in which case ds/dg ~ 1/d. Then the above theorem tells us
that the probability of large entropy fluctuations is suppressed
as ~(k/d)* and gets exponentially smaller in the design order
k. Furthermore, for k 2 d the bounds stop improving. (As we
will see, this suggests that there is a timescale related to d after
which entropy fluctuations in RQCs are as small as possible.)

Now we would like to relate the bounds in Theorem 2 to
circuit depth ¢t of an RQC ensemble. Although it is expected
that we achieve an g-approximate k-design for t = O(nk) for
arbitrary local dimension g, the closest rigorous statement is
the following:

Theorem 3 (Linear design growth [28]). The 1D RQC
brickwork model with local dimension ¢ forms an
g-approximate unitary k-design when the circuit depth is
t = O(nk) for some g > q(, where gy depends on k.

This result evidently requires large g. For g =2, i.e.,
qubits, one of the best results is that the 1D RQC brickwork
model forms an approximate unitary k-design for depth ¢t =
O(nk'") for k < +/d [29].

In light of Theorem 3 and the fact that we expect our
1D RQCs will become approximate unitary k-designs for
t = O(nk) even for g = 2, we formulate the following corol-
lary to Theorem 2, where we have simplified the form of the
inequalities for clarity:

Corollary I (Fluctuation bound at late times). Suppose
there is an RQC which becomes an approximate unitary
k-design after t = Cnk layers for some constant C depending
on g. We take d4 = O(1) and let n be large. Then the entropy
fluctuations of p4(¢) are suppressed exponentially in the
circuit depth ¢ as

973 d
Pr(llps — La/dally > 8) < ("'Uk)( i A) )

1 \t/(Cn) ,

B <Cd
Pr(S(pa(t)) <In(dy) —68) < (e”/d) , I 5
(S(oa®)) (dy) )N ede/n’ t>Cd )]

t ~log(da)

~+

g
3
3

—_

n

(<

At R

2
L Pr(fluctuation)
o)

Time (circuit depth)

FIG. 2. Schematic of the time dependence (on a log-log scale) of
the probability that the entropy of p4(#) undergoes a fluctuation of
some fixed magnitude away from its average value, as bounded by
Corollary 1.

for a constant C’ < 1 and § > d , and similarly

LL)Z/(CH)’ ¢ <Cld

< (4 6
DS cdfn t>Cld, ©

Pr(llpoa(t) — 1a/dalls =

where C’ < 1and 8% > &.

We note that for large Bq, the above corollary applies to 1D
brickwork random circuits due to Theorem 3, but not up to
exponential times ¢ ~ g".

Corollary 1 tells us that the entropy fluctuations of p4(#)
decay superexponentially as a function of depth ¢, and that
the fluctuations bottom out at size ~e~¢ at times ¢ ~ d and
thereafter, where we recall that d = ¢%™. The trace distance
between pa () and the maximally mixed state follows a simi-
lar behavior. A schematic of this behavior is shown in Fig. 2.

We emphasize that this time dependence is very different
than the conventional picture of entropy fluctuations: the size
of fluctuations is not statistically similar at all times postequi-
libration, but rather the size continues to shrink rapidly until
exponential times in the number of sites, n, after which the
fluctuations are double-exponentially small in n. Numerical
evidence in the next section supports that our bounds capture
the essential parametric behavior.

Interestingly, fluctuation statistics do not appear to be an
artifact of RQC models, and we will argue that the same
parametric time dependence depicted in Fig. 2 is also appro-
priately realized in Hamiltonian systems. We will take this
up in the next section with an appeal to numerical evidence
combined with an understanding of previous results in the
literature.

We conclude this section with a notable consequence of the
above theorems for RQCs:

Theorem 4 (Counting fluctuations). For 1D  brickwork
RQCs on n qubits, let N™(8) be the number of discrete times ¢
that a contiguous subsystem A satisfies S(p4(¢)) < In(dy) — 6
for times cg In(dy) <t < ef=?, where ¢ > 1 and cree < 1.
Then for n large enough and the constant cyec = ¥2/(973d3e),
the probability of a single entropy fluctuation is bounded as

l %C[h—l
=@

Pr (N{™(8) > 0) <
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Similarly, if N{!(8) is the number of discrete times ¢ that A
satisfies ||pa(t) — 14/dall; = 6 for ¢ in the same range, then
for n large enough

Pr (Ndist(a) > 0) < E <i> %Clh71 (8)
4 =82 \da '

A proof can be found in Appendix B. We state the result for
local qubits (¢ = 2) and note that the bound only improves for
larger local dimension.

This result establishes that we do not expect the subsystem
A to fluctuate by an O(1) amount even once between the vastly
different timescales ¢y, In(dy) and e=<¢. Here, ¢y, In(d,) is a
thermalization timescale for A, whereas the e“~? is paramet-
rically the timescale at which the entire system undergoes
a Poincaré recurrence. We will discuss implications of this
result in Sec. I'V.

As discussed in Appendix C, many physical systems may
have a polynomially slower approach to global equilibrium.
However, even in the case of slower hydrodynamic relaxation,
the charge-conserving RQCs discussed in Appendix D appear
to exhibit 1/d suppression after polynomial times. Moreover,
we expect that Theorem 4 generalizes to the setting where
global equilibration occurs on poly(n) timescales, followed
by exponential suppression and ultimately double exponential
suppression thereafter.

III. HAMILTONIAN EVOLUTION AND NUMERICS

We want to study the size and rarity of fluctuations in
systems undergoing chaotic Hamiltonian evolution, drawing
insights from our results for RQCs. When discussing RQC:s,
we characterized the probability of fluctuations with respect
to the ensemble of random circuits. To draw an analogy with
Hamiltonian evolution, we first need to ask what it means for
a fluctuation to have small probability. One natural analog of
the RQC ensemble is an ensemble of chaotic Hamiltonians,
or alternatively an ensemble of initial states. We focus in-
stead on the frequency of fluctuations over time for a single
local Hamiltonian, chosen to be chaotic. During later time
windows, we expect that typical fluctuations are smaller and
larger fluctuations are more rare.

For states evolving under chaotic Hamiltonians, the
statistics of fluctuations are difficult to study analytically.
Previous analytic results primarily characterize infinite-time
averages [4,5,30,31] or averages over finite times that are ex-
ponential in system size [32].! Some results characterize equi-
libration by examining certain time-dependent observables,
whereas others analyze equilibration by leveraging certain
assumptions on the Hamiltonian energy spectrum [33-35].
For further review of relevant literature on the relaxation to
equilibrium in many-body systems, including results about
infinite-time averages, see Appendix C.

While fluctuations at infinite timescales are well under-
stood, we are also interested in (comparatively) earlier times,

'Reference [32] characterizes average fluctuations over some finite
timescale 7', with conditions on the minimum size of T for the bound
to become effective. For generic chaotic Hamiltonians, this minimal
value of T is exponential in system size.

Relaxation of subsystems for spin chains
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FIG. 3. A nonintegrable spin—% chain is simulated numerically,

initiated in a fixed, translation-invariant product state. For a subsys-
tem A of two contiguous qubits, the fluctuation ||pa(t) — pj*|l, of
pa(r) from its time-averaged value py'® is plotted over time (log-
linear), with different curves for spin chains of varying length n. The
dashed line indicates the time-averaged value of the fluctuation, over
the duration of the dashed line. The fluctuations decrease exponen-
tially for a time proportional to n, plateauing at a value exponentially
small in system size.

namely, after equilibrium but before exponential times. In
the case of RQCs, Theorem 1 and Corollary 1 characterize
the increasingly strict suppression of fluctuations throughout
this time period. Here we ask whether chaotic Hamiltonian
systems exhibit a similarly drastic suppression.

We begin by considering the decay of fluctuations during
the relaxation to equilibrium. In Theorem 1, we characterized
this decay for 1D RQCs of length n. There, the reduced
state p4(¢) of a small subsystem A approaches its long-time
average after ~ In(d, ) time, and afterwards the size of typical
fluctuations decreases exponentially until O(n) time, when the
typical distance of p4(¢) from its average is at most 1/d.

Here we numerically investigate the analogous regime for
spin chains with chaotic Hamiltonians. Many relevant aspects
of such evolution are already well characterized [36], includ-
ing generic thermalization of O(1)-sized subsystems within
O(1) timescales. We ask whether there is also continued sup-
pression of fluctuations until at least O(n) time, in analogy
with Theorem 1.

In particular, we simulate a nonintegrable Hamiltonian
on a small spin chain of up to 20 qubits, initiated in a
translation-invariant product state. We use the nonintegrable
model studied in [37], a chaotic Ising model with both trans-
verse and parallel fields, as described in their Eq. (1), and
we use the same couplings.> For similar results using other
Hamiltonians, including a discussion of “typical” behavior,
see Appendix E.

2When not otherwise specified, the initial state is the translation-
invariant product state |Y+)®", described in [37] as a strongly
thermalizing initial condition. At lower energy densities, the model
may have an approximately integrable quasiparticle description [38],
which is why we primarily use the former state.
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Distribution of entropy fluctuations for RQCs

101 |
thO

Al
10—3 ]

10—5 ]

(Smax — S(t)

f—: 10—7 ]

0.0 02 0.4
Entropy fluctuation AS

FIG. 4. Brickwork RQCs on periodic 1D chains of length 6 are
simulated for 15 layers, for 2.5 x 10® random trials. Considering
a subsystem of a single qubit, we plot the empirical probability (y
axis) of entropy fluctuations of size AS (x axis). Curves are plotted
for different times ¢, i.e., circuit depth. We see that the extreme tails
of the distribution (lower right) take longer to reach their late-time
values.

Focusing on a small subsystem A of two adjacent qubits,
Fig. 3 shows the fluctuation F (1) = [|pa(t) — py *|l, over
time, where p}'® is the long-time average. We confirm that
while the subsystem equilibrates in O(1) time, in the sense
that F'(r) becomes small, the typical size of fluctuations
continues to decay exponentially until O(n), as expected by
analogy with Theorem 1.

When analyzing late-time fluctuation statistics, the analogy
between RQCs and Hamiltonian evolution must be made at
times larger than any prethermalization timescale, and af-
ter the relaxation of hydrodynamic modes, as discussed in
Appendix C. After this regime, we might expect that Hamil-
tonian dynamics ultimately yield an exponential relaxation
of fluctuations, until the typical size of fluctuations is 1/d.
This behavior is explored for charge-conserving RQCs in
Appendix D. We leave further investigation to future work.

At later times, Corollary 1 for RQCs suggests that the prob-
ability of O(1)-sized fluctuations continues to exponentially
decay, until exponential times ¢ ~ d when the final suppres-
sion is doubly exponential. To illustrate the full range of this
behavior with numerics is extremely difficult: even for modest
system sizes, doubly exponentially suppressed fluctuations
will simply not occur when sampling a tractable number
of time points. However, we can attempt to demonstrate an
essential aspect of the above behavior for RQCs: namely,
that the tail of the distribution of fluctuations is increasingly
suppressed in time, even after the fypical size of fluctuations
plateaus. This phenomenon is captured for short times poste-
quilibration in the numerics of Figs. 4 and 5, as explained in
the figure captions.

Meanwhile, to numerically verify the behavior of Corol-
lary 1 for the case of Hamiltonian evolution is even more
difficult than in the case of RQCs. Nonetheless, we corrob-
orate an aspect of the Hamiltonian behavior. In Fig. 6, for a
small spin chain, we consider evolution until a time ¢ ~ 109,

Change in tails of distribution of entropy
fluctuations for RQCs

1.0+ — =0
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FIG. 5. Brickwork RQCs on periodic 1D chains of length 6 are
simulated for 20 layers, for 2.5 x 10® random trials. Focusing on a
subsystem of a single qubit, we consider the empirical probability
distribution of entropies S(¢). For various values of the parameter «,
we plot the mean value of the entropy fluctuation (with respect to
random trials) when restricted to the rarest 107 fraction of fluctua-
tions, denoted E,[Sn.x — S(#)]. Thus curves at larger « quantify the
size of increasingly rare entropy fluctuations. At larger «, the curves
take longer to plateau, demonstrating that the extreme tails of the
distribution take longer to reach their late-time values.

using the same nonintegrable Hamiltonian as for Fig. 3. The
figure depicts the fraction of the time within, for 0 < ¢ < 106,
that the entropy deviates by at least AS from its average
value. The probability of fluctuations appears exponentially
suppressed as e~5¢ within this regime. The d dependence is

Distribution of post-equilibrium fluctuations before
exponential time, for Hamiltonian evolution
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10%
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FIG. 6. A nonintegrable spin—% chain is simulated numerically,
initiated in a fixed, translation-invariant product state, and evolved
until # ~ 10°. For a subsystem A of one qubit, we plot Pr;(Spax —
S(t) > AS), the fraction of the time that the entropy S(z) of p4
deviates by at least AS from its maximum value of 1. The plot is
log-linear, with different curves for spin chains of varying length n.
Inset: The best-fit slopes (y axis) of the former curves are plotted
with respect to n (x axis) on a log-linear scale, demonstrating an
exponential increase with respect to n.
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Time until fluctuations, for Hamiltonian evolution

103

104,

103 J

102 J

Time to first fluctuation > AS

101 ]

0.0 0.1 02 03
Entropy fluctuation AS

FIG. 7. A nonintegrable spin—% chain is simulated numerically,

initiated in a product state, and evolved until ¢ ~ 10°. For a sub-
system A of one qubit, we ask how long (y axis) until the entropy
of the subsystem fluctuates a certain distance AS (x axis) from its
maximum value. Distinct curves show data for spin chains of varying
length n. Each curve is averaged over 100 initial states, chosen as
random product states.

demonstrated by the exponential increase in the slope of the
curves with respect to n (shown in the inset). This resembles’
the exponential concentration of the infinite-time result in
Eq. (C3), but witnessed here already at finite (exponential)
times.

Given the increasing suppression of fluctuations at later
times suggested by Corollary 1, one might have the impres-
sion that the rarer fluctuations in Fig. 6 occurred at earlier
times. fig. 7 indicates that is not the case. Instead, fluctuations
are sufficiently suppressed that for a single evolution, the time
required to encounter some AS fluctuation goes like ~ e*5¢,
with no large fluctuations at early times. This behavior cor-
roborates Theorem 4 which is for RQCs.

IV. BOLTZMANN BRAINS AND THEIR SUPPRESSION

Classically, rare fluctuations have been studied in the con-
text of the “Boltzmann brain” paradox (see [11-18] for a
modern treatment). Our results quantify the extreme rarity
of these fluctuations in quantum systems relative to classical
systems. For a discussion of subtleties about the interpretation
of fluctuations in closed quantum systems, see Sec. V below.

Let us cast the Boltzmann brain problem into a precise
mathematical question, in the context of a closed quantum
many-body system. The resulting problem is directly related
to Theorem 4 above. Suppose we consider a closed system
with n qubits (this partitioning into qubits is not essential for
what follows). If the system evolves with respect to spatially
local dynamics, a subsystem A of size In(d,) will thermalize
in a time ~cgy, In(dy) for some O(1) constant cy,. Let Sini
be the initial entropy of p,4, and let Seq be the equilibrium

3Actually, Corollary 1 suggests that fluctuations are further sup-
pressed as ¢4 But for the small subsystem and range of AS
probed by Fig. 6, the suppression only appears as e~25¢,

(thermalized) value. We suppose that Sipiy < Seq, 1.€., that the
subsystem is initialized in some comparatively low-entropy
state. The entire system will undergo a Poincaré recurrence
on a timescale ~¢?“@), where p4 (and more broadly the entire
global state) will return to its initial configuration. We can
ask the following: If Nj“‘((S) is the number of times S(p4(¢))
fluctuates below S.q — & for t between ¢ In(dy) and elreed
then is N§™(8) <« 1 for § = O(1)?

In words, the question is asking how many times A fluc-
tuates into a significantly lower entropy configuration after
thermalizing (but parametrically before a Poincaré recur-
rence). In the classical setting, N™(8) is easy to estimate.
Classical statistical mechanics dictates that the probability
that A fluctuates § below its equilibrium value is ~e~% and
so we expect NS"(8) ~ (e“=? — cgy In(dy)) e~ which is an
enormous number. In such a classical universe, reductio ad
absurdum, the vast majority of humans (or more minimally,
disembodied brains referred to as “Boltzmann brains”) arise
as thermal fluctuations away from equilibrium.

In the quantum setting, this is not so. Assuming the par-
allel between Hamiltonian evolution and RQCs, our results
(in particular, Theorem 4) imply that after a closed quantum
system globally thermalizes [i.e., after times of O(n)], the total
number of fluctuations on a subsystem A away from its equi-
librium entropy by an amount § is enormously suppressed.
Further, after A equilibrates in a time cg, In(dy) but before
global equilibration, the entropy fluctuations are suppressed
by ~d, @) For even modest ¢y > 1, the probability of
even one fluctuation by more than §, Prob(N"(8) > 0) ~
d;o(c“‘) « 1, is small. As such, postequilibration Boltzmann
brains are exceedingly unlikely in closed quantum systems
before timescales parametrically like the Poincaré recurrence.

V. INTERPRETATION OF FLUCTUATIONS

We have referred to changes in a subsystem’s reduced
state as fluctuations. However, even when a state is static,
one sometimes refers to “fluctuations” in the state itself. For
instance, when the reduced state pq ~ %e’ﬁHA on subsystem
A is thermal, one often says it exhibits thermal fluctuations.

Whether or not thermal fluctuations constitute “true” fluc-
tuations may appear a matter of terminology, but the question
is especially relevant to the discussion of Boltzmann brains in
Sec. IV. In that context, even a static subsystem is sometimes
claimed to fluctuate into a Boltzmann brain state. We argue
that despite this common claim, when a closed system evolves
unitarily, subsystems are correctly viewed as static whenever
the state is globally equilibrated.* A related discussion and
overview of opposing arguments may be found in [18].

In the simplest case, suppose that p is the maximally
mixed state p = 1/d of a closed system. Then p is clearly
invariant under unitary evolution. It is sometimes said that the
maximally mixed state can fluctuate, since any measurement
has a nonzero probability for every outcome. However, the

“4As an alternative argument, note that such fluctuations entail some
semiclassical description of the state to begin with; however, fol-
lowing the framework of [39], globally equilibrated states would not
have a semiclassical decomposition.
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term “fluctuation” is misleading here; p does not have any dy-
namical description. In practice, measurements are performed
by coupling p to an external measurement apparatus. Only
then does the joint system fluctuate, encoded by the joint
correlation.

Now consider a subsystem A of a large closed system.
In some circumstances, a distinct subsystem B might behave
like a measurement apparatus within the system, producing
a fluctuation by coupling to A and generating correlations
in psp. However, these dynamics do not occur in a globally
equilibrated state, such as that of our RQC at late times. There,
every subextensively sized subsystem is static, up to minus-
cule corrections. No subextensive subsystem B couples to A so
as to measure it, because p4p is also static. Note this argument
holds whether the subsystems involved are maximally mixed,
thermal at finite temperature, or merely static.

We conclude that fluctuations only occur when the reduced
states of subsystems substantially deviate from their equilib-
rium values.

VI. DISCUSSION

We have argued, using a combination of analytic and
numerical evidence, that entropy fluctuations in equilibrated
quantum many-body systems are suppressed in the total
Hilbert space dimension, tending towards exponential sup-
pression in the Hilbert space dimension as time progresses.
Furthermore, this behavior is vastly different from that of
classical many-body systems, for which more standard ther-
modynamic intuitions apply. A consequence of our findings is
that in closed quantum many-body systems, the suppression
of fluctuations is observable even on shorter timescales after
local equilibration, and for small subsystems (say even on
one or two sites). As such, existing experimental quantum
many-body simulators designed for probing dynamics away
from equilibrium [40—44] should be able to measure this sup-
pression, and perhaps probe novel fluctuation statistics which
go beyond the abilities of numerics on classical computers.

Our findings may suggest the statistics of subsystem fluc-
tuations in pure quantum states are best considered in analogy
with those of classical ensembles, rather than single classical
trajectories. For instance, one might draw an analogy between
RQCs and (classical) stochastic cellular automata, where
the state is represented by a classical probability distribu-
tion over automaton configurations. The marginal probability
distribution on small subsystems might exhibit suppressed
fluctuations similar to those of the reduced density matrix in
the quantum case, posing an interesting direction for future
study.

Further, our results imply that Boltzmann brain fluctuations
are only likely to occur at times exponential in the Hilbert
space dimension, parametrically on the same time scale as
Poincaré recurrences. This alleviates, or at least postpones, the
Boltzmann brain paradox by a mechanism unique to quantum
many-body systems.

From a theoretical point of view, our findings motivate
further investigations of postequilibrium physics in RQCs and
Hamiltonian dynamics. It would be interesting to better under-
stand the role of conserved charges in either setting, beyond
the investigation initiated in Appendix D. More broadly, it

would be desirable to have analytic results in the Hamiltonian
setting, even if only for restricted classes of interactions and
timescales.

ACKNOWLEDGMENTS

We thank A. Alhambra, A. Brown, C. v. Keyserlingk,
M. Oszmaniec, T. Rakovszky, and J. Riedel for enlightening
discussions and comments. N.H.-J. would like to thank A.
Alhambra for helpful discussions on the proof of Proposition 1
in Appendix B. J.C. is supported by a Junior Fellowship from
the Harvard Society of Fellows, as well as in part by the
Department of Energy under Grant No. DE-SC0007870. D.R.
is supported by the Simons Foundation, as well as in part by
the DOE Office of Science, Office of High Energy Physics,
Grant No. DE-SC0019380. Research at Perimeter Institute
is supported by the Government of Canada through the De-
partment of Innovation, Science and Industry Canada and by
the Province of Ontario through the Ministry of Colleges and
Universities.

APPENDIX A: SUBSYSTEM FLUCTUATIONS FOR HAAR
RANDOM STATES

Consider a bipartite system H = H, ® Hp, with total di-
mension d = dsdp and assume d4 < dg. For the random
state U |), where U is drawn Haar randomly from U (d)
and |¢) is an arbitrary initial state, consider the state pq =
trgU |y ) |UT. The averaged von Neumann entropy is [45]

d 1
EglS(oa)] =In(da) = 30+ 55+ 0(dy).
An exact expression for the entropy was also conjectured by
Page [45] and later proven.

A natural question is, given an instance of a random state,
how likely is the entropy of a subsystem to be close to the
average? Equivalently, how rare are large fluctuations in the
subsystem entropy of a Haar random state? This question was
addressed by Hayden, Leung, and Winter in [46], where they
derived bounds on the deviations from the expected value of
S(p4) for Haar random states. Levy’s lemma gives that for
dg > dy 23

(AL)

da (d — 1)8?

Pr (s<pA> <lny) - a) < exp ( ST dA))2>’

(A2)

meaning the probability of a deviation away from the average

subsystem entropy is suppressed exponentially in the total
Hilbert space dimension d.

APPENDIX B: SUBSYSTEM FLUCTUATIONS IN RANDOM
QUANTUM CIRCUITS

We are interested in bounding the probability that the en-
tropy of a subsystem of a state evolved by random quantum
circuit deviates from its maximal value. We again consider
a bipartite system H = H, ® Hp with dimension d = dadp
and d4 < dg. Let us evolve an initial state |i) by a unitary
U;, drawn randomly from the set of depth ¢ random circuits,
and denote the evolved state as p(t) = U, |y ¥y |U,". For the
reduced state on subsystem A, ps(t) = trBU,|w)(1//|U,T, we
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would like bounds of the form
Pr(S(pa(?)) <lIn(dy) —8) < f(1),

where S(p) = —tr(p In p) is the von Neumann entropy. If f(z)
is substantially suppressed, then with very high probability the
subsystem entropy is almost maximal.

Similarly, we are also interested in the distance of the state
on the subsystem p4 to the equilibrium state, which is the
maximally mixed state 14/d4, and we would like to bound
the probability that the distance becomes large. For the state
pa(t) = trglU;| I//)(T,HU: where U, is a depth ¢ random quantum
circuit, we establish bounds of the form

Pr(llpa(t) — La/dally = 8) < f(0).

We prove two versions of the bounds on fluctuations of
entropy and distance from the maximally mixed state, one
which captures the behavior at early times and another which
captures the late-time behavior. The early-time bound for both
entropy and distance fluctuations is a straightforward applica-
tion of Markov’s inequality and a computation of the averaged
purity of the time-evolved state on the subsystem p4 (7).

The late-time bound on fluctuations utilizes the fact that
random quantum circuits form unitary designs. Specifically,
we can prove that entropy and distance fluctuations are sup-
pressed for unitary k-designs, in a manner which depends on
the design order k. Knowing the circuit depth at which random
circuits form designs gives bounds on the fluctuations at late
times.

(BI)

(B2)

Bounds on subsystem fluctuations for RQCs at early times

Both the probability that the entropy of p4 is submaximal
and the probability that p4 is far from the maximally mixed
state can be bounded in terms of the expected value of the
purity. For entropy fluctuations, using the monotonicity of
entropies S(p4) = S2(p4), where S>(p4) = —In tr(pﬁ) is the
Rényi 2-entropy, we have

Pr(S(pa) < In(da) — 8) < Pr(S2(pa) < In(dp) — 8)
1
=Pr (tr(pj) 2 a ea).

Further noting that the purity tr(pﬁ) > 1/ds, we can use
Markov’s inequality to upper bound the probability as

(B3)

Pr(S(pa) < In(dy) — 8) < Pr(datr(pg) — 1> — 1)
o daE[tr(pf)] -1
h e —1 '
Similarly, the probability that the state ps deviates away
from the maximally mixed state can be reexpressed in
terms of the purity in two ways. Recalling the quantum
Pinsker inequality %Hp — 0||% < S(pllo), where S(p|lo) =
—tr(pIno) — S(p) is the relative entropy, we then have

lpa = La/dall < 2(n(da) — S(pa)) < 2(In(dy) — S2(p4))
= 21n (datr(p}))- (B5)

In addition, we can also bound the trace distance by the
2-norm distance between states using the following relation

(B4)

between Schatten norms: |O||; < /d||O|l2, which gives
loa = La/dall} < dallpa — Ta/dall; = datr(pF) — 1. (B6)

Proceeding, we can upper bound the probability that the trace
distance is large again using Markov’s inequality

Pr(llpa — Ta/dalli > 8) < Pr (21n (datr(0})) > 6%)
= Pr(datr(p2) — 1 > ¥/ — 1)
_ diE[r(p3)] - 1

<~ (B7)
as well as
Pr(llpa — La/dally = 8) < Pr (datr(p3) — 1 > 87)
dsE -1

The 2-norm bound gives a stronger upper bound on the prob-
ability for small fluctuations in the trace distance, but for
very large fluctuations the formulation in terms of Pinsker is
stronger.

Theorem (Restatement of Theorem 1). Assume A is a con-
tiguous subsystem. For depth ¢ brickwork random quantum
circuits on a periodic 1D chain of qudits with local dimension
g, and for some § > 0, the entropy of the evolved state on the
subsystem p4(¢) obeys

Pr(S(pa (1))

1 [da 2g \*V
<In@dy) —8) < — (A 1 a2 ,
-9 < (% a2

(B9)

and the trace distance of p4(¢) to the maximally mixed state
obeys

Pr(llpa(t) — 1a/dalli = 6)

1 d > 20-1)
g 2 _A +dA —q .
max{§2, e%°/2 — 1} \ dp ¢ +1

(B10)

Proof of Theorem 1. Using the reformulation in terms of
the expected purity via Markov’s inequality in Egs. (B4), (B7),
and (B8), we can leverage a bound on the averaged purity
of pa(t) for depth ¢+ random quantum circuits to bound the
entropy and trace distance:

Proposition 1. For brickwork random quantum circuits on
n qudits with local dimension ¢, periodic boundary conditions,
and evolved to depth ¢, the averaged purity of ps(f) on a
contiguous subsystem A is bounded as

1 1 2 2011
m@mMmﬁ<a+£+(?%ﬂ . BID

We delay the proof of this proposition until later in the Ap-

pendix. The bounds on the entropy and distance fluctuations
in Theorem 1 then follow directly from Theorem 1. ]

Unitary designs

Before we proceed to prove Theorem 2, concentration of
the entropy and distance for approximate unitary designs,
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we first recall some definitions, including the definition of a
unitary k-design. First, the k-fold channel of an operator O
with respect to the ensemble of unitaries & is
dW(0) = / dU UBK(O)U T®*, (B12)
£
For the channel with respect to the Haar measure on the entire

unitary group U(d), we write @g‘). The diamond norm of a
channel is defined as

®llo := ifug 1P @ Za(I¥ X¥ Dl (B13)
We can now quantify how close an ensemble of unitaries
£ is to being Haar random by asking when the ensemble
approximates moments of the Haar measure on the unitary
group.

Definition 1 (Approximate unitary design). For ¢ > 0, an
ensemble of unitaries £ is an e-approximate unitary k-design
if the distance between the k-fold channels is bounded as

|02 — @], <e (B14)

As implementing fully Haar-random unitaries is extremely
costly, requiring exponentially many gates, approximate
unitary designs are useful in quantum information, with
applications ranging from tomography, decoupling, and cryp-
tography. For our purposes, it is known that random quantum
circuits form approximate designs in polynomial depth. We
proceed by proving statements for approximate designs and
using existing results to extrapolate to RQCs.

We now want to establish bounds on the entropy and
trace distance for approximate unitary designs. Concentration
bounds for designs have already been studied in [27] for gen-
eral monomials, but also for both the von Neumann entropy
of a random state and the distance to the canonical state (see
their Theorems 1.3 and 1.4). In directly bounding centered
moments of the purity, we improve on the large deviation
results in [27], but some aspects of our proof still closely
mirror the steps taken there.

J

d 2k
Pr(S(pa) < In(dy) — 8) < (f) Ee[(ir(03) — Eo[tr(02)])™],

da+dp <

1
and we have used that o ST

Theorem (Restatement of Theorem 2). For an &-
approximate unitary 4k-design £, where ¢ is taken to be
1/d?*, the entropy S(p4) of py = trg(U |y ) |UT), where U
is drawn from &, obeys

(9T dy\*
Pr(S(pa) < In(da) —8) < 2(k! +1/d%) STa ) (B15)
B

where y :=¢® — 1 — dA and § must be taken to be § > d
Similarly, the distance *of pa to the maximally mixed state
1,4/d4 obeys

’;
2(k! 4+ 1/dk)<9—d—A> .
77 dp
(B16)

Z—;, for which we must take

Pr(llpoa — Ta/dally 2 d) <

where 7 := max{s2, ¢*/2 — 1} —
82 > Z—Z.

Proof of Theorem 2. We now consider the entropy of the
state pg = trg(U | ) |UT), where U is drawn at random
from an approximate unitary design £ and |v) is an arbitrary
initial state. The probability of the entropy being small over
the ensemble can be bounded as

Pr(S(ps) < In(da) — 8) < Pr (tr(pi) > die5> (B17)

A

<Pr ((tr(pz) —Eu[tr(o2)])*
> (2 el ),

(B18)

where the second inequality requires —e — IEU[tr(,oA )] >

We have subtracted the Haar average of the purity in antlclpa-
tion of applying Levy’s lemma. Direct calculation gives that
Eyltr(p3)] = d;‘li‘f"', so requiring § > —2 is sufficient for the
former requirement. Markov’s inequality then gives

d
where y :=e -4

a5 (B19)

+ i Note that we took each side of the inequality to the power 2k to ensure that both sides

are positive. The assumption § > fl—2 ensures y > 0. Using Proposition 2 to bound the centered moments of the purities, we find

that for an e-approximate 4k-design with & = 1/d?*, the probability of the entropy is bounded as

2 k
Pr(S(on) < Indy) — 5 < 2P da) 4 L(U+a+z) d)
V B dk y2 dp

Simplifying the expression, we can write

Pr(S(pa) < In(dp) —6) < (2k! + l/dk)<

(B20)

97'[3 dA> (le)

y? dg

Proceeding similarly for the state distance, we can upper bound the probability that the trace distance between ps and the
maximally mixed state is large using Eq. (B5) and Eq. (B6) to write

Pr(llpa — La/dally = 8) < Pr (datr(p}) >

< Pr ((tr(pﬁ) - EU[tr(pi)])Zk > (di

> max{8> + 1, & /2})

(B22)

2%
max{82 + 1, "2} — Ey[tr(pi)D ), (B23)

A
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where, just as with the entropies, we center the moments of the purity. We can again apply Markov’s inequality to bound the
trace distance fluctuations as

1 d\* 2%k d
Pr (”PA - d—AH1 = 5) < (f) ]Eg[(tr(,oi) —Ey [tr(pj)]) ], where 7 := max {32, &2 1} _ A (B24)
A B
Using Proposition 2 to bound expectation of the purities, we find that for an e-approximate 4k-design with & = 1/d%*
1 973 dy \*
Pr(Hp - —AH > 5) < (k! + 1/dk)<l2—"> , (B25)
dally n° dp
which completes the proof. |

Proposition 2. For an e-approximate 4k-design £, centered moments of the purity of ps = trg(U|y Xy |U"), with U drawn
randomly from &, obey

2 2\ 2k 973 k 1 1\*
Ee[(tr(p;) — Euftr(op)])" ] <2k — ) +e(1+—+—) . (B26)
d dy dp
Proof. We need to establish bounds for approximate unitary designs of the form E 5[(tr(,o/%) —¢)?A. Proceeding, we write
Eel(1r(e3) — )] = Ee[(tr(03) — )] ~ Bo[(r(e3) — )] + Bo[(s(e3) ~ ). (B27)

where Ey[ -] denotes the expectation with respect to the Haar measure on U (d). First, we prove that for an g-approximate
unitary 4k-design £ and any n < 2k, we have

Ee[((6))'] - Bu[(x(6))'] < v (B28)
Noting that the purity of p4 = trg(|y)¥|) can be written as
w(p3) = tr (W) |*2 (s © Lp)), (B29)

where 1 is the identity operator on the B subsystem of the twofold space and I, is the swap operator on the A subsystem of
the twofold space, then we have

Ee[(tr(p7))"] — Ev[(tr(p3))"] —tr(( fg dUUy Xy |UH®* — /U dU(U|w><w|UT)®2">(HA®113)®”> (B30)

= tr((@F” (1Y) () — @5 (19w () (M @ 15)°") (B31)
< (@ (19X () — &g (jy Xy |9) (M ® 1) ™" (B32)
< (@™ — @g™) (v ®) | Img" @ 1571, (B33)

< ogn - o

(B34)

o> b
where in the second-to-last line we use Holder’s inequality, and in the last line we used the definition of the diamond norm and
that the operator norm of the permutation operator is one. Now we observe that for n < 2k

Ee[(tr(od))"] = Eu[ ()] < @™ — @[, < [0 = 5], <, (B35)

as an approximate k-design is also an approximate (k — 1)-design, and where we have used the definition of an e-approximate
4k-design. This proves the claim in Eq. (B28). Proceeding, we can use this bound to establish that

2k 2%
Ee[(ir(p3) = )] = Eu[((o3) = )T = 3 ( X ) (Be[(r(o))"] = Eu[(ar(od) '] (e (B36)
n=0
<e(l+e), (B37)

where we take norm of the right-hand side in the first line to upper bound the difference of expectations.

Last, we bound the Haar random expectation E [ (tr( pﬁ) — o), using the integral form of the expectation and Levy’s lemma.
This nice method of bounding centered moments by integrating the concentration bound appeared in [27,47]. Recall that Levy’s
lemma says if f(|¥)) is an L-Lipschitz function on the Bloch sphere and |y) is chosen uniformly at random, then

445?
Pr(lf (1Y) — Epy LfF (1D 2 8) < 2exp <_W> (B38)
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Then it follows that as tr(trg|y )(y|)? is a 2-Lipschitz function
on the complex unit sphere

Eu((tr(p) — Ev[u(o)])”]

oo
:/ dy Pr (|ir(p7) — Eltr 31| = »"?*) (B39)

0

o0 dyl/k

<2 d -

[rares(-5)

93\ *

=2kH[—) .

@ ()

Altogether, using Egs. (B37) and (B40) in Eq. (B27) we have
that if £ forms an e-approximate unitary 4k-design,

Eel(tr(ed) ~ Eolr(ed)])"]

93\ * dy +dp\*
<20 Z= |+ ATTEY
< (k)(d)—i-s( + d+l)

from which the proposition follows. ]
As the above theorem bounds entropy fluctuations when
the design order is greater than 4, we can separately consider
the bound for approximate 2-designs.
Proposition 3. For an ¢ /d-approximate 2-design &, the en-
tropy of py = trgU |y ) |UT with U drawn from & is close to
maximal with probability

(B40)

(B41)

dy 1+¢
Pr(S(oa) <In(dp) —8) < ———,  (B42)
dB e —1
and the state py is close to maximally mixed with probability
dA 1 + &
Pr(llpa — La/dally 2 8) < (B43)

dg max{82, /2 — 1}

Proof. The bounds on entropy fluctuations follow from
Eqgs. (B4) and (B7) and a bound on the averaged purity for
g-approximate 2-designs in Eq. (B28) withn = 1. ]

Random quantum circuits form approximate unitary designs

Having established concentration bounds for approximate
unitary designs, we can use previous results, which give the
depth at which the set of random circuits form designs, to
bound entropy and subsystem fluctuations as a function of
time. This approach of rigorously exploring the late-time
behavior of RQCs by utilizing high-degree unitary designs
was also taken in [48], which proved a long-time growth of
quantum complexity for random quantum circuits.

Local random quantum circuits are known to be effi-
cient constructions of approximate unitary designs [29,49,50].
Specifically, Brandao, Harrow, and Horodecki proved that
local and parallelized random quantum circuits form approx-
imate designs after some depth which is polynomial in k. We
review their result for systems of local qubits.

Theorem 5 ([29]). For d =2", k < «/3 and & > 0, the
set of all 1D random quantum circuits on n qubits with
Haar-random 2-local gates drawn from U(4) forms an e-

approximate unitary k-design if the circuit depth is
t > Cln(k)1*k%> (nk + In(1/¢)), (B44)

where C is a constant computed in [29].
The above bound can be simplified as follows:

Corollary 2. 1D brickwork random quantum circuits on
n qubits form & = 1/d*-approximate unitary k-designs when
t > cpwnk!l, where cpy is taken to be 4.6 x 107,

They also extend their result to random circuits comprised
of gates drawn from some universal gate set G, where the
C is then a (potentially large) constant depending on G. We
note that the RQCs we have primarily been considering are of
the brickwork type, alternating layers of 2-local unitaries on
even and odd links. The parallelized model in [29] is slightly
different, applying even and odd layers with equal probability
at each time step. But this parallelized model mixes slower
than the brickwork RQCs and upper bounds the design depth.
Thus, we can extend the above theorem to brickwork RQCs.

The t = O(nk'") behavior in Theorem 5 for random cir-
cuits on local qubits can be improved to t = O(nk) by taking
the local dimension to be large.

Theorem Brickwork random quantum circuits on n qudits
of local dimension ¢ form e-approximate unitary k-designs if
the circuit depth is 7 > 2nk + log,(1/¢), for some large value
of ¢ which depends on k and the size of the circuit.

Consequences of these two theorems are time-dependent
bounds on the fluctuations of subsystem entropy and the trace
distance to the equilibrium state discussed in Sec. II. For
RQCs on local qubits, Theorem 5 gives that ¢ = cpyn(4k)'!
depth RQCs form g-approximate 4k-designs with & = 1/d.
Theorem 2 then tells us that the entropy fluctuations of a
dy = O(1) sized subsystem are bounded for depth ¢ circuits
as

/10 @/m'"

Pr (S(pa(1)) <In (dy) = 8) < (g 3> ., (B45)
which holds up to exponential times for ¢t < n2'""/2. For
large local dimension, Theorem 3 gives that that RQCs form
e = 1/d** approximate 4k-designs when the circuit depth is
t = 10nk. Subsequently, Theorem 2 bounds the probability
the subsystem entropy of a state evolved by a depth + RQC
deviates from maximal as

ro1\""
Pr (S(oa(1)) < In (da) — 8) < (7—> . (B46)
e“nd
but as we must take g large to achieve this linear behavior, we
cannot extend the bound to exponential times. Similar time-
dependent bounds on the distance of the evolved state p4(¢) to
the maximally mixed state follow from Theorem 2.

Last, we note that the pseudorandomness properties have
been studied in other random circuit models, and it is known
that Brownian random circuits [51], higher-dimensional ran-
dom circuits [52], Clifford random circuits with a small
number of non-Clifford gates [53], and some time-dependent
Hamiltonian constructions [54] form approximate unitary de-
signs. Combining Theorem 2 with their design results gives
bounds on the entropy and subsystem fluctuations in these
models.

Counting states of a given entropy

Above we gave a probabilistic statement about the like-
lihood the entropy of a subsystem of a state evolved by a
random circuit had fluctuated away from its equilibrium value.
We found that with extremely high probability, the entropy
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was close to maximal after the thermalization time, and the
suppression of the fluctuations continued up until exponential
times. It is also natural to ask how many states, in the set of
states generated by depth  random quantum circuits, have a
given entropy. Following [48], we can turn our probabilistic
statement about entropy into a quantitative one using a bound
on the weights of an approximate design. To discuss this in a
concrete setting, where the set of states at time ¢ is finite, we
consider a slightly different random circuit model.

We now consider G-local random quantum circuits on n
qudits, identical to the brickwork RQCs discussed above but
instead each 2-local gate is chosen randomly from a universal
gate set G. The number of states at time ¢, generated by depth
t G-local RQCs, is upper bounded up |G|"™, where |G| is the
cardinality of the gate set. As was proved in [29], G-local
random quantum circuits also form e-approximate unitary
designs in a depth ¢ = ¢(G)k'(nk +1In1/¢), where c(G) is
a potentially large constant depending on the gate set G.

For the ensemble of states £, = {p;, |/;)} generated by a
discrete 1/d**-approximate unitary 4k-design, i.e., by acting
on a fixed state with the unitaries of the design, Theorem 2
gives that

(973 da\*
Pr(S(pa) > In(dy) —8) > 1 —2(k! + 1/d%) 7 )
V- dp
(B47)
We can also write the probability of the event as a sum over

the elements of the ensemble of states as

Pr(S(pa) > In(ds) = 8) = Y pil{S(pa) > In(ds) — 6}

2
<N T (B48)
where 1 is the indicator function and N denotes the number
of states in the ensemble £, with entropy S(p4) > In(ds) — 6.
To get the upper bound we used an upper bound on the weights
of a design in Lemma 1. Together, we find that the number of
distinct states with entropy S(p4) > In(ds) — 8 in the set of

states generated by an approximate unitary 4k-design is

2k

d 973 dy\*
N> 7(1 —2(k!+ 1/d2k)<7£> ) (B49)

The number of states is exponential as long as § = /ds/dp.
This proves that there are at least $2(¢*™) distinct states with
S(pa) 2 In(dy) — A/da/dp. For local random quantum cir-
cuits which form approximate unitary designs in a depth ¢t =
O(nk), there are then N 2 ¢' distinct states with S(pa (7)) 2
ll’l(dA) — «/dA/dB.

Lemma 1 (Lemma 1 in [48]). The weights of a discrete &-
approximate complex projective k-design obey

k!

pi < — +e.

i (B50)

Purity bound for random circuits

We now prove the early-time purity bound for brickwork
random quantum circuits, which gave us bounds on the early-
time fluctuations. The early-time decay of the purity for RQCs
has been studied in [22,55,56].

Proposition (Restatement of Proposition 1). For  brick-
work random quantum circuits on n qudits with local
dimension ¢, periodic boundary conditions, and evolved
to depth ¢, the averaged purity of p4(#) on a contiguous
subsystem A is bounded as

20-1)
) . (BS1)

Proof. We are interested in bounding the purity of the
evolved state p4(t) = trp(U; ,oU,T) for a contiguous subsystem
A, where U, is a depth ¢ brickwork random circuit. In the
following we will use A not only to label the subsystem but
also to denote the number of qudits in A.

It has been well established that the purity of a subsystem
of a Haar-random state is very close to minimal. But in [22] it
was noted that for random circuits, the purity for a single bi-
partition, i.e., of the half line, obeys a simple finite-difference
equation. Consider a bipartition of the system at site x across
a 2-local gate in the 7th layer of the circuit. By averaging that
layer of the circuit, the purity at time ¢ can be related to the
purity at# — 1 as

1 1 2
Eroc|t )] < — + —
racltr(oa )] < -+ o +(q2+1

qzi L (prt (0 = D)+t oyt = DR,

(B52)
We will consider the derivation of the above equation, found in
Appendix B of [22], as background for the following deriva-
tion of Theorem 1.

Equation (B52) reframes the computation of purity as a
stochastic process starting at the 7th layer and extending back
to time zero. In a tensor network picture, we can interpret the
finite-difference equation as an evolution rule telling us that
the cut at x (at circuit time ¢) moves left or right after the
evolution by the layer (at circuit time ¢ — 1). Iterating back to
the initial state, the calculation of the purity for the half line
is simply the sum of all paths moving through the circuit that
start at the cut x. Thus it is a random-walk problem, where the
random walker starts at x at the #th layer and can move either
one step left or right at every time step, with a weight per time
step given by ¢/(g*> + 1). If the initial state is a pure product
state [) = |¥1) ® - - - ® |1,), then all subsystem purities at
t = 0 are one and the RQC averaged purity for a single cut is

ERQC[tr(px(t)z)] = Z <#> .

paths

tr (pe(1)?) =

(B53)

For arbitrary initial states the above is an upper bound as we
may simply upper bound the purities by one.

Now we want to consider the calculation of the evolution
of the purity of an interval A, consisting of A sites and thus
with dimension ¢4. For simplicity, first assume the interval
contains an even number of sites, and that both boundaries of
the region are cuts across 2-local gates of the fth layer. We
now have two entanglement cuts in the circuit, at the ends of
the interval. The calculation of the purity will then become a
sum over the configurations of two random walkers starting
at the boundaries of A, moving through the circuit. If two
random walkers meet after some number of time steps, they
can annihilate and give a finite nondecaying contribution to
the purity sum.
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For times ¢ < A/2, the paths will not cross and the purity
is simply the weighted sum over the 2% paths,

2 2q o
Erqcltr(pa(t)”)] = (q2 1 ) . (B54)
After time t = A/2, the random walkers starting from the two
boundaries may annihilate, giving a finite contribution to the
sum at that time step. For instance, at time t = A/2, exactly
one of the 2 possible paths from the ends of A intersects in
the middle of the subsystem. At the next time step there will
be O(A) paths which intersect. We have defined the brickwork
random circuits with periodic boundary conditions, evolving
aring of qudits. Thus, we get contributions from the two ways
our random walkers can intersect, through the A subsystem
and through the B subsystem, as well as over the possible
nonintersecting paths up to time 7.

We have reduced the calculation of the expected purity for
random quantum circuits to a combinatorial problem of enu-
merating random-walk configurations. The exact expression
for the averaged purity is

1 21’
, q
Erqcltr(pa(t)*)] = Z calt )<qz + 1)

t'=1

t 2t
N
4—§:c30)(q2+1>

t'=1

2t
q
+w(¥+J,

where c4(¢') is the number of intersections at a time step ¢’ by
two random walkers separated by a distance of A, similarly for
cp(t’), and g(¢) is the number of configurations of two paths at
time ¢ with no previous crossings, i.e., the number of possible
ways the random walkers can reach the + = 0 boundary.

To compute the coefficient c4 () we ask how many ways
can two nonintersecting random walkers in one dimension,
separated by a distance of A sites at time ¢t = 0, can meet at
time ¢, i.e., assuming the random walkers have not intersected
at any previous time step.’ This problem can be solved using
a method of images for random walks [57,58], to account for
the constraint that the paths the walkers take cannot cross, and
the result we find is

t—A 2t
Q(%_ZQ—AM)

In the expression of the purity in Eq. (B55), the first sum over
intersections of the two random walks at previous time steps
can be upper bounded as

Xl: A 2t q 2
20\t —A/2)\ @+ 1

t'=1

S A 2 g ¥ 1
<o, 1) T
200\t —A)2)\ g +1 q

t'=1

(B55)

(B56)

(B57)

3In the statistical mechanics literature, this is sometimes called a
reunion of viscous random walkers.

An equivalent bound gives that cg(t) < 1/¢%. Noting that the
coefficient g(¢), counting the number of possible paths for
the two random walkers after ¢ time steps, is trivially upper
bounded as g(z) < 2%, we conclude that

2t
24 ) . (B5S)

1 1
Erqeltr(oa(M)] < — + —
rocltr(pa(1)7)] < 7 + o + (q2+l

The bound holds for a contiguous subsystem A consisting of
an even number of sites and with boundaries on links; i.e.,
gates are applied across the edges of A at the rth time step.
If the boundaries fall between gates, then the last layer of
the random circuit does nothing and the random walk starts
at t — 1. Last, if the interval A consists of an odd number
of sites, then one of the random walkers is stationary for the
first step. This is equivalent to a weighted sum of two random
walks starting at t — 1, one for an interval of size A + 1 and
the other for size A — 1. Upper bounding the sum over paths
in both contributions, we recover Eq. (B58) for a random
walk starting at + — 1. Modifying the exponent accordingly
to account for all three cases, this completes the proof. |

Proof of Theorem 4. Here we prove Theorem 4 from the
main text. To do so, we require Theorem 1 and Theorem 2, and
we further need to establish that random circuits form unitary
(k = d)-designs. The results from both [29] and [28] do not
extend to exponentially high-degree designs; in the former the
proof is limited to k < Vd and in the latter a large-g limit is
taken in a k-dependent way, making the k = d = ¢" regime
inaccessible. Fortunately, a lower bound on the spectral gap
given in [29] suffices to prove a bound on the depth for random
circuits in the high-degree design regime and allows us to
establish the following proposition.

Proposition 4. Brickwork random quantum circuits on n
qudits with local dimension g form g-approximate unitary k-
designs of exponentially high design degree k = d = ¢" and
with & = 1/d* if the circuit depth is

t > 32n%d°. (B59)

Proof. This proposition follows from a number of lem-
mas in [29]. In that paper, the design depth is computed
for random circuits by lower bounding the spectral gap of a
frustration-free Hamiltonian. Using a path-coupling method
for bounding the mixing time of random walks on the unitary
group, Lemmas 19 and 20 of [29] established a k-independent
lower bound on the spectral gap, A(H) > n~'(e(¢*> + 1))™",
which is exponentially small in n but this will suffice for our
purposes.

Directly combining Lemmas 19 and 20 with the relation
between the spectral gap and the bound on the distance to
forming a design in Lemma 16, and extending the result from
local RQCs to brickwork RQCs, gives the depth at which
exponentially deep random circuits form high-degree designs.
Taking ¢ = 1/d* and k = d then establishes the claim. ]

With this proposition at hand, we can proceed with the
proof of Theorem 4.

Theorem (Restatement of Theorem 4). For brickwork ran-
dom quantum circuits on a 1D periodic chain of qubits,
let N5™(8) be the number of discrete times ¢ that a con-
tiguous subsystem A satisfies S(p4(¢)) < In(dy) — 8 for all
times in the range ¢y In(dy) <t < ed where cg, > 1 and
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crec < 1. Then for n > Q(cy, In(dy)) and the constant ¢ =
¥2/(973d3e), the probability of an entropy fluctuation is

bounded as
2em—1
8 15
e5—1<a> '

Similarly, if N{'(8) is the number of discrete times ¢ that A
satisfies ||pa(t) — 14/dall; = 6 for all ¢ in the same range,
then for n > Q(cy In(dy))

Pr (N{™(8) > 0) <

(B60)

2
: 8 15!
P Ndlst 8 0 < )
r( a(0) > ) max{82, e¥*/2 — 1} (dA)
(B61)

We have proven this for RQCs on local qubits (¢ = 2) and
note that the bound improves for larger local dimension.

Proof. We will prove that the probability, over random
circuits, of a fluctuation from the thermalization time up to the
recurrence time is bounded as in Eq. (B60); the derivation of
the 1-norm version in Eq. (B61) is essentially the same. First,
note that the probability of a nonzero N5{™(8) can be written
as a union of events:

Pr (N"(8) > 0) = Pr (U

crecd
t=c In(da)

(B62)

We would like to bound the probability of an entropy fluctu-
ation of a region A (by more than an amount &) within the
time range T = [cy In(dy), e4]. We find it convenient to
subdivide T into four intervals:

Ti = [cw In(dy), csnl,
Ts = [cqon, 32n%d°),

T, = [cgn, cqonl,

Ty = [32n°d°, 9], (B63)

an early-time interval where we can apply Theorem 1 and
three intervals extending from the scrambling time to the
recurrence time where we can apply increasingly stronger iter-
ations of Theorem 2, to bound the probability of a fluctuation
in each interval. From Corollary 2 it follows that 1D brick-
work RQCs form an e-approximate unitary 4k-design with
& = 1/d* when the circuit depthist > Cown (4K, where cpy
is taken to be cpy = 4.6 x 107.

The first interval extends from the local thermalization time
to the 8-design time. Note that r = cgn, with the constant
cg = cpw 8!, is the circuit depth where we form a unitary
8-design, and the first time step where Theorem 2 can be
applied for k = 2, thus giving a stronger suppression than
the early-time bound. The second interval extends from the
8-design time to the 40-design time t = c4on, where the con-
stant ¢4 := cpwd0'!. Such a timescale is chosen as a matter
of convenience to ensure enough suppression to extend to
exponential times. As such, the third interval extends from the
40-design time to the d-design time as given in Proposition 4.
Finally, the fourth interval extends out to a timescale efreed
where c.. < 1 is a constant we will give explicitly.

Let us begin by bounding the probability of a fluctuation
in 7;. A union bound tells us that the probability of the union
of a number of events, i.e., the probability that any one of
those events occurs, is upper bounded by the sum of the
probabilities of those events. Then considering Theorem 1,

{S(pa(®)) = In(da)— 5})~

the probability of an entropy fluctuation by more than § on
the time interval 7; is upper bounded by

Ti: Pr (U{S(m(t)) > In(da) ~ 8})

T

cgn 1 dA 2(] 2(t—1)
< — +4+dy | ——— Bo64
< X oani(Gralih) ) e
t=cp In(dy)

</Csn dt — (dA+d <4)2(H)> (B65)
= Jeam@o—1 € —1\dg “\5

! dA( +1 In(ds)) + et
[ JE— J— n — —
@ —1\dg " cn a5\ 4,

(B66)
6 [1)\7!
=ila)

where we have used a union bound in the first line, an integral
bound and ¢ > 2 in the second line, and in the last line we

(B67)

2
have made the mild assumption that dg > 2cgnd j o
Next, we bound the probability of an entropy fluctuation
by more than § on the time interval 75 using Theorem 2 for
k = 2. Again using a union bound and the fact the RQC forms
an 8-design for t > cgn, we find the upper bound

T,: Pr <U{S(pA(r)) > In(ds) — 8})
)

cqon

< Y Pr(S(pa(n) = In(dy) — 8) (B68)
3729\ 2

< 2<9n sz %) (cqon — cgn), (B69)
y? d

where y :=¢® — 1 — j—l’:. Similarly, for 73 we bound the prob-

ability of a fluctuation after the 40-design time up to time
t = 32n*d> using Theorem 2 for k = 10 as

Ty: Pr (U{S(pA(z)) > In(ds) — 8})

T3

32n2d°
< ) Pr(S(pa®) > In(da) - 9) (B70)
t=cqon
9r3q? 10\ "
< 2( il —) (32n2d° — caon). (B71)
y d

Now note that by the end of the time interval T3, our RQC is
a d-design due to Proposition 4. Since Theorem 2 provides
an upper bound on the probability of entropy fluctuations
by more than § for a fixed 4k-design, to bound the behavior

for d-designs we can minimize over any integer 4k € [1, d].
ud_y?
e 973d?

Choosing k = | ], which we note is less than d /4 for
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all values of our parameters, we find

Tyt Pr (U{S(pA(t)) > In(da) — 6})

n

ecrecd
< Y Pr(S(pa() = In(dy) — 8) (B72)
1=32n2d5
2
<exp(—d(—2— —co)). (B73)
9r3d3e
Choosing cree = y2/(973d3e) the result is e~ %), Putting

2.
everything together, the condition that dp > ZandASC‘h, as
well as ¢y > 3 and 8 > 2d4/dp, is enough to ensure that

_2,
Eqgs. (B69), (B71), and (B73) are less than §—'=d, "y
in Eq. (B67). The result is then

crecd

t=cp In(dy)

2.1
8 [ 1)5%
—ila)

which is the desired bound. ]

We gave explicit conditions on the choice of parameters
for the theorem to hold. As an example, for a system size
of n = 100 qubits, a subsystem of n4 = 10 qubits, fluctuation
size § = 0.01, and taking cy, = 8, the probability of a single
fluctuation from just after the thermalization time to before
the recurrence time is <2 x 1074,

We end by noting it follows immediately from the above
theorem that the probability of zero fluctuations of the sub-
system entropy in the time interval [cg, In(dy), e=?] is lower
bounded as

Pr (N;"(8) > 0) = Pr (U {S(pa()) = In(dy)— 5}>

(B74)

crecd

Pr (N§"(3) = 0) = Pr (ﬂfz% i 1SA(0) > In(dy) - 6})

201
8 (1)
21— - ,
85—1<dA>

with the same conditions as above. An analogous bound for
zero fluctuations in the trace distance similarly holds.

(B75)

Comment on the tightness of our results

In this section, we briefly comment on the tightness of
our upper bounds on the probability of a subsystem fluctu-
ation and show that the dimension scaling at early times, in
Theorem 1, and at exponential times, from Theorem 2, is
essentially tight.

At exponential times, ¢ ~ ¢", the upper bound on the prob-
ability of a fluctuation of the subsystem entropy for random
quantum circuit evolved states becomes doubly-exponentially
small in n, of order ~1 /een. More precisely, when the cir-
cuit depth is r = O(¢®*) RQCs form approximate unitary
d-designs, as in Proposition 4. Subsequently, Theorem 2 gives
that at this depth the upper bound on the probability is O(e~%),
achieving the behavior for Haar-random states [46].

We now argue that this scaling in d for exponentially deep
circuits is tight. First, the probability of an entropy fluctuation
Pr (S(pa) < In(dy) — 8) is lower bounded by the probability

of choosing the identity from the ensemble of circuits. More-
over, the states contained in the e-ball around our initial pure
state |¢) in the space of states will also satisfy {S(ps) <
In(dy) — &} for € < 1/2 — §/1In(dy). This claim follows di-
rectly from the Fannes inequality. At exponential times when
t = 0(d®), RQCs form d-designs and constitute a covering
for the space of states. It follows that the probability of being
in any e-ball is the volume in the space of states Volg(e) =
©(e?). For an entropy fluctuation with § = O(1), the proba-
bility is lower bounded as Pr (S(p4) < In(dy) —8) > Qe ).
An identical argument applies for the probability of a fluc-
tuation in the trace distance to the maximally mixed state.
This demonstrates that the upper bounds in Theorem 2 and
Corollary 1 are tight in their d scaling at late times, i.e., for
exponentially deep circuits.

For shorter circuit depths, before the scrambling time ¢ =
O(n), the probability of a fluctuation is upper bounded by an
exponential decay in ¢ to O(1/d), as proved in Theorem 1.
This claim follows from a calculation of the averaged purity
for RQCs in Theorem 1, which is essentially an exact result.
Moreover, numerics indicate that the logarithm of the aver-
aged purity is a good proxy for the averaged von Neumann
entropy. Nevertheless, as the averaged entropy is still an upper
bound on the probability, we will present an argument that the
exponential decay of the probability must be essentially tight.

The probability of a fluctuation Pr (S(ps) < In(dy) — )
is lower bounded by the probability of drawing the iden-
tity circuit, which, as we start in an unentangled pure state,
has subsystem entropy zero. If our ensemble of RQCs were
constructed out of a finite set of universal 2-local gates G,
containing the identity, then the probability of drawing the
identity circuit would be (1/|G|)"/?. For the RQCs we have
been considering with Haar-random 2-local gates, we instead
ask when the local gates are within some neighborhood of
the identity. The probability of a unitary drawn Haar ran-
domly from U (g?) being in an e-ball around the identity (in
the operator norm) is Voly(€) = ®(e‘14) [59]. The Fannes
inequality again gives an upper bound on the entropy of a
state evolved by a circuit comprised of gates near the identity.
To have a § = O(1) subsystem entropy fluctuation we must
take € = O(1/nt), which gives a lower bound on the proba-
bility Pr (S(p4) < In(dy) — 8) = Q(e ™™ ™). We can further
improve on this by considering the circuit with nearly identity
gates on the boundaries of the subregion A (i.e., those that
entangle A and its complement). For an initial unentangled
state, the subsystem entropy remains small if we take € =
O(1/t). Consequently, we find a lower bound on the proba-
bility Pr (S(p4) < In(dy) — 8) > Q(e™'™™ *) for all times. A
more careful analysis might improve the lower bound, but
this demonstrates that the exponential decay in time proved in
Theorem 1, as well as the intermediate-time behavior implied
by Corollary 1, are essentially tight.

APPENDIX C: OBSTACLES TO FAST THERMALIZATION
IN MANY-BODY SYSTEMS

In this Appendix, we discuss parts of the literature on
thermalization in closed many-body systems, namely, those
relevant to the discussion in Sec. III. For general reviews, see
e.g., [6,60].
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First we review basic features of Hamiltonian evolution
and infinite-time averages, before turning to earlier times.
When the initial state is fine tuned as the superposition of
a small number of eigenstates, subsystems may fluctuate
significantly without thermalizing. Many results about ther-
malization therefore require that the initial state cannot have
large overlap with any eigenstate. This assumption may be
characterized by the “effective dimension” [5] of the initial
state, defined with respect to the Hamiltonian as

-1
defy = (Z c;‘> , (C1)

where ¢; are the coefficients of the initial state in the energy
eigenbasis. The effective dimension is large when the initial
state has small overlap with many eigenstates and large over-
lap with none. As elaborated further below, d.s often scales
exponentially in total system size.

When the effective dimension is large, infinite-time aver-
ages of fluctuations are small. In [5], the authors study the
reduced state p4(t) of a subsystem A to quantify the fluctu-
ation F (1) = ||pa(t) — p4 ll,, where py'® is the infinite-time
average of ps(¢). They prove

1T ave 1
(F)) = Jlim — /0 difoa@®) = P3|, < dadyy’ . (C2)

where (F' (1)), is the infinite-time-averaged fluctuation. More-
over, on infinite timescales, the fraction of the time when
F(t) significantly deviates from ﬁ is suppressed as et
(Theorem 4 of [5]), i.e., schematically

Pr, (F(t) >d7+ e) < ot (C3)

The strength of these bounds relies on the largeness of
desr for typical conditions. For generic initial states of chaotic
systems, including simple states like product states, one ex-
pects d.r is indeed exponential in total system size [4,5]
(see, e.g., numerics in [61]). Under weak assumptions, the
authors of [30] showed the effective dimension deg is suffi-
ciently large to ensure the fluctuations from equilibrium are
small, if not exponentially suppressed. Alternatively, assum-
ing eigenstates have extensive Rényi-2 entanglement entropy,
Ref. [62] showed d.¢ is exponential in system size for ini-
tial product states (see comments in [63]). (For related work
addressing unequal-time correlation functions, see [64].) In
the expected case d.g ~ €”" for generic chaotic systems, O(1)
fluctuations must be doubly exponentially suppressed at ex-
tremely late timescales. The suppression then resembles that
of Haar-random states, or random states chosen from large
subspaces [3].

Even in chaotic many-body systems, certain fine-tuned
initial states may undergo extremely slow thermaliza-
tion or periodic revivals within experimentally accessible
timescales [61,65-67], by a mechanism known as many-body
scarring. In these systems, certain initial states have small
degr, related to the presence of eigenstates that violate the
eigenstate thermalization hypothesis (ETH) [1,2,6]. Nonethe-
less, generic chaotic systems are expected to satisfy “strong”
ETH [68], whereby every eigenstate satisfies ETH, prohibit-
ing short-time revivals and scars [67,69]. In Sec. III, we focus

on such generic chaotic systems, where we assume initial
states have d.¢ exponential in system size. Even when making
this strong assumption about thermalization, the statistics of
fluctuations at subexponential times were not previously well
established.

The tools of [4,5,30-32] used to address infinite or expo-
nential timescales appear unsuited for studying earlier times.
An alternative approach studies the relaxation to equilib-
rium and subsequent fluctuations using random matrix theory
techniques [34,36,70-76]. The time dependence of late-time
fluctuations is hypothesized [34] to resemble the time depen-
dence of quantities like the spectral form factor [34], which
can be computed for random matrices. However, for most
physical Hamiltonians, such quantities can only be computed
numerically.

In the numerics in Sec. III, we focus on a nonintegrable
spin chain with known chaotic dynamics. However, the fast
exponential relaxation exhibited in Fig. 3 may be criticized as
uncharacteristic for physical systems, where relaxation often
appears slower [36]. For inhomogeneous initial conditions,
after local equilibration at O(1) times and the vanishing of
transients, relaxation is dominated by hydrodynamic transport
such as energy diffusion [77]. (Observables that do not overlap
the hydrodynamic quantities are expected to decay faster.)
Under diffusion, spatial modes of wave number k decay as
e~P¥t for diffusion constant D, and the smallest such mode
is ~n~!, so exponential decay is seen only after times of
O(n?). This slow relaxation often appears to dominate even
for homogeneous initial conditions [77-79].

Another apparent barrier to exponential relaxation is the
phenomenon of prethermalization, characterized by a separa-
tion of relaxation timescales [80]. The state relaxes quickly
to a nonthermal approximate steady state, ultimately reaching
a thermal state on a larger timescale via slow exponential
relaxation.

We therefore emphasize that when analyzing fluctuation
statistics, the analogy between RQCs and Hamiltonian evo-
lution must be made at times after both prethermalization and
hydrodynamic relaxation timescales.

APPENDIX D: RELAXATION AND FLUCTUATIONS FOR
CHARGE-CONSERVING RQCS

To study the interplay of hydrodynamics and chaos, one
desires a model with both the simplicity of RQCs and the
hydrodynamic behavior of Hamiltonian evolution. Following
a fruitful recent approach due to [81,82], we can study ran-
dom quantum circuits with conserved charges. In the simplest
example, we consider the operator ) -, o} as the total U(1)
charge on all n qubits. Then instead of drawing two-qubit
gates from the Haar ensemble on two qubits, we require the
gate to commute with the charge operator of + o5 on the
pair. All two-qubit operators which commute with the charge
of 4+ o5 can be simultaneously block diagonalized; one de-
fines the circuit gate using the direct sum of Haar ensembles
on each block. The resulting circuit commutes with total
charge, giving rise to the local conserved quantity o;°.

We consider brickwork RQCs in one dimension, where
the gates are drawn according to the above ensemble. Such
models are suggested to characterize universal behaviors of
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Charge-conserving RQCs, homogeneous initial charge density
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FIG. 8. We simulate 3000 trials of a brickwork RQC with U(1)
conserved charge, on periodic chains of varying length n. For a fixed
subsystem consisting of one qubit, at each time, we calculate the
RMS deviation of the entropy from its trial average, shown on the
y axis. In each trial, the initial state is the product state of fixed
charge at half filling, with charges present at every second site. Thus
the initial condition is spatially homogeneous over the scale of the
system size.

chaotic Hamiltonian systems, including hydrodynamic relax-
ation, where charge conservation plays the role of energy
conservation.

Armed with this toy model, we can more cleanly ask which
aspects of the relaxation quantified in Theorem 1 persist in
the presence of a local conserved quantity. As discussed in
Appendix C, when the initial state is highly inhomogeneous
(e.g., all the charge resides on one-half of the spin chain), the
slow diffusive transport implies global equilibration requires
time at least O(n*). However, should we still expect that
afterward, subsystem fluctuations quickly decrease until they
have typical size 1/d? Moreover, what if the initial state is
already homogeneous? Without providing definitive answers,
we probe these questions with the figures below. Related
numerical investigations are reported in [78,79], and related
analysis of correlation functions appears in [83].

Figure 8 depicts fluctuation statistics when the system is
initiated in a homogeneous product state of fixed charge at
half filling. (The initial state has a charge on every even
site.) Meanwhile, Fig. 9 depicts analogous data, but where
all the charge is initially gathered on the left half of the
system. In the inhomogeneous case, Fig. 9 demonstrates that
larger systems exhibit larger fluctuations at early times but
smaller fluctuations at later times. In the homogeneous case,
the behavior may appear similar to that of RQCs without
charge conservation. However, as discussed in [79], the decay
of fluctuations until O(n?) times is likely characterized by
power-law decay. After O(n®) time, the classical diffusion
equation in one dimension would suggest that fluctuations
decay as e™P/ " for diffusion constant D, dominated by the
slow exponential decay of the longest-wavelength mode. If
this decay continued until time O(n?), the fluctuations would
then have typical size ~e™" ~ %.

In summary, for both homogeneous and inhomogeneous
initial conditions, we expect the fluctuations already become

Charge-conserving RQCs, step-function initial charge density
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FIG. 9. We plot the same kinds of curves as in Fig. 8, where the
initial state for each trial is again a product state of fixed charge at
half filling but all of the charge resides on one-half of the system.

suppressed like 5 after poly(n) times. This expectation is
consistent with our numerics. However, more rigorous anal-
ysis or more extensive numerics are required for a definitive
conclusion.

APPENDIX E: ADDITIONAL NUMERICS FOR
HAMILTONIAN TIME EVOLUTION

In this Appendix we include additional numerical demon-
strations to supplement those reported in Sec. I1I. In Figs. 3, 6,
and 7, we illustrated statistics associated to time evolutions
for a specific Hamiltonian: the nonintegrable model studied
in [37], a chaotic Ising model with both transverse and parallel
fields, as described in their Eq. (1). We used that Hamiltonian
as an often-studied, prototypical nonintegrable model. Below,
we show analogous results using nearest-neighbor translation-
invariant Hamiltonians with randomly chosen couplings.

Figures 10-12 illustrate results analogous to those of
Figs. 3, 6, and 7, respectively. The Hamiltonians used for the

Relaxation of subsystems for spin chains
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FIG. 10. The above is a variation of Fig. 3 using a randomly
generated nearest-neighbor Hamiltonian as in Eq. (E1).

022416-17



COTLER, HUNTER-JONES, AND RANARD

PHYSICAL REVIEW A 105, 022416 (2022)

Distribution of post-equilibrium fluctuations before
exponential time, for Hamiltonian evolution

0 |
- 10 =6
< n=17
Mg — =
% — n=9
i —— n=10
2510—4,
“
;_‘
aWy

10°

00 02 04 06 102
Entropy fluctuation AS

FIG. 11. The above is a variation of Fig. 6, using a randomly
generated nearest-neighbor Hamiltonian as in Eq. (E1). The inset is
analogous to that described in Fig. 6.

former figures take the form

n—1

H =

i

33
3 cupotol (ED)

1 a=0 p=1

for translation-invariant spin chains of n qubits, where ¢
are the Pauli matrices on the ith qubit, and cqp are coupling
constants drawn from independent and identically distributed
Gaussian distributions with mean zero. Each of Figs. 10-12
uses a single, distinct randomly generated Hamiltonian of this
form.

The results shown here are representative of randomly
generated Hamiltonians in this class (though this statement
is necessarily imprecise, as elaborated below). Evidently
Figs. 10-12 illustrate the same features discussed in Sec. III,
demonstrating those features are not unique to the chosen
nonintegrable model. For instance, in Fig. 10, as in Fig. 3,
we again see that fluctuations become small in O(1) time and
continue to decrease until they plateau at values exponentially
small in n. In Fig. 11, as in Fig. 6, we see that the probability
of entropy fluctuations appears exponentially suppressed as
e~425 for total Hilbert space dimension d. In Fig. 12, as in
Fig. 7, we see that the time required to encounter a fluctuation
of AS scales like e?2*.

Time until fluctuations, for Hamiltonian evolution
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Time to first fluctuation
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FIG. 12. The above is a variation of Fig. 7, using a randomly
generated nearest-neighbor Hamiltonian as in Eq. (E1).

The results shown here are qualitatively representative
for randomly chosen, translation-invariant, nearest-neighbor
Hamiltonians, but there is also significant variation among
these models that is not illustrated here. To elaborate, consider
the space of translation-invariant nearest-neighbor Hamilto-
nians on 1D qubit chains, up to multiplicative scaling and
additive shifts by the identity. These form a compact 12-
dimensional space, or 9-dimensional if taking a quotient
by equivalence under single-site unitary operations. This 9-
dimensional space has finite volume, and therefore some
nonzero fraction consists of integrable models or small per-
turbations thereof. For instance, some nonzero fraction of
Hamiltonians in this class are a small perturbation of the
transverse-field Ising model. Therefore the results in these
figures, shown for random instances of Hamiltonians of the
form of Eq. (E1), are not typical in the strong sense of occur-
ring with probability one. In fact, we expect outliers would
appear if these numerical experiments were repeated for a
larger number of randomly generated Hamiltonians.

Instead, we can only suggest that the emphasized features
of these figures are characteristic of chaotic local Hamilto-
nians. In turn, we can only present chaotic Hamiltonians as
a loosely defined category, perhaps sharing a collection of
properties such as nonintegrability (not having some large
number of local conserved quantities), eigenvalue repulsion,
and so on. The connections among different notions of chaotic
many-body Hamiltonians remain an active area of research.
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