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Accurate data on electric-dipole transition matrix elements (EDTMs) for bound-bound Rydberg-atom tran-
sitions have become increasingly important in science and technology. Here we compute radial EDTMs of
rubidium in length, velocity, and acceleration forms for electric-dipole-allowed transitions between states with
principal and angular-momentum quantum numbers n and � ranging from 15 to 100. Wave functions are
computed based upon model potentials from [Phys. Rev. A 49, 982 (1994)]. Length-gauge EDTMs of strong
low-� Rydberg transitions, often employed in research and technology, are found to deviate from the funda-
mentally more accurate velocity-gauge form by approximately-n-independent and series-dependent shifts. The
shift amount peaks at about 0.34 ea0 for the Rb nD ↔ (n + 1)P series, a particularly strong Rydberg-transition
series in Rb. The shift corresponds to relative EDTM corrections of up to ≈10−3, which can be of concern
in high-precision applications. We discuss the physical reasons for the observed gauge differences, explain the
conditions for applicability of the velocity- and length-gauge forms for different transition series, and present a
decision tree of how to choose EDTMs.
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I. INTRODUCTION

Rydberg atoms [1] are an active field of modern physics
with applications in precision measurements [2–5], molecular
physics [6,7], quantum control [8,9], field sensing [10–13],
nonlinear quantum optics [14–16], and as a platform for quan-
tum computing and simulations [17–19]. Being at the core
of several directions in fundamental research and emerging
quantum technologies [20], Rydberg transitions from low-
lying states or other Rydberg atomic states require accurate
calculations [21,22]. Of particular interest are electric and
magnetic multipole transition matrix elements [23], static
and dynamic polarizabilities [21,24], and collisional and
photoionization [25–28] cross sections. Among the former,
electric-dipole transition matrix elements (EDTMs) are the
most important due to their wide usage [21].

A common framework for the computation of EDTMs
between different bound Rydberg levels is based on model
potentials [29]. In most cases, the computations are performed
in the length gauge (LG) [30,31], also referred to as Babushkin
gauge [32]. Another common form is the velocity gauge (VG).
In addition, there exists an acceleration gauge (AG). Although
quantum mechanics is gauge invariant [30,33,34], different
approximations and assumptions must be made to trans-
form the expressions for EDTMs between different gauges,
which can result in notable discrepancies in the final results
[35,36]. These are revealed in high-precision calculations and
naturally raise the question which gauge should be used.
This issue has been discussed in a range of research fields,
including interaction of atoms and molecules with strong
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fields [37–42], solid-state physics [43,44], and astrophysical
spectroscopy [32,45].

Gauge invariance of atomic polarizability has been shown
in Ref. [34]. To our knowledge, gauge effects in EDTMs
have not been broadly discussed yet in context with emerg-
ing applications of resonant Rydberg-atom transitions in the
aforementioned quantum technologies. Here we provide a
comparison of EDTMs computed in the LG, VG, and AG
gauges for electric-dipole electromagnetic transitions in ru-
bidium Rydberg atoms. The emphasis is on the LG and VG
forms, the most widely used and the most accurate gauges,
respectively, while the less accurate AG is discussed for

IN: ni, li, Δn, Δl

Pick MV 

nol< ≤ 2?yes

no|Δn| = 0?yes

Pick ML Average ML and MV

DATA
ML (ni, li, Δn, Δl)
MV (ni, li, Δn, Δl)

OUT: EDTM

FIG. 1. Decision tree to select EDTMs from precomputed
length-gauge and velocity-gauge databases of EDTMs,
ML (ni, �i, �n, ��) and MV (ni, �i, �n, ��), respectively. Initial-
and final-state principal and angular-momentum quantum numbers
are denoted (ni, �i ) and (nf , � f ), respectively, the difference
�n = nf − ni, the difference �� = � f − �i = ±1, and �< is the
lesser of �i and � f .
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instructive purposes. We show that the angular-momentum
type of the Rydberg-Rydberg transition plays a decisive role
in what is the best choice for the gauge that should be used.
For the Rb model potentials [29] that we use to compute the
Rydberg-electron wave functions, we find that the VG should
be used if the lesser of the involved angular momenta, �<, is
two or lower, and that the VG or the LG can be used other-
wise, as they produce identical results within the numerical
accuracy level of the calculations. As an exception, only the
LG should be used for transitions between near-degenerate
Rydberg levels with l< � 3. The decision tree that follows is
summarized in Fig. 1 and is rationalized throughout the paper.

The paper is organized as follows: The three gauge forms
are reviewed and the relevant expressions are provided in
Sec. II, the results are presented in Sec. III and discussed in
Sec. IV. The paper in concluded in Sec. V.

II. MATRIX ELEMENTS IN DIFFERENT GAUGE FORMS

In this section, we review the formalism for calculations
of EDTMs in the three gauges, and justify the validity of
the electric-dipole approximation (EDA). We begin with a
spin-less, nonrelativistic N-electron atom with nuclear charge
Z placed in a plane-wave electromagnetic field. In the veloc-
ity gauge, the linearly polarized field has a vector potential
A(r, t ) = A0 sin(k · r − ωt ), wave vector k, angular fre-
quency ω, and an amplitude of the electric field of E0 = ωA0.
The atom can be described by the following Hamiltonian:

Ĥ = Ĥ0 + Ĥint, (1)

where the field-free part, Ĥ0, is (in SI units)

Ĥ0 =
N∑

i=1

(
p̂2

i

2me
− Ze2

4πε0r̂i

)
+ 1

4πε0

N∑
i=1
i �= j

e2

|r̂i − r̂ j | , (2)

and the atom-field interaction part, Ĥint, resulting from includ-
ing the kinetic momentum, P̂i = p̂i + eÂ(r̂i, t ), is

Ĥint =
N∑

i=1

(
e

2me
[p̂i · A(r̂i, t ) + A(r̂i, t ) · p̂i] + e2A2(r̂i, t )

2me

)
.

(3)

Here, e is the magnitude of the electron charge, me is
the electron mass, and r̂i are the position operators of the
electrons. The A2 term in Eq. (3) describes the ponderomotive
interaction, which can be employed to realize ponderomotive
optical lattices for Rydberg atoms [46,47]. In the present
work, we focus on the first term, which describes, among other
phenomena, Rydberg-atom microwave transitions.

We consider an alkali-metal atom with a single electron
excited into a Rydberg state. The sum in Eq. (3) can be
dropped, and the interactions of the Rydberg electron with
the core electrons can be compounded into a set of �-specific
model potentials [29]. The vector potential specified above
satisfies the Coulomb-gauge condition, ∇ · A = 0, in which p̂
and A(r̂i ) commute. Dropping the A2 term, which is irrelevant
for the low-field transitions considered here, Eq. (3) can be
written as

Ĥint = e

me
A(r̂) · p̂. (4)

We then express the electric-field-normalized atom-field
interaction matrix element between initial |i〉 and final | f 〉
states of the Rydberg atom, in the rotating-wave approxima-
tion, as

MV = 〈 f |Ĥint|i〉
(E0/2)

= − eh̄

meω

(
n̂ ·

∫
ψ∗

f eik·r∇ψid
3r

)
.

Making the electric-dipole approximation (EDA), which
is valid for microwave transitions of Rydberg atoms, as dis-
cussed below,

MV = − eh̄

meω

(
n̂ ·

∫
ψ∗

f ∇ψid
3r

)
, (5)

where n̂ is the electric field’s polarization vector. The electric-
dipole transition matrix element (EDTM) in Eq. (5) is
commonly referred to as the velocity (VG) form, because
it involves the linear-momentum operator. To transform it
into the often-used length-gauge (LG) form, one invokes the
commutation relation [r̂, Ĥ0] = ih̄

me
p̂, which is exact only if Ĥ0

does not contain momentum-dependent potentials [30]. For
the case of an on-resonant interaction, ω = |E f − Ei|/h̄, with
final- and initial-state energies E f and Ei, respectively, the
frequency denominator in Eq. (5) drops out, and the EDTM
takes the most commonly employed LG form,

ML = e

(
n̂ ·

∫
ψ∗

f rψid
3r

)
. (6)

For the acceleration-gauge (AG) form to be valid, the
valence-electron potential in Ĥ0 must be of pure Coulomb
form, V̂ = −e2/(4πε0r̂), such that the commutation relation
[p̂, Ĥ0] = −ih̄∇V̂ is true [30]. Then, the EDTM for a resonant
interaction can be expressed in AG form,

MA = e3

4πε0meω2

(
n̂ ·

∫
ψ∗

f

r̂
r3

ψid
3r

)
. (7)

The EDTMs obtained from Eqs. (5)–(7) are in SI units; in
the next section we convert them into atomic units by dividing
by ea0, where a0 is the Bohr radius. To convert Eqs. (5)–(7)
themselves, set h̄ = me = e = 4πε0 = 1.

The VG form is the most generally applicable, original
form, whereas for the LG and AG forms to be applicable
specific requirements must be satisfied. These hold in the
nonrelativistic hydrogen atom. However, the alkali model po-
tentials [29], which we use here, are � dependent for � � 3
and the same for � � 3, which makes the LG form inaccurate
if �< � 2 (where �< is the lesser of �i and � f ). In the main part
of our work, we quantify the deviations of EDTMs computed
in the LG form from those in the fundamentally accurate VG
form.

Rydberg atoms with a polarizable ionic core, such as
Rb and Cs, also exhibit a long-range, non-Coulombic core-
polarization potential the leading term of which scales as
−αd/(2r4). There, αd is the dipolar core polarizability. The
polarization potential applies to all � values, making the AG
form inaccurate for all �.

It is noteworthy that the EDA must be applied to the VG
form of the EDTM, which follows directly from the A · p
part of the minimal-coupling Hamiltonian in Eq. (4), before
the matrix element can be transformed into the LG and AG
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forms (under the applicable respective conditions). For the
microwave transitions considered in the present work, the
EDA is naturally satisfied due to the long radiation wavelength
(k · r � 1). It has been shown elsewhere that the EDA even
applies in the UV wavelength range [28], where the Rydberg-
atom size typically exceeds the wavelength (k · r > 1).

In the numerical results in Sec. III, we show compar-
isons between the EDTMs for a representative selection of
transition series. All EDTMs shown are radial parts; matrix
elements for transitions with specific magnetic quantum num-
bers follow from multiplication with angular matrix elements
provided, for instance, in Ref. [30].

The fine structure of the Rydberg levels is ignored in our
analysis, because it would primarily only add Clebsch-Gordon
factors to the angular matrix elements. The gauge effects we
focus on in our work result from the � dependent and non-
Coulombic long-range terms in the model potentials [29] used
to compute the radial wave functions of the (n, �) states of
the atom. To capture gauge effects, it is therefore sufficient to
consider radial EDTMs with fine-structure-averaged quantum
defects [1] for the Rydberg energy levels.

For the numerical calculation of the required wave func-
tions, we use a method described in Ref. [48] that allows
a nonuniform spatial grid. The spatial finesse is character-
ized by a specifiable number of grid points per local de
Broglie wavelength of the electron wave-function (which
varies widely within the atomic potential). For the bulk of
our calculations, we chose a lower limit of 5000 grid points
per electron wavelength. To estimate numerical uncertainty,
several computation series were performed on finer grids with
a minimum of 10 000 grid points per electron wavelength.
All computations were performed in Fortran using REAL*16
precision. For reference, less than 500 grid points per electron
wavelength, in a REAL*8 implementation, suffice to compute
EDTMs of strong bound-bound Rydberg transitions with three
to four significant digits.

III. RESULTS

We have computed the EDTMs in all three gauge forms
for all electric-dipole-allowed Rydberg-Rydberg transitions
ni → n f , with initial ni and final n f principal quantum num-
bers covering the full range from 15 to 100, and for all
combinations of initial and final angular momenta, �i and � f ,
that satisfy the electric-dipole selection rule �� = � f − �i =
±1. The results are stored in data banks MV (ni, �i,�n,��),
ML(ni, �i,�n,��), and MA(ni, �i,�n,��), with �n defined
as �n = n f − ni. The computed data for the transitions used
in Fig. 2 is presented in the Supplemental Material [49].

As convenient measures for the radial EDTMs and for the
differences between them in the three gauge forms, we define
the scaled dipole moments, the absolute gauge error, and the
relative gauge error as

M̃ j = Mj

n∗
i n∗

f

, j = V, L, A,

� j,V = Mj − MV , j = L, A,

δ j,V =
∣∣∣∣� j,V

MV

∣∣∣∣, j = L, A,

(8)

where the subscripts V, L, and A stand for VG, LG, and
AG forms of the EDTMs, respectively. The effective quantum
numbers are n∗

i = ni − δ�i and n∗
f = n f − δ� f , with quantum

defects δ�i and δ� f [1].
In Fig. 2, we show |M̃V |, �L,V and δL,V vs ni for several

transition series with �< � 2. We consider transitions with
|�n| � 4, which include the series with the largest EDTMs.
These series are used in most applications.

Rb niS1/2 ↔ n f PJ microwave transitions are of some
importance because niS1/2 Rydberg atoms can be initialized
by two-photon laser excitation from the Rb 5S1/2 ground state.
The EDTMs for the various series in this type scale as n∗

i n∗
f ,

as the scaled values in Fig. 2(a) are approximately n indepen-
dent within each series. This behavior is fairly typical (but
not guaranteed) for Rydberg transitions, because it essentially
means that the EDTMs scale with the atomic radius, which is
≈2n2 for low-� states [1]. Interestingly, as seen in Fig. 2(b),
the absolute gauge errors �L,V take series-dependent values
with no significant n dependence. For the strongest series,
nS ↔ nP and nS ↔ (n − 1)P, it is �L,V ≈ −0.062 ea0 and
−0.058 ea0, respectively. For the weaker series, the values
of �L,V generally drop. For instance, for the nS ↔ (n + 4)P
series it is �L,V ≈ −0.0066 ea0. The constancy of the �L,V is
explained in Sec. IV. The relative gauge error, δL,V , typically
ranges between 10−4 and 10−5 for the strongest transitions,
nS ↔ nP and nS ↔ (n − 1)P, as seen in Fig. 2(c), while for
the weaker transitions with larger |�n| this number can be as
large as ≈10−3.

Rb niD ↔ n f P microwave transitions are often used
because of the large values of |MV | on the nD to (n + 1)P
series, and because the two-photon laser preparation rates
of niD Rydberg atoms from the Rb 5S1/2 ground state are
greater than those of niS Rydberg atoms. Fig. 2(d) shows
that the EDTMs of the strong niD ↔ (ni + �n)P, �n � 1,
series scale as n2. However, the weak series, which have
�n � 0, do not scale. The EDTMs of the nD ↔ nP series
even pass through a pronounced minimum of |MV | ≈ 0.16 ea0

at n = 20, which is about three orders of magnitude lower
than the |MV | value of the nearby 20D ↔ 21P transition
(which has |MV | = 472 ea0). The unusual behavior of the
nD ↔ nP series can be attributed to the exact level energies
and wave functions of the involved states, which depend on
the Rb quantum defects of both initial and final levels. The
EDTM minimum at n = 20 may thus be characterized as a
bound-bound analog of a Cooper minimum [27,50]. A Cooper
minimum [50] is a type of minimum of the photoionization
cross-section versus light wavelength. Due to the resemblance
in the physical origins of Cooper minima and the EDTM
minimum at n = 20 and analogous instances identified be-
low, we will refer to such minima as “Cooper-like minima.”
The absolute gauge errors �L,V again have approximately
n-independent but series-dependent values. The strongest of
all series in Fig. 2, the nD ↔ (n + 1)P series, has �L,V ≈
−0.34 ea0 [see Fig. 2(e)]. The relative gauge errors, δL,V , are
on the order of three times larger than those of comparable
niS ↔ n f P transitions, with numerous instances of δL,V >

10−2 [see Fig. 2(f)]. The relative gauge error reaches a high of
≈0.5 for the 20D ↔ 20P Cooper-like minimum.

In Figs. 2(g)–2(i) we show data on several niD ↔ n f F
series. Figures 2(d) and 2(g) have some resemblance, which
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D ↔ P

D ↔ F

S ↔ P

FIG. 2. The columns show, from left to right, the scaled EDTMs in VG form, M̃V , the absolute gauge errors, �L,V , and the relative gauge
errors, δL,V , as a function of n = ni. Note the 100× enlargement on the �L,V scales. The first row, panels (a)–(c), is for the indicated niS ↔ nf P
series, the second row, panels (d)–(f), is for a set of niD ↔ nf P series, and the last row, panels (g)–(i), is for a set of niD ↔ nf F series. The
data used for this figure is listed in the Supplemental Material [49].

one may attribute to similar differences in the quantum defects
of the respective involved states. For the niD ↔ (ni + �n)F
series, the EDTMs of the �n � −1 cases are large and scale
with n2, while the �n � 0 cases have small EDTMs and
show Cooper-like minima, similar to the nD ↔ nP series in
Fig. 2(d). Since the �L,V values are approximately n inde-
pendent and series specific [see Fig. 2(h)], the relative gauge
errors δL,V again reach values near 1 at the Cooper-like min-
ima [see Fig. 2(i)].

For � � 3, the utilized model potentials become � in-
dependent, and numerical readings of �L,V �= 0 are only
due to numerical errors. In our work, the relative numer-
ical confidence level of the EDTMs is ≈10−5 or better.
The numerical uncertainty was verified by comparing sev-
eral results from Fig. 2 with similar results obtained
with a finer spatial grid in the wave-function calculations,
and by verifying that the conjugate of Eq. (5) yields the
same results as Eq. (5), within the numerical error. The
estimation of the numerical error is important because it
proves that the deviations between ML and MV shown in
Fig. 2 are indeed due to the different gauge forms used

in the EDTM calculations. Further proof is given in the
Discussion.

Finally, we show a comparison between EDTMs computed
in AG and VG forms. This comparison is of instructional
interest, but it is not relevant to applications of EDTMs be-
cause the AG is fundamentally invalid for all �. For low-�
transitions, δA,V can reach very large values (up to ≈106,
not shown here), reflecting the invalidity of the AG form
for non-Coulombic potentials. However, if � becomes suf-
ficiently large, the EDTMs in AG form tend to gradually
approach the correct EDTMs obtained from the other forms.
As an example, in Fig. 3 we show results for several series
for transitions between �i = 10 and � f = 11 states. On the
series shown, the error of the AG form is small but exceeds
the numerical error by several orders of magnitude. While
�A,V does not exhibit a simple scaling in ni, its rapid rise
in magnitude with ni stands in contrast with Figs. 2(b), 2(e),
and 2(h). In additional analyses, not presented, we have found
that �A,V drops below our numerical error for � � 20. Hence,
within our numerical error, the non-Coulombic polarization
potential, −αd/(2r4), becomes inconsequential to the EDTMs
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FIG. 3. Absolute gauge error of the AG vs the VG form, �A,V ,
versus n = ni for the indicated transition series with �i/ f = 10 or 11.
Note the 100× enlargement on the �A,V scale.

for � � 20. Then, the net potential takes a practically pure
Coulomb form, and the AG results become accurate. Nonethe-
less, the AG form should not be used because the conditions
for its applicability are generally not satisfied in alkali-metal
atoms.

IV. DISCUSSION

In Sec. III we have established and quantified deviations
between LG and VG computations of EDTMs for transitions
that involve Rydberg levels with �< � 2. These deviations
are caused by the dependence of the model potentials [29]
utilized on � for � � 3. For transitions with �< � 3, the model
potentials are identical, and the EDTMs in LG and VG forms
agree within our numerical error of δL,V of <10−5.

An intriguing finding in Fig. 2 is that, within any given
series, the absolute gauge error �L,V is approximately n
independent, regardless of any added complexities such as
Cooper-minimum-like behavior in |MV |. In the following we
show that this is expected. We find by evaluating matrix
elements of the operator difference [Ĥ0, x̂] + ip̂ = [V̂ , x̂] (in
atomic units) for the transitions that the absolute gauge error
satisfies

�L,V = 1

ω

∫
r3Rn f ,� f Rni,�i

(
V� f − V�i

)
dr, (9)

with final- and initial-state radial wave functions Rn f ,� f and
Rni,�i and model potentials V� (which we take from Ref. [29]).
The integral vanishes for �< � 3 because, in that case, the
potentials do not depend on �. Otherwise, the integral is
nonzero and accumulates substantially only at short dis-
tances, where the potentials are strongly � dependent and
the wave functions are approximately shape invariant in n,
with amplitudes scaling as n−3/2. Since the 1/ω prefactor
scales as n3, the n scalings cancel. Hence, �L,V is approxi-
mately fixed within any given series. Numerical integration
of Eq. (9) yields results that agree with the differences be-
tween the matrix elements to within typically three digits after
the decimal point (in atomic units), in accordance with the
numerical uncertainty of the matrix elements of five digits
or better. For the strongest transitions, the values of �L,V

vary between n = 15 and n = 100 as follows: For nD ↔
(n + 1)P, �L,V = −0.327 ea0 to −0.343 ea0, for nS ↔ nP,
�L,V = −0.0610 ea0 to −0.0615 ea0, for nS ↔ (n − 1)P,

�L,V = −0.0565 ea0 to −0.0575 ea0, and for nD ↔ (n −
1)F , �L,V = −0.0746 ea0 to −0.0720 ea0. The integral in
Eq. (9) reaches its asymptotic value to within 0.1% typically
over a range of only 8a0. These findings prove that the VG
matrix elements follow from the LG ones by subtracting
an approximately n-independent and series-dependent value,
given by Eq. (9). Furthermore, the agreement of the results
from Eq. (9) with the data in Fig. 2 serves as a consistency
check.

Along similar lines, in Fig. 2 it may seem at first unex-
pected that �L,V is near-constant even across the Cooper-like
minima of the EDTMs. Equation (9) shows that the near-
constant, absolute gauge error is given by an integral that
accumulates within less than 10a0. In contrast, the Cooper-
like minima largely depend on the quantum-defect-dependent
relative positions of Rydberg wave-function maxima and min-
ima in the outer reaches of the atom. Therefore, gauge error
and Cooper-like minima are quite unrelated, and the gauge
error is not expected to exhibit any unusual behavior across
the Cooper-like minima.

Equation (9) further shows that fine-structure energy shifts
have no significant effect on �L,V , because the radial wave
functions Rn,�, j have virtually no dependence on j at radial
positions of less than 10a0.

As a practical matter, we note that the 1/ω dependence
of MV [see Eq. (5)] causes numerical inaccuracy for near-
degenerate transitions, for which the integral expression in
Eq. (5) can drop to near or even below its numerical error.
As a result, for sufficiently degenerate transitions the expres-
sion in Eq. (5) becomes numerically unstable. Since the LG
form [Eq. (6)] has no such numerical problem, the frequency-
denominator issue is of no practical concern. For �< � 2,
where the VG form must be used, there are no near-degenerate
transitions, so the issue does not arise, while for �< � 3,
where near-degenerate transitions occur when �n = 0, the
LG form may used.

The limiting case of resonant transitions with ω → 0,
which occurs in transitions with �n = 0 and large values of
�, requires additional caution because of the rise of Bloch-
Siegert shifts caused by the counter-rotating terms [51] and
other complications. The counter-rotating terms have been
dropped early on in our analysis when making the rotating-
wave approximation.

Following the discussion, we are using the method
summarized in Fig. 1 to pick EDTMs for any electric-
dipole transition of interest. First, we compute databases
MV (ni, li,�n,��) and ML(ni, li,�n,��). After entering the
transition labels (ni, li,�n,��), the following simple rules
are applied:

i. If �< � 2, pick MV (ni, li,�n,��).
ii. If �< � 3 and |�n| � 1, use the average of

MV (ni, li,�n,��) and ML(ni, li,�n,��).
iii. If �< � 3 and |�n| = 0, pick ML(ni, li,�n = 0,��).
Next we discuss the consequences of our findings. For the

strongest transitions within the �< � 2 series displayed in
Fig. 2, the choice of the gauge form does not play an over-
whelming role, as δL,V —the relative EDTM error incurred
by adopting the LG instead of the VG form—barely exceeds
10−3 even in the worst cases. It will be fairly challenging to
spectroscopically probe Rabi-frequency discrepancies at that
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level of precision (and to even calibrate rf electric fields with
sufficient accuracy to enable such measurements). At the same
time, note that high precision is critical sometimes , such as in
implementing quantum gates with microwave pulses [52–55]
and in metrology applications. In the latter, the atom-field cou-
pling amplitude has to be known better than to three or four
significant digits. This is the case, for instance, in applications
of Rydberg atoms in defining voltage standards [56,57]. In
those specialized applications, the gauge error discussed in the
present work will become relevant.

We also wish to point out that the gauge errors follow
from the model potentials entered into the computation. As
such, experimental data on the gauge effects would provide
information on the accuracy of the potentials and, therefore,
provide a test for the modeling of atomic many-electron sys-
tems. The relative gauge errors near the Cooper-like minima
in Fig. 2 are quite significant. Measurements of EDTMs for
several ni near the Cooper-like minima may offer an experi-
mental opportunity to explore these minima and gauge effects
in Rydberg EDTMs. The same holds for photoionization
cross sections, which show Cooper minima the wavelengths
of which depend on the gauge form used in the bound-free
EDTM calculation [27,28].

V. CONCLUSION

We have presented results for EDTMs calculated in
three different gauge forms: velocity, length, and acceler-
ation. Based on the analysis of the observed differences
between these forms, we outlined a method for choosing
the most appropriate gauge form, depending on the quan-
tum numbers of the transition. We have discussed aspects
of the underlying physics. We provide a concise equation
for �L,V —Eq. (9)—that proves that the absolute gauge er-

ror �L,V should not strongly depend on n within any given
series.

In the computations we have used model potentials for Rb
from Ref. [29]. Analogous computations could be performed
for cesium or other alkali atoms for which there is a set of
model potentials.

We point out a difference between resonant and off-
resonant interaction. The quadratic DC and AC Stark effects
occur off-resonantly, including the case ω = 0 for the DC
Stark effect. Off-resonant Stark shifts are best evaluated in the
length gauge [34], in which the EDTMs in length-gauge form
are exact. For resonant interactions, which we have considered
here, the EDTMs in velocity-gauge form are exact.

The observed differences between the gauge forms have
negligible or only minor consequences in applications of Ryd-
berg atoms for microwave field sensing [10–13], where strong
transitions are used. For these, the relative gauge error, δL,V ,
remains below ≈10−3. The small differences between these
EDTMs are likely to become relevant in precision measure-
ments of resonant AC versus off-resonant AC or DC electric
fields, including applications of Rydberg atoms in defining
voltage standards [56,57].

Several of the weak transition series have relative gauge
errors of 1% and up. These large relative gauge errors may
be observable in experimental line strength measurements on
weak transition series.
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