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Capacity of non-Markovianity to boost the efficiency of molecular switches
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Quantum resource theory formulations of thermodynamics offer a versatile tool for the study of fundamental
limitations to the efficiency of physical processes, independently of the microscopic details governing their
dynamics. Despite the ubiquitous presence of non-Markovian dynamics in open quantum systems at the
nanoscale, rigorous proofs of their beneficial effects on the efficiency of quantum dynamical processes at the
molecular level have not been reported yet. Here we combine the quantum resource theory of athermality with
concepts from the theory of divisibility classes of quantum channels to prove that memory effects can increase
the efficiency of photoisomerization to levels that are not achievable under a purely thermal Markovian (i.e.,
memoryless) evolution. This provides rigorous evidence that memory effects can provide a resource in quantum
thermodynamics at the nanoscale.
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I. INTRODUCTION

Photoinduced switching in molecular systems is at the
basis of many fundamental processes in living organisms.
Relevant examples include light activated processes in the pri-
mary steps of photosynthesis in plants, algae, and bacteria [1],
and the photoisomerization of retinal in the cells of a human’s
retina [2]. Furthermore, molecular switches can be artificially
engineered and employed in technological applications, such
as the storage of solar energy, nanorobotics, and optical data
storage [3]. This class of reactions involves subpicosecond
timescales, and they are characterized by remarkably high
quantum yields and strong specificity [4–8]. Here, the external
irradiation can be thought of as a high-temperature reservoir,
with the vibrations of the scaffold of the pigment-protein
complex playing the role of a low-temperature reservoir for
excess energy. This framework suggests a thermal engine
representation of the process and a thermodynamic analysis
in which to determine stringent measures of efficiency as well
as fundamental limits thereof. Recent work, for instance, com-
pared the output power of model pigment networks subject to
purely thermal relaxation with models that include a coher-
ent coupling of the network to the protein modes [9]. This
type of analysis allows us to draw quantitative conclusions
concerning the properties that enhance efficiency, exciton-
vibrational coherence in that case, but at the same time it
is very much constrained by the specific dynamical details
of the model. Therefore, it would be desirable to perform
such an analysis at a higher level of abstraction, in the same
spirit as the study of classical thermal machines using the
laws of macroscopic thermodynamics. This is precisely what
resource theories [10,11], developed in the context of quantum
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information, can facilitate. In particular, the resource theory of
thermodynamics at the nanoscale [12–18] has been applied
very recently to determine the optimal photoisomerization
yield of a molecular switch [19]. Here, we use the same model
system to first obtain an analytical bound that encompasses
previous numerical results, and then we focus on extending
the resource theoretic formalism from general thermal opera-
tions, characteristic of an input-output formalism at specific
moments in time, to continuous processes that allow us to
connect the concept of (non)-Markovianity with thermal op-
erations. Building on this, we then proceed to demonstrate the
existence of a finite gap between the optimal yields achiev-
able under general thermal operations and under Markovian
operations alone. This allows us to rigorously quantify the
yield gain that is due to non-Markovian effects in the system-
environment interaction [20–24]. This result is of particular
importance for the dynamics of biomolecular complexes for
which the presence of non-Markovianity, due to the interplay
of the electronic quantum dynamics with highly structured
environmental spectral densities and long-lived vibrational
modes, is well-established [25].

II. THERMODYNAMICS AS A RESOURCE THEORY

Quantum resource theories (QRTs) provide a theoretical
framework in which a set of states/operations are considered
free, and any state/operation outside the free set can then be-
come a resource, in the sense of facilitating a task inaccessible
to the free set. Nonfree states are therefore deployed at a cost,
but in exchange they assist processes that would otherwise be
impossible or only attainable with a smaller fidelity. Histori-
cally, the first example of a resource theory is the theory of
bipartite entanglement [26,27], where the restriction to local
operations and classical communication (LOCC) promotes
entanglement to a resource, while separable states remain
freely accessible. Analogously, quantum thermodynamics can
be formulated as a resource theory in which both free states
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and operations are thermal [12–18]. Specifically, the resource
theory of athermality is constructed as follows. Given a sys-
tem S with Hamiltonian HS , the following three elementary
operations are allowed: (i) The system can be brought into
contact with a thermal bath B, that is, we can freely deploy
Gibbs states τ = e−βHB/Z at inverse temperature β. (ii) We
can perform any global unitary transformation U on S + B,
as long as it is energy-preserving, i.e., [U, HS + HB] = 0.
(iii) We are allowed to trace out subsystems, and in particular
the entire bath B. As a result, the action of thermal operations
(TOs) on a density operator ρS is then defined as

ρS
TO−−→ TrB [U ρS ⊗ τ U †]. (1)

Note that thermal operations preserve the Gibbs state of the
system S, and furthermore they obey time-translation covari-
ance [also called phase-covariance or U (1)-covariance], i.e.,
they commute with the free unitary evolution of the system:
T ◦ Ut = Ut ◦ T for any T ∈ TO.

The action of thermal operations on quasiclassical states
(states that are diagonal in the energy eigenbasis) can be
fully characterized as that of matrices mapping the popula-
tion vector of an initial state to the population vector of a
final state, given the phase covariance of the operation. More
concretely, thermal operations act on population vectors as
Gibbs-stochastic matrices, i.e., stochastic matrices that pre-
serve the Gibbs state. We will denote by GSn the semigroup
(or, more precisely, the monoid [28]) of n × n stochastic ma-
trices that preserve the diagonal of the Gibbs-state e−βH/Z .
Then, given two quasiclassical states ρ and σ , the first can be

mapped into the second by thermal operations (ρ
TO−→ σ ) if

and only if there exists a Gibbs-stochastic matrix mapping the
diagonal p of ρ to the diagonal q of σ :

ρ
TO−→ σ ⇐⇒ ∃ G ∈ GSn s.t. q = Gp. (2)

The problem of assessing when two particular states are
connected by a Gibbs-stochastic matrix is then solved by
thermomajorization [12,13,15], in a way analogous to how
majorization characterizes state convertibility under LOCC
in the resource theory of entanglement. In particular, one
associates with a density matrix ρ a curve fρ (x) (called a
thermomajorization curve), and, given two density matrices
ρ and σ , it is said that ρ thermomajorizes σ , i.e., ρ 	th σ ,
if fρ (x) � fσ (x),∀x. Then, given two quasiclassical states ρ

and σ ,

ρ
TO−→ σ ⇐⇒ ρ 	th σ. (3)

III. PHOTOISOMERIZATION

We now consider the problem of modeling photoisomer-
ization in the resource theory of athermality. We will use the
same model system as in [19], where an angular coordinate
ϕ between two heavy chemical groups parametrizes the rel-
ative rotation of two molecular components around a double
bond. Figure 1 displays a typical energy landscape for these
systems, where the two eigenvalues E0,1(ϕ) can be obtained
from a class of Hamiltonians commonly used in the study
of photoisomerization (see [5–8]). It is important to stress,
however, that the results presented in this work are completely
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FIG. 1. Energy landscape for a typical photoisomer. The system
starts in the electronic ground state at ϕ = 0, and it is photoexcited
(wavy arrow) by a light source. It can then relax to the cis ground
state E (ϕ = π ) while in contact with its environment. Our results
are independent of the actual intermediate dynamics of the process.
The advantage of a resource theoretic approach is precisely that of
providing general bounds that are valid regardless of the compli-
cated microscopic details governing the evolution of the system. The
four dots represent the states that are considered in the four-level
model of [19].

independent of the specific form chosen for the Hamiltonian
(and therefore the energy landscape of the system), as the only
parameters that are crucial to our analysis are the energies of
the levels that are occupied at the initial and final times and
their corresponding populations. The ground-state energies
for φ = 0 and φ = π satisfy E0(ϕ = 0) � E0(ϕ = π ) in our
analysis, and they are separated by an energy barrier. The
molecule begins in a thermal state of configuration ϕ = 0.
Then, following photoexcitation, the molecule can isomer-
ize (or switch configuration) while relaxing in contact with
its environment, for example via a dissipative Landau-Zener
transition (the results are, however, independent of the inter-
mediate mechanisms governing the process, which could, for
instance, involve a conical intersection [29]). The probability
of switching configuration during relaxation is called photoi-
somerization yield.

The molecule starts in thermal equilibrium with its
environment at an inverse temperature β, at an angular con-
figuration ϕ = 0. The first step is that of photoexcitation,
during which a light source excites the electronic state of
the molecule at the fixed angular coordinate ϕ = 0. As a
consequence, the molecule ends up in a new electronic state
ρi. Two molecular components can then rotate relative to each
other while relaxing in contact with the environment, and the
molecule ends up in a state ρ f , which will have some weight
on the cis configuration ϕ = π . Finally, the molecule ther-
malizes again. The photoisomerization yield γ is then defined
as the weight of the postrotation state on the cis electronic
ground state, that is, γ = 〈E0(π )|ρ f |E0(π )〉.

The rotation step can then be thought of as a mapping
ρi → ρ f between the postexcitation and the postrotation elec-
tronic states. In the absence of external sources of work and/or
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coherence, and under the assumption that the total energy
of the system and the environment is conserved, the map-
ping above can be described as a thermal operation. Indeed,
thermal operations are precisely those operations that do not
require the consumption of any initial source of work and/or
coherence. In real-world scenarios, the actual process could
depart from thermal operations, for example as a consequence
of the total energy of the system and bath not being exactly
conserved, or the presence of an external clock, which would
break time-translation covariance. The results presented in
this work could then be used as a witness of athermality. In
other words, a violation of the bounds presented here would
rigorously prove that the mapping ρi → ρ f is not a thermal
operation, which in turn would mean that the specific environ-
ment under analysis does not merely act as a passive thermal
reservoir, but as a battery (a source of work) and/or as a clock
(a source of asymmetry).

Photoexcitation changes the electronic state of the pho-
toisomer to a state ρi which in general will not be diagonal
in the energy eigenbasis, i.e., [ρ, H] �= 0. One would then
naturally expect coherence in the energy eigenbasis to affect
the yield. However, the time-translation covariance of thermal
operations guarantees that populations evolve independently
from coherences. Therefore, if we are only interested in the
yield, we can disregard coherences completely. In fact, the
yield is nothing more than the population of level |E0(π )〉,
and as such, it cannot possibly be affected by the presence of
coherence in the energy eigenbasis, allowing us to focus on
quasiclassical states only. With this in mind, the transforma-
tion ρi −→ ρ f is possible via thermal operations if and only
if the initial state thermomajorizes the final state. This means
that not all values of the yield are allowed by the constraints
of thermal operations, and that we could find an upper bound
to the yield by solving for the largest value of γ such that
ρi 	th ρ f .

A numerical solution for this problem is provided in [19],
where the authors focus on states with ϕ = 0 and ϕ = π ,
effectively reducing the photoisomer to a four-levels system
{|E0(ϕ)〉, |E1(ϕ)〉}ϕ=0,π . This simplification is made possible
by the fact that the thermomajorization conditions only in-
volve the initial and final states, together with the assumption
on the initial state of the molecule having negligible overlap
with ϕ �= 0 configurations. A more sophisticated model, that
takes into account the finite width of the initial distribution
around ϕ = 0, would require the addition of levels near the
stable configurations, and it represents an interesting exten-
sion to the analysis.

IV. OPTIMAL YIELD FOR A SINGLE PHOTOISOMER

We will now obtain an analytical solution to the max-
imum allowed yield under general thermal operations. For
that, it suffices to model the photoisomer as a three-level
system {|0〉, |
〉, |W 〉} (see Appendix A). These three lev-
els have energies 0,
,W , respectively, and they arise from
the full spectrum E0,1(ϕ) by focusing on ϕ = 0, π only, and
by neglecting the uppermost energy level |E1(π )〉. Given a
population vector (p0, p
, pW ), the photoisomerization yield
is then γ (ρ) := 〈
|ρ|
〉 = p
. Let us consider an initial
state of the system parametrized by the photoexcitation

1 − q

|0〉

0

|Δ〉

q

|W 〉
GS3

p0

|0〉

γ

|Δ〉

pW

|W 〉

FIG. 2. Photoisomerization as a Gibbs-stochastic mapping be-
tween three-level systems. The three states {|0〉, |
〉, |W 〉} arise from
focusing on the two angles ϕ = 0, π only, and ignoring the upper-
most level E1(π ). The populations in the initial state are (1 − q, 0, q),
while the final state has the photoisomerization yield γ as the new
population for the level 
.

factor q ∈ [0, 1]:

ρi −→ (1 − q, 0, q). (4)

Our aim is to constrain the possible evolution in the pop-
ulations of these three states under the action of thermal
operations. The situation is depicted in Fig. 2, where a
Gibbs-stochastic matrix transforms the initial state ρi of the
photoisomer to a final state with yield γ .

If we denote by γ (G) the yield produced by the matrix G,
the optimal photoisomerization yield achievable under ther-
mal operations is

γ ∗ := sup
G∈GS3

γ (G). (5)

From now on, we will measure energies in units of β−1, so
as to simplify the notation. By considering a 3 × 3 stochastic
matrix, and by imposing that the Gibbs state is preserved, we
find that the general form of a matrix G ∈ GS3 is⎛
⎝ 1 − g1e−
 − g2e−W g1 g2

(1 − g3)e−
 − g4e−W g3 g4

(g2 + g4)e−W −(1−g1−g3)e−
 1−g1−g3 1−g2−g4

⎞
⎠,

(6)

where g1, g2, g3, g4 ∈ [0, 1]. All these parameters have to
obey a set of constraints ensuring that every element in the
matrix above is non-negative.

By computing the action of such a matrix on the initial state
ρi, we obtain the following expression for the photoisomeriza-
tion yield γ (G):

γ (g3, g4) = [(1 − q)e−
](1 − g3) + [(1 + e−W )q − e−W ]g4.

(7)

This is a linear function of g3 and g4, and it can be easily
maximized, producing the optimal photoisomerization yield:

γ ∗ =
{

q + (1 − q)(e−
 − e−W ) if q � q̃,

(1 − q)e−
 if q < q̃,
(8)

where we have defined q̃ = 1/(1 + eW ).

V. MARKOVIANITY AND THERMAL OPERATIONS

Building on the previous section, we proceed with the
demonstration that the optimal yield γ ∗ cannot be achieved
under the additional restriction of thermal Markovianity.
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This result demonstrates that, in the absence of additional
resources, some non-Markovianity (and therefore some mem-
ory) is fundamentally required to optimize the process of
photoisomerization.

The first problem we face is that of relating the property
of Markovianity with the framework of thermal operations.
In fact, since the latter are defined in a way that does not
explicitly involve any form of dynamics, there is no immediate
way of telling if a thermal operation represents interactions
with a Markovian bath or not.

Consider a thermal operation T ∈ TO, mapping a state ρi

to a state ρ f , i.e., ρi
T−→ ρ f . If such a transformation has to

be physically meaningful, in the sense that it originates from
a real physical evolution of a system, there must exist an
underlying continuous dynamics, represented by a completely
positive trace-preserving (CPTP) map E(t,0), which reproduces
T for some value t , in other words,

ρi
T−→ ρ f ⇐⇒ ∃ E(t,0) CPTP s.t. ρ f = E(t,0)(ρi ). (9)

Given a thermal operation T , we want to characterize whether
it is possible to find an underlying continuous Markovian map
of which T is a particular snapshot. If not, we will say that
T is inherently non-Markovian, in the sense that there are no
Markovian maps that could possibly reproduce the effects of
T on the system.

Here we will adopt a definition of Markovianity in terms
of the CP-divisibility of the map [30]. Namely, E(t,0) will be
called Markovian if it is CP-divisible, i.e., if for all 0 � s � t
it can be decomposed as

E(t,0) = E(t,s) ◦ E(s,0), (10)

with E(t,s) a completely positive map [30–33].
Definition 1. (Embeddable thermal operations) A ther-

mal operation T ∈ TO is said to be time-independent
Markovian (or embeddable) if there exists a Lindblad gener-
ator L such that E(s,0) = exp(Ls) defines a thermal operation
∀ s and T = E(t,0). The set of embeddable thermal operations
on n-dimensional systems is denoted by ETOn.

Definition 2. (Markovian thermal operations) A thermal
operation T ∈ TO is said to be Markovian (or memoryless)
if there exists a continuous family of Lindblad generators
{L(s) | 0 � s � t} such that ∀ s > r ∈ [0, t] the time-ordered
exponential E(s,r) = T exp(

∫ s
r L(τ )dτ ) defines a thermal oper-

ation and T = E(t,0). The set of Markovian thermal operations
on n-dimensional systems is denoted by MTOn.

These definitions capture the difference between maps that
can be generated by time-independent Lindblad generators,
and the more general CP-divisible maps. In the case of a ther-
mal operation T being Markovian, the memoryless property
amounts to the possibility of decomposing T into products of
infinitesimal thermal operations T (t + ε, t ). This is consistent
with saying that the bath is restored to thermal equilibrium
at every step ε, in a continuous fashion, therefore effectively
ruling out any memory effect. Time-translation covariance
holds locally in time with this definition, and the evolution
of populations and coherences is therefore decoupled.

It is important to stress that Markovian operations, accord-
ing to Definition 2, are generally not embeddable. However,
they can be approximated arbitrarily well by sequences of

embeddable operations, each with their own generator, Ti =
exp(Li ). In other words, the composition of two embed-
dable operations is in general not embeddable, but one can
reproduce an arbitrary Markovian operation, according to
Definition 2, by composing embeddable ones, analogously to
the case of infinitesimal divisible maps and their approxima-
tion by the composition of Lindbladian generators [31].

An equivalent classification can be imposed on the Gibbs-
stochastic matrices associated with thermal operations by
considering classical rate matrices Q instead of Lindblad
generators. In particular, a Gibbs-stochastic matrix G will
be called embeddable if it can be written as G = eQ, and
Markovian if it can be approximated arbitrarily well by a
sequence of embeddable Gibbs-stochastic matrices, defining
the sets EGSn and MGSn, respectively. Indeed, the for-
mer definition is related to the well-established embedding
problem in the theory of stochastic matrices [34–36], as other
authors [37–40] have also pointed out.

Now, at least for diagonal states, there is nothing more to
thermal operations than their action on populations, i.e., their
Gibbs-stochastic matrix, and thus a thermal operation will be
(time-independent) Markovian if and only if its corresponding
Gibbs-stochastic matrix is so. In the following section, we
will compute the optimal yield that is achievable under MTO3

while we defer the computation of the maximum yield under
the class ETO3 to Appendix D. We will show that memory is
ultimately required to achieve the optimal yield γ ∗.

VI. MARKOVIANITY AND PHOTOISOMERIZATION

Given the considered concept of Markovianity, we can for-
mulate the problem of determining the optimal isomerization
yield in terms of the Gibbs-stochastic matrices associated with
the thermal operations, and ask whether a certain matrix in
GS3 can be thought of as a snapshot of an underlying classical
time-inhomogeneous Markov process. In other words, we are
asking whether the optimal yield γ ∗ generated by the action
of GS3 is strictly larger than the optimal yield γM generated
by the action of MGS3, and whether the latter is strictly larger
than the optimal yield γE generated by the action of EGS3

alone.
For that, we use the concept of continuous thermomajoriza-

tion recently introduced in [39].
Definition 3. (Continuous thermomajorization) A state ρ

is said to continuously thermomajorize a state σ , denoted
ρ thσ , if there exists a continuous family of states {r(s) | 0 �
s � t}, with r(0) = ρ and r(t ) = σ , such that ∀t ′ > t one has
r(t ) 	th r(t ′).

In particular, this yields the following theorem:
Theorem 1. Consider two quasiclassical states ρ, σ . Then,

one has ρ
MTO−−→ σ if and only if ρ �th σ .

This is included in Theorem 1 in [39]. Using the above
theorem, the optimal Markovian yield can then be computed
analytically by making use of some properties of thermoma-
jorization curves and two-level full thermalizations [41]. Here
we only present the statement of the theorem, while the (rather
technical) proof will be presented in Appendix C.

Theorem 2. (Optimal Markovian Yield) The optimal yield
γ ∗ is not achievable under Markovian thermal operations.
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FIG. 3. Comparison between the optimal yield γ ∗ achievable
under general thermal operations, the optimal Markovian yield γM,
and the optimal embeddable yield γE obtained via numerical opti-
mization, in the limit βW → ∞. The results are shown for three
different values of the initial population q [see Eq. (4)], and they
confirm the inaccessibility of the optimal yield γ ∗ in the absence of
memory. The equilibrium value for the yield is denoted by γth. Note
that in the considered abstract formalism, linking the role of β to
specific microscopic models is outside the scope of the analysis.

Furthermore, the optimal Markovian yield is given by

γM =
⎧⎨
⎩

[
q + (1 − q) e−


1+e−


]
e−


e−
+e−W if q � q̃,[
1 − q e−W

e−W +e−


]
e−


1+e−
 if q < q̃.
(11)

Proof. See Appendix C.
The two maximum yields corresponding to Markovian and

embeddable operations (according to Definitions 1 and 2), are
represented in Fig. 3 for three different values of the param-
eter q. The optimal embeddable yield obtained numerically
is well described by γE ≈ max{q, γth}, where γth = e−
/Z is
the equilibrium value for the yield, in agreement with the fact
that it is always possible to write down a time-independent
Lindblad master equation producing a yield γ = q, as well
as γ = γth.

It is interesting to notice that, when q = 0, the maximum
Markovian yield coincides with the equilibrium population of
the second level, i.e., γth = e−
/Z . This means that, when
starting from an unexcited state, Markovian environments
cannot do any better (in the task of optimizing the yield) than
just thermalizing the state. One could then reach higher values
of the yield by means of some non-Markovian interaction.

VII. DISCUSSION

These results rigorously demonstrate that environmental
memory effects can significantly increase the efficiency of
model biomolecular quantum processes. Notably, the optimal
photoisomerization yield is dramatically affected by the de-

gree of memory of the environment of the photoisomer. In
the presence of a memoryless environment, which leads to a
Markovian system dynamics, the photoisomerization yield is
severely limited whenever 
 ≈ β−1. With growing cis-trans
gap 
, the advantage offered by non-Markovianity decreases,
such that memory effects do not significantly alter the photoi-
somerization yield for 
 � β−1, up until the point in which 


grows large enough to be comparable to W . Indeed, when 
 ≈
W , the optimal yield approaches a value q, while the Marko-
vian yield γM comes very close to q/2. Thus, the effect of
memory on the photoisomerization yield is maximal precisely
when 
 ≈ β−1 or 
 ≈ W . On the other hand, when 
 is far
from both 0 and W , the boost offered by memory is reduced.
These results also offer a quantitative comparison between the
power of time-inhomogeneous Markovian processes versus
their time-homogeneous counterparts. In particular, if one
relaxes the embeddability of the channels to CP-divisibility,
the achievable yields grow significantly, but still not enough to
saturate the bound γ ∗, which can only be achieved by means
of non-Markovian processes. We stress that these results go
beyond specific choices of environments and dynamics. Our
approach has the additional merit of providing an athermal-
ity witness in experiments. Indeed, a violation of the bound
γ � γ ∗ would necessarily imply that the process at hand is
not a thermal operation, and therefore the environment is
not merely acting as a passive thermal bath, but it provides
the system with athermality resources. In other words, mea-
suring a violation of the bound would imply the presence
of external batteries and/or clocks coupled to the molecule.
On the other hand, under the assumptions of Markovianity, a
violation of the bound γ � γM would allow us to rigorously
discard any microscopic model that is locally phase-covariant
(e.g., any intermediate dynamics which does not mix popu-
lations and coherences). Indeed, the current analysis assumes
time-translation covariance of the generators of the dynam-
ics, which in turn assumes the absence of an external clock
[15,42], the addition of which would carry a thermodynamic
cost, but would allow the global thermal operation to be un-
derpinned by processes that are not phase-covariant at every
step in the evolution. The resulting thermal operation could,
however, still obey an extended definition of Markovianity, in
the sense of being underpinned by a divisible map composed
of non-phase-covariant intermediate steps [43]. Operations
of this type cannot be analyzed within the current approach
due to the resulting mixing of populations and coherences,
and it is an open problem to determine the optimal yield
of this class of clock-assisted operations. Our results have
been made possible by the mathematical rigor of the resource
theoretical approach to thermodynamics, and they suggest
that other features such as the role of spatial correlations in
the environment can be treated in an analogous fashion, thus
establishing a theoretical framework to quantitatively assess
the role of temporal and spatial correlation in assisting the
efficiency of dynamical processes at the nanoscale.
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APPENDIX A: COMPARISON WITH A
FOUR-DIMENSIONAL MODEL

The model used in [19] reduces a molecular switch to
a four-level system. On the other hand, we have claimed

that one obtains equivalent results if the Hilbert space of the
system gets truncated down to a three-dimensional one. We
now want to give more rigorous support to such a claim. Let
us consider the full four-dimensional case, i.e., let GS4 be
the set of 4 × 4 Gibbs-stochastic matrices. If we parametrize
G ∈ GS4 as

G =

⎛
⎜⎜⎝

1 − g1e−
 − g2e−W − g5e−W ′
g1 g2 g5

(1 − g3)e−
 − g4e−W − g6e−W ′
g3 g4 g6

(1 − g8)e−W − g7e−
 − g9e−W ′
g7 g8 g9

(g5+g6+g9)e−W ′−(1−g1−g3−g7)e−
−(1−g2−g4−g8)e−W 1−g1−g3−g7 1−g2−g4−g8 1−g5−g6−g9

⎞
⎟⎟⎠,

(A1)

we see that we have now nine parameters g1, . . . , g9 ∈ [0, 1],
further constrained in such a way as to ensure the non-
negativity of each entry. Clearly we regain the results that we
already found in three dimensions by setting g7 = 1 − g1 −
g3, g8 = 1 − g2 − g4, and g5 = g6 = g9 = 0 as such a choice
allows the decomposition G = G(3) ⊕ 11, where G(3) ∈ GS3,
and 11 is the identity operator in one dimension. This implies
that the optimal yield in GS4 is lower-bounded by the optimal
yield in GS3. In other words,

sup
G∈GS4

γ (G) � sup
G∈GS3

γ (G). (A2)

By assumption, the fourth level is never populated initially,
i.e., the initial state has the form (1 − q, 0, q, 0), while after
the action of G the final state has a yield

γ (4)(g3, g4, g6) = (1 − q)[(1 − g3)e−
]

+ [q − (1 − q)e−W ]g4 − (1 − q)e−W ′
g6.

(A3)

By recalling the analogous expression for the yield in the
three-dimensional case [and denoting it with the symbol
γ (3)(g3, g4)], we can easily see that

γ (4)(g3, g4, g6) ≡ γ (3)(g3, g4) − (1 − q)e−W ′
g6, (A4)

which is clearly less than or equal to γ (3)(g3, g4) for any value
of g6. In other words, we have the inequality

sup
G∈GS4

γ (G) � sup
G∈GS3

γ (G). (A5)

This, together with Eq. (A2), proves that the optimal photoi-
somerization yield can always be optimized in GS3, without
the need of a fourth level.

APPENDIX B: PHASE COVARIANCE AND MARKOVIAN
YIELD

We have proven that no MGS3 process can achieve yields
larger than γM. We know that all thermal operations are
in our case identified with their action on populations, i.e.,
they are essentially classical. However, one could then nat-
urally ask whether a Markovian thermal operation would
be able to achieve yields that classically are only possible
through memory effects. If one considered general quantum

operations, the answer would be yes, and in particular, as
shown in [44], it is possible to simulate classical memory via
quantum Markovian operations. What this tells us is that there
exist some quantum operations that are memoryless, but they
induce nonembeddable Gibbs-stochastic processes on popula-
tion vectors. However, this is only possible because quantum
operation can in principle manipulate coherences and convert
them into populations, an effect that can induce a backflow
that classically would require memory (as discussed in [44]).
It is then natural to ask if this still holds when we impose
the additional constraint of time-translation covariance, which
prevents us from accessing coherence without an external
quantum clock. Indeed, such an additional assumption guar-
antees that this effect cannot take place, and the only way to
achieve yields larger than γM through thermal operations is to
exploit memory. This is precisely the content of the following
theorem.

Theorem 3. Any Markovian (embeddable) time-translation
covariant quantum channel that preserves the Gibbs state of
a nondegenerate Hamiltonian induces a Markovian (embed-
dable) Gibbs-stochastic mapping on the populations in the
energy eigenbasis.

Proof. The proof starts by first showing that under a time-
translation covariant evolution, the diagonal elements of the
density operator decouple from its off-diagonal elements.
Then it proceeds by showing that under a channel that is
Markovian, defined as possessing a description such as a
Lindblad equation with (possibly) time-dependent coeffi-
cients, the populations obey a classical rate equation.

Let us consider a time-translation covariant quantum chan-
nel Et , an initial state ρ(0), and the resulting trajectory
ρ(t ) = Et (ρ). We denote with p(t ) the vector of diagonal
elements of ρ(t ), and we write ρ (0)(t ) = diag(ρ(t )). Under
time-translation covariance of Et , which implies E (0)

t (ρ) =
Et (ρ (0) ), we find

ρ (0)(t + dt ) − ρ (0)(t ) = E (0)
t+dt (ρ) − E (0)

t (ρ)

= Et+dt (ρ
(0) ) − Et (ρ

(0) )

= [Et+dt − Et ](ρ
(0) ), (B1)

which, under the assumption of Markovianity, becomes

ρ̇ (0)(t ) = Ltρ
(0)(t ). (B2)
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Markov
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FIG. 4. If D is a mapping that takes thermal operations to their
corresponding Gibbs-stochastic processes, time-translation covari-
ance guarantees that D also maps memoryless thermal operations
to memoryless Gibbs-stochastic processes.

By writing this equation in the energy eigenbasis {|i〉〈 j|},
and exploiting the fact that the Hamiltonian is nondegenerate,
we find ∑

j

ṗ j (t )| j〉〈 j| =
∑

j

p j (t )Lt (| j〉〈 j|), (B3)

whose evolution equation for the ith diagonal element is
given by

ṗi(t ) =
∑

j

〈i|Lt (| j〉〈 j|)|i〉p j (t ) =
∑

j

Li j (t )p j (t ), (B4)

which implies the classical rate equation

ṗ(t ) = L(t )p(t ), (B5)

with the generator

Li j (t ) = 〈i|Lt (| j〉〈 j|)|i〉 (B6)

and the solution

p(t ) = T exp

( ∫ t

0
L(τ )dτ

)
p(0). (B7)

Thus, the populations follow a classical Markovian process,
and the Gibbs-stochastic process associated with it is therefore
Markovian by construction.

The result above can be applied to the set of thermal
operations, and in particular it guarantees that memoryless
thermal operations always induce memoryless processes on
population vectors, as shown in Fig. 4.

This then proves that MTO3 operations are identified with
MGS3 processes on population vectors, and therefore they can
at most produce a yield γM.

APPENDIX C: OPTIMAL MARKOVIAN YIELD

We present here the proof to Theorem 2.
Theorem 4. (Optimal Markovian yield) The optimal yield

γ ∗ is not achievable under Markovian thermal operations.
Furthermore, the optimal Markovian yield is given by

γM =
⎧⎨
⎩

[
q + (1 − q) e−


1+e−


]
e−


e−
+e−W if q � q̃,[
1 − q e−W

e−W +e−


]
e−


1+e−
 if q < q̃.
(C1)

Proof. In this proof, we will make use of some properties
of continuous thermomajorization that can be found in [39]. In

particular, we will exploit the behavior of thermomajorization
curves under two-level full thermalizations.

A necessary condition for a yield γ to be achievable by
MTO is the existence of a final state (p0, γ , pW ) such that

(1 − q, 0, q) th(p0, γ , pW ). (C2)

But this implies that there is a set of at most 3! − 1 = 5 full
thermalizations Gi j , between adjacent points i, j on the ther-
momajorization curve f (x) of the initial state, such that their
composition brings the initial state (1 − q, 0, q) to one that
has the same β-ordering of the final state and also thermoma-
jorizes it. We denote the possible β-orderings by permutations
of the triplet (0,
,W ). Now, the maximum yield γ ∗ can only
be achieved if the β-ordering of the final state is of the form
(
, x, y), i.e., γ ∗ is the largest β-ordered probability. This
also implies that γ ∗ = f (e−
). On the other hand, the initial
β-ordering is of the form (x′, y′,
). Since full thermalizations
have to be between adjacent points, and since in a triplet
(a, b, c) there are only two ways to choose adjacent points
[namely (a, b) and (b, c)], they necessarily have to alternate
(picking the same pair twice in a row has no effect since
full thermalizations are idempotent). Therefore, in order to
transform the initial β-ordering into one that has 
 as the first
element, we only have the two following possibilities, differ-
ing only as to which pair is chosen for the first thermalization:

(A) (x′, y′,
) → (y′, x′,
) → (y′,
, x′) → (
, y′, x′).
(B) (x′, y′,
) → (x′,
, y′) → (
, x′, y′).
We can conclude that, in order to obtain the β-ordering of

the final state, at least two full thermalizations are needed:
one between levels y′ and 
, and the other between levels x′
and 
. This means, however, that all segments forming f (x)
will be lowered by a finite amount, producing a new curve
f̃ (x) such that f̃ (x) < f (x) ∀x ∈ (0, Z ) (see Fig. 5 for visual
reference). In particular, after the two full thermalizations, no
curve g(x) that is below f̃ (x) can have g(e−
) = γ ∗. Indeed,
γM � f̃ (e−
) < f (e−
), and therefore there is a finite differ-
ence between γM and γ ∗.

We now find an exact expression for the optimal Markovian
yield, and we focus on the case q � q̃ only, which is the one
that is physically more relevant. The case q < q̃ is analogous.

If we want to find the optimal Markovian yield exactly, we
need to check both paths(A) and (B) above, and select the one
that gives the highest yield. It turns out that the best path is
the one with only two thermalizations, i.e., path (B). We start
from the thermomajorization curve of the initial state [for the
ordering (W, 0,
)], which has the form

f (x) =
⎧⎨
⎩

qeW x, x < e−W ,

q + (1 − q)(x − e−W ), e−W � x � 1 + e−W ,

1, 1 + e−W < x � Z,

(C3)

while the two full thermalizations of path (B) produce the
curve

f̃ (x)=
{[

q + (1 − q) e−


1+e−


]
x

e−
+e−W , x � e−
 + e−W ,

q + (1 − q) x−e−W

1+e−
 , e−
+e−W < x � Z,

(C4)
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q

1

e−W 1+e−W Z

f(x)

γ∗

1

e−Δ e−W+e−Δ Z

q

1

e−W 1 + e−W Z

f(x)

γ∗

γM

1

e−Δ Z

f̃(x)

FIG. 5. Thermomajorization curves for the proof of Theorem C. Left: The red solid curve f (x) is the thermomajorization curve of the initial
state (1 − q, 0, q), with q � q̃, i.e., corresponding to the β-ordering (W, 0, 
). The maximum allowed yield is γ ∗ = f (e−
). The dashed blue
curve is the result of the first full thermalization between levels 
 and 0. The second and third segments are brought down, and the new elbow
point is at x = e−
 + e−W . Right: After the second full thermalization, the first and the second segments are brought down and the curve f̃ (x)
is obtained. It is clear that γ ∗ is no longer accessible, if the final state has to be thermomajorized by f̃ (x).

with ordering (
,W, 0). Now, to obtain the exact β-ordering
of the final state, a third full thermalization might be needed
to swap W and 0, but this would only affect the second
segment, i.e., x > e−
 + e−W , while the optimal Markovian
yield γM = f̃ (e−
) is computed on the first, and is therefore
unaffected. We conclude that the optimal Markovian yield
is then

γM =
[

q + (1 − q)
e−


1 + e−


]
e−


e−
 + e−W
. (C5)

APPENDIX D: OPTIMAL EMBEDDABLE YIELD

The problem of assessing whether an n × n stochastic
matrix is embeddable is considered to be fully solved for
n � 3 only. Indeed, for the case n = 3, by merging two re-
sults by Johansen [34] and Carette [45], it is possible to give
necessary and sufficient conditions for the embeddability of
3 × 3 Gibbs-stochastic matrices. However, since we will only
be interested in the simpler case of matrices with real spectra,
we hereby only state a simpler, partial characterization. If we
denote the set of embeddable n × n Gibbs-stochastic matrices
by EGSn, we have the following theorem.

Theorem 5. (Partial Characterization of EGS3) Consider a
matrix G ∈ GS3 with real spectrum σ (G) = {1, λ1, λ2}. Then
the following statements are true:

(a) If 0 ∈ σ (G), then G is not embeddable.
(b) If either λ1 < 0 or λ2 < 0, then G is embeddable only

if λ1 = λ2.
(c) If λ1, λ2 > 0, then G is embeddable if and only if

Gi j � f (λ1, λ2)
e−βEi

Z
∀ i �= j,

with f = (λ2−1) ln λ1−(λ1−1) ln λ2
ln λ2−ln λ1

.

Proof. (a) If a matrix is embeddable, it cannot have vanish-
ing eigenvalues, as the spectral mapping theorem forces them
to be of the form λ = eθ , which is never zero.

(b) Every negative eigenvalue λ of an embeddable matrix
must have even algebraic multiplicity (see Lemma 2 in [35]
for a proof). When n = 3, this means that if one of the two
eigenvalues λ1, λ2 is negative, then the other one is also nega-
tive, and equal to the first.

(c) This follows directly from the application of Jo-
hansen’s result (in particular, it follows from Corollary 1.2 in
[34]), and from imposing the additional constraint of Gibbs-
stochasticity. The domain of f is extended to λ1 = λ2 by
continuity.

To simplify the problem, since the typical energy scales in
photoisomers are such that e−βW � 1 (with βW ≈ 90 at room
temperature for azobenzene), we perform the limit W → ∞.
In this limit, a generic Gibbs-stochastic matrix takes the form

G̃ =
⎛
⎝1 − g1e−
 g1 g2

g1e−
 1 − g1 g4

0 0 1 − g2 − g4

⎞
⎠, (D1)

with g2 + g4 � 1 being the only remaining constraint.
The spectrum of G̃ is then easily obtained as

σ (G̃) = {1, 1 − g1(1 + e−
), 1 − g2 − g4}. (D2)

Theorem 5 then provides a full characterization of em-
beddability for G̃, which results in tighter constraints on the
parameters g1, g2, g4.

The problem of optimizing the embeddable yield (i.e.,
the yield achievable under Markovian processes with time-
independent generators), in the limit W → ∞, can be
formulated as

max
g

γ (g1, g4) = (1 − q)e−
g1 + qg4

s.t. f (g1, g2, g4) � (1 + e−
)g1 � 1

(1 + e−
)g2 � f (g1, g2, g4)

(1 + e−
)g4 � f (g1, g2, g4)e−


g2 + g4 � 1,

(D3)
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where

f (g1, g2, g4) = g1(1 + e−
) ln(1 − g2 − g4) − (g2 + g4) ln (1 − g1(1 + e−
))
ln(1 − g2 − g4) − ln (1 − g1(1 + e−
))

. (D4)

Despite the objective function being linear, the problem is
extremely hard to handle, given the highly nonlinear nature
of the constraints. However, we can simplify its form by
performing the change of variables

k1 = (1 + e−
)g1, 0 � k1 < 1,

k2 = g2 + g4, 0 � k2 < 1,

k3 = g2 − g4, −1 � k3 � 1,

(D5)

in terms of which the problem becomes

max
k

γ (k1, k2, k3) = (1 − q)γthk1 + 1

2
q(k2 − k3)

s.t. k1 � f (k1, k2)

k2 + k3 � 2 f (k1, k2)/Z

k2 − k3 � 2 f (k1, k2)e−
/Z

(D6)

where

f (k1, k2) = k1 ln(1 − k2) − k2 ln(1 − k1)

ln(1 − k2) − ln(1 − k1)
. (D7)

It is now easier to see that the first constraint is trivially satis-
fied for all values of k1 and k2, leaving us with the following
lemma:

Lemma 1. The optimal photoisomerization yield achievable
under EGS3 operations, in the limit βW → ∞, is the solution
to the optimization problem

min
k

− γ (k1, k2, k3)

s.t. 2 f (k1, k2)/Z − k2 − k3 � 0

2 f (k1, k2)e−
/Z − k2 + k3 � 0,

(D8)

where k1 ∈ [0, 1), k2 ∈ [0, 1), k3 ∈ [−1, 1], and
γ (k1, k2, k3) = (1 − q)γthk1 + 1

2 q(k2 − k3).
As already discussed, the nonlinear nature of the con-

straints prevents the problem from being solved exactly, and
therefore the solution provided in the main text is obtained by
numerical optimization.
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[32] D. Chruściński, A. Kossakowski, and Á. Rivas, Measures of
non-markovianity: Divisibility versus backflow of information,
Phys. Rev. A 83, 052128 (2011).

[33] F. Buscemi and N. Datta, Equivalence between divisibility and
monotonic decrease of information in classical and quantum
stochastic processes, Phys. Rev. A 93, 012101 (2016).

[34] S. Johansen, Some results on the imbedding problem for finite
markov chains, J. London Math. Soc. s2-8, 345 (1974).

[35] E. Davies, Embeddable markov matrices, Electron. J. Probab.
15, 1474 (2010).

[36] M. Baake and J. Sumner, Notes on markov embedding, Lin.
Alg. Appl. 594, 262 (2020).

[37] M. M. Wolf, J. Eisert, T. S. Cubitt, and J. I. Cirac, Assess-
ing Non-Markovian Quantum Dynamics, Phys. Rev. Lett. 101,
150402 (2008).

[38] M. Lostaglio, Á. M. Alhambra, and C. Perry, Elementary ther-
mal operations, Quantum 2, 52 (2018).

[39] M. Lostaglio and K. Korzekwa, Continuous thermomajoriza-
tion and a complete set of laws for markovian thermal
processes, arXiv:2111.12130.

[40] E. A. Aguilar, H. Wojewódka-Ściążko, M. Stankiewicz, C.
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