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Sensitive spatially resolved magnetometry using a Bose-condensed gas with a bright probe
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We demonstrate a sensitive spatially resolved magnetometer using a spinor Bose-Einstein condensate (BEC) of
87Rb atoms with increased probe fluence. By performing a probe parameter search using a two-polarization phase
contrast imaging technique, we find that the probe-induced atom loss, a major constraint in optical magnetometry
with high-density gas, can be reduced. We attain a sensitivity of 5.4(6) mrad for the phase measurement of
Larmor precession using a measurement area of 1.4 x 10> um? with a probe fluence of 4.1 x 10° um~2. A dc
magnetic field sensitivity of 5.0(4) pT/+/Hz is attained with a probe fluence of 3.9 x 105 xm~2. The results
should contribute to further enhancement of the sensitivity of a BEC magnetometer.
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I. INTRODUCTION

High-performance magnetometry is of great importance
in fundamental research [1] and applications, including
materials science, chemistry, biology, and medicine [2-6].
Sensitivities of sub-fT/+/Hz have been achieved using
centimeter-sized optically pumped magnetometers [7,8] and
superconducting quantum interference devices (SQUIDs) [9].
Spatial resolution is also an important factor in magnetometry,
but there is a trade-off between a high sensitivity and a fine
spatial resolution in general. Nanometer spatial resolutions
have been reported using single trapped ions with a sensitivity
of a few pT/~/Hz [10] and single nitrogen-vacancy centers in
diamond with a sensitivity of a few nT/ VHz [11].

A cold atom cloud is a good medium for spatially re-
solved magnetometry: it offers high sensitivity and a spatial
resolution of micrometer scale [12]. The Bose-Einstein con-
densate (BEC) is a promising candidate for pursuing high
magnetic field sensitivity with a micrometer spatial resolution
[13] because of a suppressed thermal motion and a long co-
herence time [14,15]. A magnetically trapped BEC [16] has
been successfully employed to measure magnetic fields from
solid-state samples [17]. Spatially resolved magnetometers
using spinor BECs, produced in an optical trap, have realized
sensitivities of approximately 10 pT/+/Hz [14,18,19].

A dominant obstacle to enhancing the sensitivity of BEC
optical magnetometry is a severe signal decay induced by
a probe light [18]. Due to this decay, the probe intensity
cannot be increased beyond a certain value and the sensitivity
is limited by the photon noise contribution o1/ \/17 , where
N, is the probe photon number. In many cases, the optimal
probe intensity for the best sensitivity is upper-bounded by
the balance between the photon shot noise contribution and
unavoidable spontaneous photon scattering that causes reori-
entation of atoms [20]. For a dense gas like a BEC, however,
the probe light often causes an excessive signal decay due to
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light-assisted collisions [21-23] and superradiance [18].
Therefore, conventional BEC magnetometry has operated
with much weaker probe intensity [18], due to the severe
signal decay induced by the probe light, than the intensity
restricted by the spontaneous photon scattering.

In this Letter, we demonstrated optical magnetometry us-
ing a BEC of 3’Rb atoms with increased probe fluence. Using
a technique of two-polarization phase contrast imaging (TP-
PCI), we measured both the atom loss rate and the decay rate
of the Larmor precession amplitude simultaneously during
the imaging with less affected by systematic fluctuations. We
found that the atom loss rate was asymmetric with respect
to the sign of the detuning and was reduced at specific red-
detuned probe frequencies. The experimental results suggest
that the probe-induced atom loss should be mainly due to
light-assisted collisions. With an optimal probe, we achieved
a precession phase sensitivity of 5.4(6) mrad over a measure-
ment area of 1.4 x 10> um?. The magnetic field sensitivity
was 5.0(4) pT/+/Hz.

This work paves the way for significantly improving BEC
optical magnetometers, because optical readout is essential in
any optical magnetometers and has been the major limitation
on sensitivity as mentioned above. We found that suppression
of light-assisted collisions by frequency tuning, which has
been used in the context of laser cooling [24,25], works for
probing a BEC. This has been overlooked, but is very effective
as demonstrated here. The technique should be implemented
in other magnetometers as well to enhance the sensitivity. The
increased probe fluence will lead to significant reduction of
the atomic spin quantum noise because of the quantum non-
demolition (QND) feature in our measurement. This quantum
enhancement is important for further improving the sensitivity
because the atomic noise becomes dominant as the probe
fluence is increased.

II. EXPERIMENTAL SETUP AND METHOD

TPPCI was implemented with the setup schematically de-
picted in Fig. 1(a). In this setup, the linearly polarized probe
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FIG. 1. (a) Illustration of the TPPCI setup. L: lens; HWP: half-
wave plate; QWP: quarter-wave plate. (b) Energy diagram of ¥Rb

and the frequency of the probe light. (c) Magnetic sublevels. The red
solid arrows show allowed transitions.

light, propagating along the z axis, was decomposed into two
circularly polarized components by wave plates and a No-
marski prism. Two polarization components were focused on
different regions (regions 1 and 2) of a CCD camera to form
phase-contrast images of 8’Rb atoms trapped in an optical
dipole trap in a glass cell. These images were used to extract
the atom number and spin information, as explained later. The
probe light frequency was stabilized with a tunable detuning
A from the D, line transition of ¥’Rb [see Fig. 1(b)]. The
detuning A was defined with respect to the frequency from
the FF = 2 state to the center of the excited states F’ =1, 2.
The probe-beam 1/¢* diameter of 3 mm was sufficiently larger
than the axial atom-cloud size of ~90 um.

The atoms were prepared in the hyperfine ground state
F =2 [26]. They were cooled below the critical temperature
of Bose-Einstein condensation. The number of atoms was
approximately 3 x 10°. The typical condensate fraction and
cloud temperature were 0.6 and 130 nK, respectively. We
applied a bias magnetic field B (|| £) of approximately 14 uT.
The angle o between the probe polarization plane and B was
chosen to be around the magic angle of 54.7° to minimize
light-induced nonlinear spin evolution [27-29].

Figure 2(a) shows a typical set of contrast images taken
by 35 probe pulses. The color represents the contrast 1/,
where I and I, are the probe intensities on the camera with and
without atoms, respectively. The spin state of the BEC was
initially polarized along B and rotated onto the y-z plane by
an rf r /2 pulse. The magnetic field components along y and z
were nulled within 100 nT uncertainty using rf spectroscopy
by absorption imaging with the Stern-Gerlach technique. We
performed fine adjustment of the rf frequency and pulse length
to maximize the precession signal amplitude in the TPPCI.
After a time f#;, the BEC was imaged with probe pulses
evenly spaced by At. The probe-pulse width 7, was less than
1 ps, which was sufficiently shorter than the Larmor period
L= 271h/(gu1,>|1§|) ~ 10 us. Here & is the reduced Planck
constant, g is the Landé g factor, and wp is the Bohr mag-
neton. The temporal oscillation in the contrast signal in each
region reflects the spin precession, aliased by the sampling
rate. When the atomic spin points toward the %z axis, atoms
interact with only one circular polarization component, as
illustrated in Fig. 1(c), and the contrast signal appears on
either region.

The contrast is related to phase shifts of the probe caused
by the atoms (see Supplemental Material [30] for details).
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FIG. 2. (a) Typical set of contrast images. The top and bottom
rows display the orthogonal polarization components and are sorted
by time from left to right. The color bar represents the contrast.
(b) Difference (S_) and sum (S, ) signals. The lines are fits to the
data. (c) Histogram of ¢; — ¢, over 50 experimental runs. The data
is taken with #y = 0.1 ms, At = 30 us, t, = 0.60 us, photon fluence
per pulse of 8.3 x 10°> um~2, and A = —1.537 GHz.

When the phase shifts are sufficiently smaller than unity, the
sum and difference of the contrasts at the two regions are
approximated as

s+ (x,y) =2 —4(p + 6 cos 2a + 6, sin 2x) (1)
and
s—(x,y) = 465, (2)

respectively. Here, ¢ is the polarization-independent phase
shift, and 6, are the polarization-dependent shifts. 6, are
related to the atomic birefringence and spin alignment
(second-rank polarization moment). As 63 originates from
the optical activity and is proportional to (F.), s_ is a direct
measure of (F;) within the small phase shift approximation.

With TPPCI, (F,) and the number of atoms can be tracked
separately, as shown below, whereas both the spin state and
atom number contribute to the signal in other similar imaging
methods such as spin-sensitive PCI [18,33], and dual-port
Faraday imaging [34]. TPPCI is immune to probe-intensity
fluctuation, due to the balanced configuration. The linearly po-
larized probe eliminates the systematic error due to the vector
shift by a circularly polarized probe [18]. TPPCI is a powerful
tool for loss measurement and magnetometry as demonstrated
here, as well as for the study of the spatial magnetic properties
in a dissipative open system [35] and exotic spin states.

For a qualitative analysis, we integrated s over a region
of interest (ROI) around the center of the BEC. We show
the integrated signals, S} and S_, in Fig. 2(b). The observed
gradual damping of S_ was ascribed to atom loss and spin
decoherence due to the probe pulses. The loss of atoms also
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FIG. 3. Detuning dependence of the sum and precession signals.
(a) Normalized decay rates. y;, y’, and ¥’ are plotted as a func-
tion of A. The dotted line represents the photon scattering rate y,.
(b) Precession signal amplitude. The solid lines are a fit based on the
theoretical frequency dependence.

resulted in the gradual decrease of S through ¢. The small
oscillation in S, was attributed to the contribution from the
spin alignment, in addition to misalignment in the probe sys-
tem. The slight increase of the oscillation amplitude suggests
that nonlinear spin evolution was induced by the probe light.
We note that the phase shifts were so substantial that Egs. (1)
and (2) were not perfectly valid. In the data analysis, we cal-
culated the polarization rotation angle y as a more appropriate
measure of (F;) (see Supplemental Material [30]), instead of
subtracting of the signals at the two ROIs.

III. RESULTS

A. Atom loss and signal decay

We investigated the atom loss and the decay of the
precession amplitude as a function of A. S; was fitted
with A, exp[—y4+(f — 1y)] to estimate the atom loss rate y..
We also fitted the precession signal with A_exp[—y_(t —
to)] sin[w(t — ty) 4+ ¢o], where y_ is the decay rate of the pre-
cession amplitude, ¢ is the precession phase at t = #(, and @
is the aliased precession frequency. The fitting models adopted
here are valid while nonexponential decay due to multibody
losses and nonlinear spin evolution are sufficiently small.

The frequency dependencies of normalized atom loss and
precession decay rates, y, and y’, are shown in Fig. 3(a).
Here, y; = y4+/N, and y’ = y_/N,, where N, is the num-
ber of photons per pulse passing through the ROI. The red-
and blue-detuned sides of the frequency dependencies were
independently measured, and the experimental conditions,
such as the environmental magnetic field and the optical trap
depth, were slightly different. The total photon fluences @,
for the red- and blue-detuned sides were 5.3 x 10° um™2
and 4.5 x 10° um~2, respectively. It was found that Y, was
asymmetric with respect to the sign of A. The asymmetry
in y| suggests that the atom loss was mainly induced by
light-assisted collisions [21-23,25], the rate of which as a

function of optical frequency is smooth for blue-detuned light,
but is expected to show discrete peaks for red-detuned light.
The dotted line in Fig. 3(a) shows the photon-scattering rate
divided by N, J/I;. The normalized atom loss rate y;, was close
to yp’ around A = —1.537 GHz, as shown in the inset.

The net decay rate of the Larmor precession, y’ = y/ —
yj_, showed little discrete dependence on A. Y’ is repre-
sented by the solid line with an error band in Fig. 3(a).
Although the threshold to the Rayleigh superradiant scatter-
ing was independently measured to be ®, ~ 4 x 103 um~2
for A = —1.257 GHz, the observed Y’ roughly agrees with
a numerical simulation with no superradiance. This implies
that the nonlinear spin evolution is a dominant source of
7’ in our configuration. The nonlinear spin evolution may
be suppressed with a multicolor probe [36,37] or with the
two-polarization decoupling technique for measurement of
specific spin variables [38], the latter of which can be used
for magnetometry with nonlinear magneto-optical rotation.

The amplitude A_ had a monotonic detuning dependence
regardless of the sign of the detuning, as plotted in Fig. 3(b).
The dependence is in good agreement with the theoreti-
cal expectation, which is proportional to the absolute value
of the vector polarizability «" o< 3/(A + wngs/2) + 1/(A —
whis/2) [39,40], where wps = 2 x 814.5 MHz is the hyper-
fine splitting in the excited Pj/, states. Since noise sources
such as optical and atomic spin shot noises are usually in-
dependent of the probe frequency, the signal-to-noise ratio is
maximized at the red-detuned side.

B. Phase sensitivity

We evaluated the precession phase sensitivity 6¢ for A =
—1.537 GHz, which gave a small signal decay rate, and ¢, =
4.1 x 10° um?. t, was fixed to 0.1 ms in this evaluation. To
avoid the effect of the common magnetic field fluctuation,
including an ac line noise of <1 nT at 50 Hz measured by
a spin echo method [19], we applied two ROIs around the
atom cloud center. We obtained ¢y in each ROI, hereafter
denoted as ¢; and ¢,, from the damped-oscillation fitting. By
taking the difference, ¢ — ¢», the contribution of the common
field fluctuation can be removed. Assuming the correlation
between ¢; and ¢, was negligible, the phase sensitivity §¢
was evaluated by §¢ = /Var[¢; — ¢,]/2.

We obtained §¢p and A_ with varying the separation be-
tween the two ROIs of 1.4 x 10% um? (5.3 um in the y
direction and 27 um in the x direction). The ROIs were ar-
ranged along the x axis and symmetrically placed with respect
to the BEC center. The separation was set to be >5.3 um.
As the estimated imaging resolution (Rayleigh’s criterion) is
about 3 um and the spin healing length at the cloud center
is about 3 um, ¢; and ¢, are expected to be independent
for the separation >5.3 um. The obtained 8¢ as a function
of the separation is shown in Fig. 4(a). The corresponding
histogram for the separation of 5.3 um is shown in Fig. 2(c).
The increase in §¢ for larger separation is due to the decrease
in the atomic density. The precession amplitude A_ (averaged
over the two ROIs) is shown in Fig. 4(b). Because the spin
was almost perfectly stretched for 7o = 0.1 ms, A_ was pro-
portional to the number of atoms in a single ROI, N,.
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FIG. 4. Phase noise analysis. Separation dependencies of
(a) phase sensitivity and (b) precession amplitude. The error bars
indicate standard deviations over 50 experimental runs. (c) Preces-
sion amplitude dependence of phase sensitivity. The open and filled
circles represent measured data and §¢,., respectively. The dashed,
dash-dotted, and solid lines show the phase uncertainties due to the
atomic, optical, and total quantum noises, respectively. The dotted
line shows a fitted noise model including a technical noise. The
data was taken with f) = 0.1 ms, 7, = 0.60 us, At =30 us, A =
—1.537 GHz, and ®, = 4.1 x 10° um~2.

We plotted §¢ as a function of A_ in Fig. 4(c) (open
circles). The estimated phase uncertainties, ¢, and ¢,
due to the atomic spin and optical shot noises, respectively,
are also plotted. 8¢, is given by 1/(2+/N,) for a stretched
(coherent) spin state. In the estimation, N, was calculated
from the density profile and the total atom number of the
BEC. The photon shot noise results in the uncertainty in the
phase estimation by a sinusoidal fitting approximately given
by 8¢, = 2+/20 /(A_/N;) [41], where N; is the number of
imaging shots and o o \/N;/®,, is the fluctuation in the probe
polarization detection due to the photon shot noise in each
shot. The solid line in Fig. 4(c) is the total quantum noise con-
tribution, 8¢, = \/8¢>§ + 5¢12,, indicating the quantum noises
were dominant in §¢. The phase sensitivity for the short
separation was comparable to the previous record for a BEC
magnetometer (10 mrad over 120 wm?) [18]. We modeled the
noise in the phase estimation as v/8¢? + 8¢5 + 8¢y Where
Sech = 2+/201een/(A_+/Ny) is the phase uncertainty due to
the technical fluctuation oy, in the probe polarization aside
from the quantum noises. The data was well fitted by this
model with o, being the fitting parameter. The fitted value of
Otech Was 1.03(4) mrad. We estimated a phase sensitivity at the
BEC center, §¢., based on the fitted noise model. Using a ROI
of 1.4 x 10> um? at the BEC center for the same data above,
the precession amplitude was measured to be 0.18(2) rad. We
obtained ¢, = 5.4(6) mrad by extrapolating the fit [see filled
circle in Fig. 4(c)].

C. Magnetic field sensitivity

We also evaluated the magnetic field sensitivity,
OB/ Teycle = H8¢/Teycie/(8tpto), Where Tiycre is the cycle
time of a single measurement run including the time taken for
loading atoms into a magneto-optical trap. Teyele Was fixed to
60 s in our experiment regardless of the value of #). We found

20 ® run3
D run 26
X run 44

B(x,) - B(0) (pT)

0 1
40 -30 -20 -10 0 10 20 30 40

FIG. 5. Measurement of a magnetic field profile. (a) Typical con-
trast image of the BEC with #, = 300 ms. Multiple ROIs of 28 pm?
are indicated by the rectangles. (b) B(x;) for different experimental
runs. The solid lines are the fitted curves with a third-order polyno-
mial function.

that a #y around 300 ms was optimal for attaining a good
field sensitivity. The optimal time was close to the 1/e-decay
time 7_ of the precession amplitude under no probe light
(before fj), which was measured to be 7 = 0.57 & 0.03 s.
We note that A_ monotonically decreased, in contrast to the
case of the spinor BEC in the lower hyperfine state F = 1,
where signal modulation occurs due to a quadratic Zeeman
shift [14]. The monotonic decay should be related to the
inelastic collisions [35].

The magnetic field sensitivity was estimated to be
8B/Teyae = 5.0(4) pT/+/Hz using a ROI of 1.4 x 10> um?
(5.3 um x 27 um) at the BEC center with 7y = 300 ms, A =
—1.537 GHz, and ®, = 3.9 x 10° um?. In this estimation,
8¢ = 8.5(6) mrad was estimated based on the fitted noise
model shown in Fig. 4(c) using the measured precession am-
plitude A_ = 0.116(8) rad. We note that the stretched spin
state was maintained under the reduced magnetic field gradi-
ent for the best magnetometry performance [42] and the noise
model should hold for 79 = 300 ms. This estimation gives the
field sensitivity over the ROI of 5.3 um x 27 um assuming
that transport of spin, for example, due to spin diffusion
[43] is negligible compared with the ROI size. The estimated
field sensitivity for a given spatial resolution is better than
the reported sensitivities for previous BEC magnetometers
[14,16,18,19,44]. This indicates the effectiveness of the probe
optimization.

We calculated the one-dimensional local field B(x;) from
B(x;) = h{¢o(x))/(gupty), where ¢o(x) represents the local
precession phase at t = #; and its expectation value (¢o(x))
was taken over a ROI of 28 um? around x;. The ROIs for the
analysis are shown in Fig. 5(a). We note that the magnetic
features of short length scales may not be detected faithfully
due to spin diffusion [43]. If the spin diffused across the
present ROI of 28 um? and the spatial resolution became
worse than the ROI size, the analysis here corresponds to
spatial oversampling and we could not resolve magnetic field
features smaller than the spatial resolution.

The measured local fields B(x;) [with respect to B(0)]
for different experimental runs are plotted in Fig. 5(b). The
error bars were estimated from the above-mentioned noise
model for the ROI size of 28 um?. We fitted the measured
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field profile with a third-order polynomial function. The fitted
curves are represented by the solid lines in Fig. 5(b). The
estimated field gradient and half-width of its 1o confidence
interval, for example, in run 3, were computed to be —0.84
and 0.06 pT/um, under the assumption of spatially slowly
varying field. The observed shot-to-shot variation in the field
profiles may be partly due to fluctuation in the fictitious mag-
netic field induced by the trapping beams [42].

IV. DISCUSSIONS

Our technique can be combined with other practically
feasible improvements to obtain a better sensitivity. As we
operated the magnetometer with a low duty cycle of 5 x 1073,
the field sensitivity can be greatly improved by the fast pro-
duction of a BEC [25,45,46] or extending the free-precessing
time using a spatially single-mode BEC of long spin coher-
ence time [14,15]. For ac field detection, bang-bang control is
also useful [47]. Suppression of the nonlinear spin evolution,
as discussed in Sec. III A, can also lead to the increase in
the probe fluence and therefore improve the sensitivity. In
addition, the selection of the probe detuning is important,
but further investigation of the effects of the probe-induced
loss, nonlinear spin evolution, and photon scattering on the
sensitivity is required to identify the optimum probe detuning.

The reduction in the photon shot noise contribution demon-
strated here by increasing the probe fluence opens the
possibility for significant spin squeezing in a BEC via QND
measurement. Our spin measurement is equivalent to Fara-
day polarization rotation detection, in which Faraday (vector)
atom-light interaction fulfills the criteria of a QND measure-
ment of the spin component along the probe axis [48,49].
The spin squeezing via the measurement and reduction of the
spin shot noise conditioned to the readout result are expected.
The increased probe strength is beneficial for achieving high
squeezing level, because the strong probe makes greater quan-
tum correlation between the atoms and light. As a result of

the increased probe strength, the spin shot noise contribution
becomes more dominant and the spin squeezing will be of
particular importance in further sensitivity enhancement.

We evaluated the energy resolution, a figure of merit of a
spatially resolved magnetometry, given by SBZTCycleV/ 2uo),
where V is the measurement volume and jq is the vacuum
permeability. The evaluated value was 8 x 10 /i for atoms in
the area of 140 um? used in sensitivity analysis. This is better
than that for diamond sensors using spin ensembles [50] and
comparable to reported values for SQUIDs [51-53] at low
frequency and for the most sensitive atomic magnetometer
[8]. The essential energy resolution with a full duty cycle
was 0.4%, surpassing the limitation of SQUIDs ~ 7 [54,55].
This suggests that a spinor BEC can be a strong candidate for
sensitive magnetometry with micrometer resolution. It should
be noted that spin diffusion is neglected in this evaluation. We
expect sensitive magnetometry with a better spatial resolution
will be realized by adding confinement potential.

V. CONCLUSIONS

In conclusion, we realized sensitive spatially resolved mag-
netometry using a BEC with a bright probe. We investigated
probe-induced losses in the atom number and magnetization
to find that the atom loss was suppressed at a well-tuned
probe frequency. Our result is a significant step toward re-
alizing ultrasensitive spatially resolved BEC magnetometers
and achieving unprecedented magnetic field sensitivity with a
micrometer-scale spatial resolution, which is of fundamental
and practical interest.
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