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Third quantization of the electromagnetic field
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We consider an approach in which the usual wave function ψ j (x j ) in the quadrature representation of mode
j of the electromagnetic field is further quantized to produce a field operator ψ̂ j (x j ). Since the electromagnetic
field is already second quantized, this corresponds to an additional or third quantization. The third-quantization
approach can be used to perform certain quantum optics calculations in the Heisenberg picture that could only
be performed in the Schrödinger picture when using the conventional second-quantized theory. This approach
also allows an interesting generalization of quantum optics and quantum electrodynamics that is analogous to
symmetry breaking in elementary particle theory. The predictions of the generalized theory could be tested using
a proposed photon scattering experiment.
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I. INTRODUCTION

Particles cannot be created or destroyed in nonrelativistic
quantum mechanics. Nevertheless, it is often useful to second
quantize the wave function ψ (x) and its conjugate ψ∗(x) to
produce field operators ψ̂ (x) and ψ̂†(x) that can formally
annihilate or create particles at position x [1–7]. In this paper,
a somewhat analogous approach is introduced in which the
usual wave function ψ j (x j ) [8–12] in the quadrature represen-
tation of each mode j of the electromagnetic field is further
quantized to produce a field operator ψ̂ j (x j ). This approach
allows certain quantum optics calculations to be performed
in the Heisenberg picture, in analogy with the use of second-
quantized field operators in solid-state physics, for example
[13–17].

In quantum optics, each mode of the electromagnetic
field is mathematically equivalent to a harmonic oscillator
[8,11,18–20]. We can think of each of these harmonic oscilla-
tors as containing a single hypothetical particle whose excited
states correspond to the presence of photons in the field,
as illustrated in Fig. 1. As will be shown below, the oper-
ator ψ̂

†
j (x j ) creates additional particles of that kind in the

same harmonic oscillator potential, as illustrated in Fig. 2.
This generates a hyperspace of the usual Fock space. Since
the electromagnetic field is already second quantized, this
procedure corresponds to an additional or third quantization
[21–26]. For lack of a better term, these hypothetical particles
will be referred to as oscillatons [27–29].

The third-quantization approach is equivalent to conven-
tional quantum optics and quantum electrodynamics if we use
the standard Hamiltonian, which conserves the number of os-
cillatons. A generalized theory that is analogous to symmetry
breaking in elementary particle theory will also be described.
The predictions of the generalized theory could be tested using
a proposed photon scattering experiment.
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FIG. 1. A harmonic oscillator potential U (x) (blue curve) in one
dimension x that contains a single particle represented by a black
dot. E is the energy of the particle and the energy eigenstates |n〉
are represented by dashed lines. The operators â† and â increase
or decrease the energy of the particle by h̄ω. A single mode of
the electromagnetic field is mathematically equivalent to a harmonic
oscillator potential containing a single hypothetical particle whose
excited states |n〉 correspond to n photons in the field [8,11,18–20].

FIG. 2. A harmonic oscillator potential containing N identical
bosons represented by black dots. The operators ĉ†

n and ĉn create or
annihilate a particle in the oscillator potential in state |n〉. The field
operator ψ̂†(x) creates a particle at coordinate x. In the case of the
electromagnetic field, these hypothetical particles will be referred to
as oscillatons.
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The remainder of the paper is organized as follows.
Section II provides a brief review of the quadrature
representation of the electromagnetic field and the usual
second-quantization formalism. Those techniques are used in
Sec. III to perform an additional or third quantization of the
electromagnetic field. Section IV illustrates the use of the
third-quantization approach in standard quantum optics by
analyzing the decoherence produced by a beam splitter in the
Heisenberg picture. An example of a more general theory that
does not conserve the number of oscillatons is described in
Sec. V, along with a proposed photon scattering experiment
that could be used to test the predictions of the theory. A
summary and conclusions are provided in Sec. VI. Additional
details of the quantum optics calculations and the generalized
theory are given in the appendices.

II. QUADRATURE REPRESENTATION AND SECOND
QUANTIZATION

The second quantization of the normal modes of the
classical electromagnetic field results in the usual harmonic
oscillator raising and lowering operators â†

j and â j that are re-
sponsible for the creation and annihilation of photons [18,19].
The operators x̂ j and p̂ j can then be defined as

x̂ j = (â j + â†
j )/

√
2,

p̂ j = −i(â j − â†
j )/

√
2. (1)

The dimensionless operators x̂ j and p̂ j are referred to as the
quadratures of the field in quantum optics [8–10,12], and
they are proportional to the electric field of mode j and its
time derivative. The quadratures can be directly measured
using homodyne techniques [8–12,20,30] and they are used
extensively to observe the nonclassical properties of squeezed
states [8–11,20,31,32], for example.

For a pure state, the wave function ψ j (x j ) in the quadrature
representation of a single mode j of the second-quantized
electromagnetic field can be defined as usual [8–12] by

ψ j (x j ) ≡ 〈x j | � j〉. (2)

Here |x j〉 is an eigenstate of x̂ j and |� j〉 is the state of mode j.
For a single-mode field with a definite number n j of photons (a
Fock state), ψ j (x j ) corresponds to the usual energy eigenfunc-
tions φn(x j ) of a harmonic oscillator that involve the Hermite
polynomials [8].

The wave function ψ j (x j ) gives the probability amplitude
that a homodyne measurement will result in that value of the
x quadrature. It can be used in the Schrödinger picture to
show that postselection based on homodyne measurements
can violate Bell’s inequality, for example [12,33]. The anal-
ysis of experiments of that kind (and others) can be done in
the same way in the Heisenberg picture only if the operators
ψ̂ j (x j ) and ψ̂

†
j (x j ) are introduced. This may be relevant to

an understanding of quantum noise and decoherence in opti-
cal amplifiers, for example, which are often analyzed in the
Heisenberg picture [34–37].

Before the operators ψ̂ j (x j ) and ψ̂
†
j (x j ) for the electromag-

netic field are defined, it may be useful to briefly review the
usual second-quantization formalism in nonrelativistic quan-
tum mechanics. We will closely follow the text by Baym

[1]. Consider a harmonic oscillator potential U (x) in one
dimension, as illustrated in Fig. 1. The eigenstates |n〉 of the
Hamiltonian are represented by dashed lines. If there is only
one particle in the potential, it can be represented by a single
black dot occupying one of the eigenstates as in Fig. 1. The
usual raising and lowering operators â† and â increase or
decrease the energy of the particle by one quanta, as indicated
by the red arrows.

Even in nonrelativistic quantum mechanics, it is often
convenient to introduce an operator ĉ†

n that formally adds or
creates an additional particle in eigenstate |n〉 of the harmonic
oscillator potential as illustrated by the red arrow in Fig. 2.
Its adjoint ĉn annihilates a particle if one was there initially. If
the particles are bosons, then it is possible to have more than
one particle in eigenstate |n〉. Nn will denote the number of
particles in eigenstate |n〉, and the total number of particles
will be denoted by N with no subscript.

It will be assumed that the particles are identical bosons
and that they satisfy the commutation relation

[ĉm, ĉ†
n] = δmn. (3)

The second-quantized field operator ψ̂ (x) in the Schrödinger
picture is then defined [1] as

ψ̂ (x) ≡
∑

n

ĉnφn(x). (4)

Here φn(x) is the eigenfunction corresponding to state |n〉.
The fact that the φn(x) form a complete set of orthonormal
functions can be combined with Eqs. (3) and (4) to show that

[ψ̂ (x), ψ̂†(x′)] = δ(x − x′), (5)

where δ(x−x′) is the Dirac delta function. This commutation
relation can be used to derive the time dependence of the field
operators in the Heisenberg picture.

III. THIRD QUANTIZATION OF THE FIELD

So far, we have considered the second quantization of an
ordinary harmonic oscillator. The same approach will now be
applied to each mode j of the electromagnetic field, which is
mathematically equivalent to a harmonic oscillator containing
a single hypothetical particle as in Fig. 1 [8,11,18–20]. The
excited states |n j〉 of the particle correspond to n j photons in
the field, and increasing its energy by h̄ω j and raising the state
to |nj + 1〉 corresponds to the addition of a photon.

As before, we introduce operators ĉ†
jn and ĉ jn that create or

annihilate particles in the harmonic oscillator potential that
represents mode j of the field, as in Fig. 2. The operator
ĉ†

jn increases the number of particles in eigenstate |n j〉 by
one, which increases the dimensions of the usual Fock space
to form a hyperspace. The particles will be assumed to be
identical bosons, and the commutation relations of Eq. (3) can
be used to show that

ĉ jn|.., Njn, .., Nj0〉 = √
Njn|.., (Njn − 1), .., Nj0〉,

ĉ†
jn|.., Njn, .., Nj0〉 = √

Njn + 1|.., (Njn + 1), .., Nj0〉. (6)
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Here |.., Njn, .., Nj0〉 denotes a state of the oscillator with Njn

particles in each of the eigenstates |n j〉. This is a general-
ization of the usual Fock states |nj〉 = |0.., 1 jn, .., 0 j0〉 that
correspond to only one particle in the oscillator (Nj = 1).

It should be emphasized that these additional particles are
not photons. For lack of a better term, we will refer to them
as oscillatons. Increasing the energy of an oscillaton by h̄ω j

and raising the value of n to n + 1 corresponds to the addition
or emission of a photon. The excited states of the electromag-
netic field with Nj > 1 will be referred to as hyperphotons.
The indices j, n j, and Njn correspond to first, second, and
third quantization, respectively. The terms oscillaton [27–29],
hyperphoton [38–40], and third quantization [21–26] have
been used previously with different meanings.

New lowering and raising operators â′
j and â′

j
† can be

defined as

â′
j ≡

∞∑
n=1

√
nĉ†

j,n−1ĉ jn,

â′
j
† ≡

∞∑
n=0

√
n + 1ĉ†

j,n+1ĉ jn. (7)

These operators reduce to the usual raising and lowering op-
erators for Nj = 1. The vector potential Â(r) can be defined
as usual [18] by

Â(r) =
∑
j,ε j

√
2π h̄c2

ω jL3
(ε j â

′
je

ik j ·r + ε j
∗â′

j
†e−ik j ·r ), (8)

where L is the length used for periodic boundary conditions,
ε j are two orthogonal polarization vectors, and c is the speed
of light. A similar expression exists for the electric field.

In analogy with Eq. (4), the field operator ψ̂ j (x j ) for mode
j of the electromagnetic field can now be defined in the
Schrödinger picture as

ψ̂ j (x j ) ≡
∑

n

ĉ jnφn(x j ). (9)

The commutation relation [ψ̂ j (x j ), ψ j
†(x j

′)] = δ(x j − x j
′)

holds within each mode of the field as in Eq. (5). The field
operator ψ̂ j (x j ) could be introduced in a more formal way by
using the Lagrangian density and postulating the commutation
relation of Eq. (5), but the approach presented here provides
more insight.

The use of the terms “second quantization” and “third
quantization” may require some clarification. In conventional
quantum optics, the first step in the quantization of the elec-
tromagnetic field is the determination of the classical normal
modes [18]. This has historically been referred to as “first
quantization,” since it gives rise to a discrete set of frequencies
in an optical cavity even though it does not involve quantum
mechanics. As a result, the introduction of the photon creation
and annihilation operators along with the wave function ψ j (x)
for each mode is generally referred to as second quantization,
even though it is equivalent to the usual first-quantized treat-
ment of a set of independent harmonic oscillators.

A similar situation exists in the canonical quantization of
the electromagnetic field in the Coulomb gauge. The classical
vector potential and electric field are conjugate variables in the

FIG. 3. Two beams of light incident on a beam splitter.

classical Lagrangian density. The second-quantization process
consists of replacing the classical fields with field operators
and then postulating the usual commutation relations. Once
again, this process only involves a single quantum-mechanical
step even though it is referred to as the second quantization of
the field.

A different situation occurs in the second quantization of a
massive boson in nonrelativistic quantum mechanics. In that
case, the introduction of the wave function and Schrödinger’s
equation is the first quantization step. Second quantization
consists of replacing the wave function with field opera-
tors and postulating the relevant commutation relations. Thus
the second quantization of a massive boson involves two
quantum-mechanical steps, whereas the second quantization
of the electromagnetic field only involves one. This difference
is due to the fact that light is already described as a wave or
field in classical physics, whereas massive particles are not.

The approach considered here would be equivalent to
the usual second-quantization formalism if there were only
a single mode of the field. Nevertheless, third quantization
appears to be the simplest way to describe the approach,
since it involves an additional quantization beyond what
is conventionally referred to as the second quantization of
the electromagnetic field. In addition, the third-quantization
approach is fundamentally different from the usual second
quantization of other fields, such as in the Dirac theory.

IV. DECOHERENCE IN QUANTUM OPTICS

The use of this approach in conventional quantum optics
will now be illustrated by calculating the loss and decoher-
ence produced by a beam splitter. Potential advantages of
the approach when applied to more complicated systems are
discussed in Appendix A.

Two free-space modes j and k of the electromagnetic field
are assumed to be incident on a beam splitter as illustrated
in Fig. 3. In the absence of any interaction between the two
modes, the Hamiltonian Ĥ0 can be written in the form

Ĥ0 =
∞∑

n j=0

N̂jn(n j + 1/2)h̄ω j +
∞∑

nk=0

N̂kn(nk + 1/2)h̄ωk . (10)

Here N̂jn = ĉ†
jnĉ jn and N̂kn = ĉ†

knĉkn.

The effects of the beam-splitter coupling can be described
by an interaction potential U ′(x j, xk ) = εx jxk , where ε is
a real constant. Using the definition of the quadratures in
Eq. (1), it can be seen that U ′(x j, xk ) will involve â†

j âk and

â†
k â j, which can transfer photons from one mode to the other.

The interaction Hamiltonian Ĥ ′ can be written in terms of the
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field operators as [1]

Ĥ ′ =
∫ ∫

dx jdxkψ̂
†
j (x j )ψ̂

†
k (xk )

× U ′(x j, xk )ψ̂k (xk )ψ̂ j (x j ). (11)

A continuous coupling of this kind occurs in two nearby
waveguides due to their evanescent fields, for example, which
is equivalent to a beam splitter.

In the Heisenberg picture, the time dependence of the op-
erator ĉ jn(t ) is given by

dĉ jn(t )

dt
= 1

ih̄
[ĉ jn(t ), Ĥ ], (12)

with Ĥ = Ĥ0 + Ĥ ′. The commutator in Eq. (12) can be eval-
uated using Eqs. (3), (9), (10), and (11) combined with the
identity∫ ∞

−∞
φn′ ∗(x)xφn(x)dx = 1√

2
(
√

nδn′,n−1 + √
n + 1δn′,n+1).

(13)
This gives

ih̄
dĉ jn(t )

dt
=

(
n j + 1

2

)
h̄ω j ĉ jn

+ ε

2

√
n ĉ j,n−1

∞∑
m=1

√
m ĉ†

k,m−1 ĉkm

+ ε

2

√
n + 1 ĉ j,n+1

∞∑
m=0

√
m + 1 ĉ†

k,m+1 ĉkm. (14)

Two additional terms in Eq. (14) that do not conserve energy
have been neglected in the usual rotating-wave approximation
[8,20]. The time rate of change of ĉkn(t ) is given by a similar
expression. This set of coupled equations can be solved to find
the form of these operators and their adjoints as a function
of time in the Heisenberg picture. The results can then be
inserted into Eq. (9) to obtain the form of the field operator.

Equation (14) and the corresponding equation for ˙̂ckn(t )
were solved numerically using the hyperphoton number states
|.., Njn, .., Nj0〉 ⊗ |...Nkn, .., Nk0〉 as a basis for a matrix rep-
resentation. Given the order of the operators in Eq. (14), it
is only necessary to include the states with Nj and Nk equal
to 0 or 1 (the initial state corresponds to Nj = Nk = 1), as is
discussed in more detail in Appendix B. We will denote the
state with no oscillatons in mode j by |Zj〉 = |.., 0 jn, .., 0 j0〉,
with a similar expression for mode k. The relevant Hilbert
subspace for this example includes |Zj〉 and |Zk〉 in addition
to the usual Fock states, and it is only slightly larger than the
Hilbert space for conventional quantum optics. The numerical
calculations are described in more detail in Appendix B.

Figure 4(a) shows the calculated probability density
P(x j, t ) = 〈ψ̂†

j (x j, t )ψ̂ j (x j, t )〉 as a function of time for the
case in which the initial state in mode j was a coherent
state [8–11] with a mean photon number of n̄ j = 4. Mode
k was assumed to initially be in its vacuum state |0k〉 with
no photons. It can be seen that the probability density in
mode j is described by a Gaussian distribution whose mean
displacement oscillates sinusoidally with a decreasing ampli-
tude. Figure 4(b) shows the corresponding results for mode k,

FIG. 4. Effects of a beam splitter on a coherent state incident in
mode j with mode k initially in its vacuum state. (a) Probability den-
sity P(x j, t ) = 〈ψ̂†

j (x j, t )ψ̂ j (x j, t )〉 for mode j plotted as a function
of the quadrature x j and the time t . (b) Probability density P(xk, t )
for mode k. The width of these probability distributions is due to
vacuum fluctuations. (Arbitrary units.)

whose amplitude increases at the expense of mode j due to
the beam-splitter coupling [41].

One of the advantages of using the third-quantized Heisen-
berg picture is that ψ̂ j (t ) and ψ̂k (t ) only need to be calculated
once, after which they can be used with any initial state or
measurement. A more interesting example corresponds to the
case in which the initial state in mode j is assumed to be a
Schrödinger cat state given by

|� j〉 = cn(|α〉 + eiθ |−α〉). (15)

Here cn ≈ 1/
√

2 is a normalization constant, |α〉 is a coherent
state with a real amplitude α, and θ is an arbitrary phase
shift. Mode k was assumed to initially be in its vacuum state
once again. The joint probability density PJ (x j, xk, t ) can be
calculated using

PJ (x j, xk, t ) = 〈ψ̂†
j (x j, t )ψ̂†

k (xk, t )ψ̂k (xk, t )ψ̂ j (x j, t )〉. (16)

This is plotted in Fig. 5(a) at the initial time and then again
at a later time in Fig. 5(b) after the two beams have passed
through the beam splitter. The entanglement produced by the
beam splitter [12] can be seen from the fact that x j and xk

become correlated.
There are proposed experiments in quantum optics

[12,33,37,42] that could measure the expectation value of a

FIG. 5. Joint probability density PJ (x j, xk, t ) for a Schrödinger
cat state plotted as a function of the quadratures x j and xk . (a) Joint
probability distribution evaluated before the beam splitter (t = 0).
(b) Entangled state produced by the beam splitter [12] with ε = 0.12
and t = 12. (Arbitrary units.)
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FIG. 6. Quantum interference between the two components of a
Schrödinger cat state. The blue (solid) curve shows the expectation
value of operator Ĉj (0, �) as a function of θ evaluated before the
beam splitter. The red (dashed) curve shows the expectation value
of Ĉj (0,�) after the beam splitter using the same parameters as in
Fig. 5(b). It can be seen that passing a Schrödinger cat state through
a beam splitter will reduce the quantum interference by an amount
that is much larger than the reduction in the field amplitude [42].
(Arbitrary units.)

coherence operator Ĉj (x j,�) defined in the Heisenberg pic-
ture by

Ĉj (x j,�) ≡ 1
2 [ψ̂†

j (x j + �)ψ̂ j (x j − �)] + H.c.. (17)

The proposed experiments apply a displacement in phase
space in one arm of an interferometer. This causes the ob-
servable probability density ψ∗ψ in the Schrödinger picture
to contain interference cross terms such as ψ0

∗(x1)ψ0(x2)
[37], where ψ0(x) is the initial wave function while x1 and
x2 are two different points in phase space. Interference of
this kind can be measured using homodyne techniques, and
it can be analyzed in the Schrödinger picture using the wave
function itself or quasiprobability distributions based on the
wave function [37,42].

Since the Heisenberg picture is based on the use of opera-
tors, interference of this kind between two different points in
phase space can be analyzed in the Heisenberg picture only
if the wave function ψ (x) is replaced with an operator ψ̂ (x).
The product of the two field operators in Eq. (17) is equivalent
to the interference term ψ0

∗(x1)ψ0(x2) in the Schrödinger pic-
ture. This requires the third-quantization approach described
above, and the description of quantum interference of this kind
in the Heisenberg picture was the original motivation for this
paper.

With a suitable choice of the parameter �, a measurement
of the expectation value of Ĉj (0,�) can determine the amount
of potential quantum interference (coherence) between the
two components of the Schrödinger cat state of Eq. (15). This
is illustrated in Fig. 6, where 〈Ĉj (0,�)〉 in the third-quantized
Heisenberg picture is plotted as a function of the phase dif-
ference θ. The calculations were performed numerically, as
described in Appendix B. The blue (solid) curve shows the in-
terference pattern as measured before the beam splitter, while
the red (dashed) curve shows the corresponding results after
a beam splitter with the same parameters as in Fig. 5(b). The

value of � was chosen to maximize the amount of interference
in both cases.

Operator Ĉ j (x j,�) measures the coherence of the elec-
tromagnetic field between two different points in quadrature
space, while earlier coherence functions measure it between
different points in space-time [8,20]. As discussed above,
the decoherence shown in Fig. 6 cannot be calculated in
the Heisenberg picture without using the third-quantization
approach. Roughly speaking, elementary quantum mechanics
requires the wave function ψ (x) as well as the operator x̂ to
calculate the results of experiments, and a complete descrip-
tion of quantum optics in the Heisenberg picture requires the
operator ψ̂ (x) in addition to x̂.

A similar situation exists for optical parametric amplifiers,
which are often analyzed in the Heisenberg picture [36]. As
a result, the usual linear relationship between the input and
output quadrature operators in the Heisenberg picture cannot
describe the decoherence produced by a parametric amplifier,
as is discussed in more detail in Appendix A.

The third-quantization approach may also be useful when
a full multimode analysis of interacting optical pulses with
a continuous range of frequencies is required, since the field
operators remain a function of only one coordinate while
the corresponding quasiprobability distributions would be a
function of an infinite number of coordinates. This situation
is somewhat similar to the use of field operators in solid-state
physics to avoid wave functions that depend on a large number
of electron coordinates, as is discussed in more detail in Ap-
pendix A. Further investigations will be required to determine
the practical value of this approach in calculations of that kind.

V. GENERALIZED THEORY

The third-quantization approach allows an interesting gen-
eralization of quantum optics and quantum electrodynamics
in which the number of oscillatons is not conserved. Here we
consider one example of a generalized theory of that kind, and
we propose a photon scattering experiment that could be used
to set an upper bound on the effects that it predicts.

The interaction Hamiltonian of Eq. (11) conserves the
number of oscillatons and agrees with conventional quantum
optics, but in principle there could be other Hamiltonians that
do not, such as

Ĥ ′ = −1

c

∫
d3r ĵ(r) · Â′(r). (18)

Here ĵ(r) is the second-quantized current associated with an-
other particle, such as an electron, while Â′(r) is the vector
potential defined in Eqs. (7) and (8) with ĉ jn and ĉ†

jn replaced
using a Bogoliubov transformation [14–17,43–47] given by

ĉ jn → ĉ′
jn = β(cos γ ĉ jn + sin γ ĉ†

jn)

ĉ†
jn → ĉ′

jn
† = β(sin γ ĉ jn + cos γ ĉ†

jn). (19)

Equation (18) can also be written in a covariant form in the
Lorentz gauge [18].

The constant β = 1/(cos2γ − sin2γ )1/2 maintains the
commutation relations while γ is an unknown angle similar
to the mixing angles that occur in elementary particle the-
ory [48–50]. Bogoliubov transformations commonly occur in

063702-5



J. D. FRANSON PHYSICAL REVIEW A 104, 063702 (2021)

FIG. 7. Proposed photon scattering experiment to test the gen-
eralized theory of Eq. (19). Photons at frequency ω are incident
on a cloud of two-level atoms. Some of the photons are scattered
through a 90o angle with final frequencies of ω or ω′ = ω/2. Energy
is conserved in the latter case by the creation of a pair of oscillatons.
The predicted ratio of the two scattering rates is given by Eq. (21),
which can be used to set an upper bound on the mixing angle γ .

quantum optics [46], superconductivity [16,17], and general
relativity [47], and Eq. (19) appears to be the simplest gen-
eralization of quantum optics and quantum electrodynamics
based on the third-quantization approach.

Although Eq. (19) is intended to be an arbitrary example of
a generalized theory, it can be derived under the assumption
that the oscillatons interact with another hypothetical boson
B with a large mass M. If b̂ j and b̂†

j are the annihilation
and creation operators for particle B in mode j, then we can
consider an interaction Hamiltonian of the form

Ĥ ′
B = ε

∑
jn

(b̂ jn + b̂†
jn)(ĉ jn + ĉ†

jn), (20)

where ε � 1 is an unknown constant. This interaction
Hamiltonian has the same form as a coupling between the
displacement of two harmonic oscillators. The Bogoliubov
transformation of Eq. (19) can be derived from Eq. (20) in the
limit of Mc2 
 h̄ω and ε � 1, as is shown in Appendix C.

The interaction Hamiltonian of Eq. (20) breaks the symme-
try that would otherwise conserve the number of oscillatons.
A discussion of the possible nature of these particles along
with their connection to symmetry breaking in elementary
particle physics [50] can be found in Appendix C. Although
this model is speculative, it does provide some motivation
for the assumed form of the Bogoliubov transformation of
Eq. (19).

The generalized theory of Eqs. (18) and (19) can be tested
experimentally using the photon scattering experiment shown
in Fig. 7. Inserting the Bogoliubov transformation of Eq. (19)
into the vector potential operator in Eqs. (8) or (18) will
produce terms that involve two oscillaton creation operators
or two oscillaton annihilation operators. As a result, Ĥ ′ can
create or annihilate a pair of oscillatons along with the emis-
sion or absorption of a photon if γ �= 0, while it reduces to the
standard interaction Hamiltonian in the Coulomb gauge [18]
for γ = 0.

In the process shown in Fig. 7, an incident photon of fre-
quency ω is absorbed into a virtual state in the usual way, after
which a single scattered photon with frequency ω′ is emitted
along with the creation of a pair of oscillatons at the new
frequency. The atoms are left in their original (ground) state.
As shown in Appendix D, energy conservation requires that

ω′ = ω/2, which corresponds to a subharmonic or inelastic
scattering process.

We can define the ratio R as the subharmonic scattering rate
at frequency ω′ divided by the usual elastic scattering rate at
frequency ω. As shown in Appendix D, this ratio is predicted
by the theory to be given by the simple expression

R = 4γ 2 (21)

for |γ | � 1. The two scattering rates can be measured using
appropriate filters, and an experiment of this kind could set an
upper bound on the value of γ .

It has been tacitly assumed that the oscillaton mass is zero
since a photon has zero mass, but an experiment of this kind
could also determine the mass of the oscillaton as discussed
in Appendix D. High-energy experiments involving particle
accelerators or cosmic rays would be required if the mass of
the oscillaton is very large.

Other experimental tests of the generalized theory may
also be possible, since the existence of oscillatons would
be expected to increase the decay rate of excited atoms or
more exotic systems such as muonium. Oscillatons could
conceivably play a role in the discrepancy observed in recent
measurements of the fine structure of positronium [51,52], for
example, since Eqs. (18) and (19) would contribute additional
Feynman diagrams. These topics require further investigation
and are beyond the intended scope of this paper.

VI. SUMMARY AND CONCLUSIONS

A third-quantization approach has been introduced in
which the usual wave function ψ j (x j ) for each mode j of the
second-quantized electromagnetic field is further quantized to
produce a field operator ψ̂ j (x j ). The operator ψ̂

†
j (x j ) creates

an additional hypothetical particle (oscillaton) in the harmonic
oscillator corresponding to mode j of the electromagnetic
field, where the emission or absorption of a photon corre-
sponds to a change in the energy level of an oscillaton as
illustrated in Fig. 2. The theory is equivalent to conventional
quantum optics and quantum electrodynamics if we use the
standard Hamiltonian, which conserves the number of oscil-
latons.

The third-quantization approach can be used to perform
certain quantum optics calculations in the Heisenberg picture
that could only be performed in the Schrödinger picture when
using the conventional second-quantized theory. As a result,
a complete description of quantum optics in the Heisenberg
picture requires the use of the third-quantization approach.
This can provide additional insight into systems that have
often been analyzed in the Heisenberg picture, such as the
input-output relations for an optical parametric amplifier.
Other phenomena that can be analyzed in this way include
coherence operators, quantum interference, and postselection
in quadrature space. The third-quantization approach may
also be useful when analyzing a continuum of modes, where
the usual quasiprobability distributions would depend on an
infinite number of coordinates.

A specific example of a generalized theory that does not
conserve the number of oscillatons was also described. The
theory is based on a Bogoliubov transformation that couples
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the oscillaton creation and annihilation operators through
an unknown mixing angle γ . This form of the Bogoliubov
transformation can be derived from the assumption that the
oscillatons interact with a hypothetical boson with a large
mass, and the theory is analogous to symmetry breaking in
elementary particle theory. A photon scattering experiment
was proposed that could set an upper bound on the value of
the mixing angle and determine the mass of the oscillaton.

In summary, the third quantization of the electromagnetic
field may be a useful alternative for certain calculations in
quantum optics, while allowing an interesting generalization
of quantum optics and quantum electrodynamics that could be
tested experimentally.
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APPENDIX A: APPLICATIONS IN QUANTUM OPTICS

The third-quantization approach allows certain calcula-
tions in quantum optics to be performed in the Heisenberg
picture, while the corresponding calculations could only be
performed in the Schrödinger picture when using the conven-
tional second-quantization approach. One might ask whether
or not the third-quantization approach is of any practical
use, given that the same results could be obtained using the
Schrödinger picture. In this Appendix, we argue that the third-
quantization approach can provide additional insight into
certain phenomena that have been traditionally analyzed in the
Heisenberg picture, giving results that were incomplete or po-
tentially misleading. We also compare the third-quantization
approach with the use of quasiprobability distributions, and
argue that third quantization may have some potential advan-
tages when analyzing systems with a continuum of modes.

As discussed in the text, the decoherence of a Schrödinger
cat state passing through a beam splitter, as plotted in Fig. 6,
cannot be calculated in the usual second-quantized Heisen-
berg picture [42]. This situation can be understood intuitively
from the fact that, in the Schrödinger picture, the wave func-
tion ψ (x) gives the probability amplitude that a homodyne
measurement will result in that particular value of the quadra-
ture. What gives the probability amplitude of obtaining a
particular value of x from a homodyne measurement in the
Heisenberg picture? Only the third-quantized field operator
ψ̂ (x, t ) can do that, not the operator x̂(t ). As a result, there are
experiments in quantum optics that cannot be analyzed in the
usual second-quantized Heisenberg picture. This limitation on
the use of the conventional Heisenberg picture [37,42] does
not appear to be widely appreciated.

An important example of this is the decoherence produced
by a linear optical amplifier, which is commonly analyzed in
the Heisenberg picture based on the pioneering work by Caves
and others [34–36]. As is well known, the input and output
quadrature operators are related by a simple transformation
given by

x̂out = gx̂in + N̂noise. (A1)

Here x̂in(t ) and x̂out (t ) are the input and output quadratures in
the usual Heisenberg picture, g is the gain of the amplifier, and
N̂noise is a quantum noise operator. There are situations where
g → 1 and N̂noise → 0 even though there is an exponential
decrease in the coherence of a cat state [37]. Equation (A1)
would seem to imply that the output field is the same as the
input in that case, despite the large decoherence.

This example suggests that the third-quantized field op-
erators ψ̂ j (x j, t ) and Ĉj (x j,�, t ) provide a more complete
description of the system than x̂ j (t ) does alone, especially for
entangled states. Once again, the reason is that the probability
amplitude for obtaining a specific value of x from a homodyne
measurement can be found from ψ̂ j (x j, t ) but not from the
usual operator x̂ j (t ). The decoherence produced by an opti-
cal parametric amplifier can be calculated in the Heisenberg
picture using the third-quantization approach in the same way
that the decoherence of a beam splitter was calculated in the
text. The corresponding results cannot be obtained using the
familiar linear transformation of Eq. (A1).

Many problems in quantum optics can be solved using
quasiprobability distributions, such as the Wigner distribution
[41]. The displacement by ±� in Eq. (17) for the operator
Ĉ j (x j,�) is similar in appearance to the displacement of the
wave function by ±y/2 in the Wigner distribution, which is
defined [41] by

W (x j, p j ) ≡ 1

2π

∫ ∞

−∞
dy e−ip j y

× ψ j
∗
(

x j − 1

2
y

)
ψ j

(
x j + 1

2
y

)
. (A2)

Here we are considering a pure state of a single mode j of the
electromagnetic field. But, the definition of operator Ĉ j (x j,�)
does not include the exponential factor involving pj or the
integral that appears in the definition of the Wigner distri-
bution. As a result, Ĉj (x j,�) is defined in quadrature space
rather than phase space. Ĉj (x j,�) is more closely related
to a coherence function than a quasiprobability distribution.
It could be normalized in the usual way and higher-order
coherence functions can be defined for Nj > 1.

A more significant difference between Ĉj (x j,�, t ) and the
Wigner distribution can be seen if there are two or more modes
that interact, as in the beam-splitter example in the text. In that
case the third-quantized field operator ψ̂ j (x j, t ) and operator
Ĉj (x j,�, t ) include all of the effects of the entanglement with
the other mode k, even though they are only a function of one
coordinate. In contrast, the wave function ψ (x j, xk, t ) would
depend on both coordinates and the two-mode Wigner distri-
bution would be a function of x̂ j, x̂k, p̂ j, and p̂k . Equations
(17) and (A2) would have a very different form in that case.

The use of third-quantized field operators may have some
advantages compared to using quasiprobability distributions
if we need to do a full multimode analysis of interacting
optical pulses with a continuous range of frequencies [46].
In that case, there would be an infinite number of interacting
modes and the entangled wave function and quasiprobability
distributions would all be a function of an infinite number of
coordinates. In contrast, each of the field operators ψ̂ j (x j, t )
would still be a function of only one coordinate. This situ-
ation is somewhat analogous to the use of field operators in
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solid-state physics, where the density of electrons can be
described by a field operator that is a function of only one
coordinate, rather than a wave function that depends on a
very large number of electron coordinates. The use of the
third-quantization approach for problems of this kind appears
to be promising but it requires further investigation.

APPENDIX B: NUMERICAL CALCULATIONS

Analytic solutions to Eq. (14) would be desirable, but
our earlier work [12] on systems of this kind using the
Schrödinger picture did not allow analytic solutions in gen-
eral and that is probably the case for the third-quantization
approach as well. Perturbation theory could be used in many
other applications of interest, such as quantum electrodynam-
ics, but the interaction is not small in the situation of interest
here and perturbation theory cannot be used. As a result,
Eq. (14) for ˙̂c jn(t ) along with the corresponding equation for
˙̂ckn(t ) were solved numerically instead.

The hyperphoton number states |.., Njn, .., Nj0〉 ⊗
|.., Nkn, .., Nk0〉 were used as a basis for a matrix
representation of the operators of interest. As discussed
in the text, the only relevant states in the examples of interest
here correspond to Nj and Nk equal to 0 or 1, with both
values equal to 1 in the initial state. The state with zero
oscillatons is required because the field operator ψ̂ j (x j − �)
in the definition of the coherence operator of Eq. (17) can
act on a physical state with one oscillaton to temporarily
create a state with no oscillatons, after which ψ̂

†
j (x j + �)

recreates the oscillaton at another location. This kind of
situation frequently occurs in other applications of the
second-quantization formalism as well, such as solid-state
physics.

The mean number of photons in the initial coherent state
of mode j was chosen to be n̄ j = 4, with the other mode
initially in the vacuum state. Since the probability amplitude
drops off exponentially with increasing photon number in a
coherent state, it was sufficient to cut off the state vector at
a maximum number of photons equal to nmax = 16 in both
modes. The value of nmax was varied to ensure that the cutoff
had no significant effect on the results.

With the addition of the state |Zj〉 and the usual vacuum
state |0 j〉, the total number of elements in the state vector
for mode j alone was equal to nmax + 2 = 18. With the same
number of elements in mode k, the dimensions of the com-
bined Hilbert space was (nmax + 2)2 = 324. The number of
elements in the matrix representation of each of the opera-
tors was the square of that, or 104 976. All of the matrices
were very sparse and the memory requirements as well as the
execution time were greatly reduced using MATHEMATICA’s
sparse matrix routines.

In order to put the operators in the form of a matrix, it was
useful to label each element of the combined state vector with
a single index l that ranged from 1 to 324. The way in which
the states are labeled is arbitrary, but a suitable choice for the
labeling allowed the number of photons in each mode to be
written as a simple function of l, for example. That in turn
allowed the nonzero values of ĉ jn[l ′, l, t] and ĉkn[l ′, l, t] to
be specified at the initial time t = t0 in a straightforward way
using Eq. (6).

The matrices ĉ jn[l ′, l, t] and ĉkn[l ′, l, t] were then incre-
mented over small time intervals �t using the fourth-order
Runge-Kutta algorithm with derivatives given by Eq. (14).
Since the residual errors in the Runge-Kutta algorithm are on
the order of �t5, the results converged rapidly and had no sig-
nificant dependence on the choice of the time step. The results
shown in the text were based on the use of 1200 time steps.
Built-in MATHEMATICA routines such as NDSolve were not
used because they store the results at all of the intermediate
steps and require a large amount of memory as a result.

Once ĉ jn[l ′, l, t] and ĉkn[l ′, l, t] had been calculated, they
were inserted into Eq. (9) for the field operator which was then
used to calculate the expectation values of interest (using the
initial state). The calculations shown in the text required ap-
proximately 10 min of computer time and 250 MB of memory
on a personal computer.

APPENDIX C: BOGOLIUBOV TRANSFORMATION

The Bogoliubov transformation of Eq. (19) will be derived
in this Appendix starting from the interaction Hamiltonian of
Eq. (20). The possible nature of these particles will also be
discussed, including an analogy with the symmetry breaking
responsible for neutrino oscillations.

The Bogoliubov transformation of Eq. (19) was motivated
by phenomena in quantum optics [46], superconductivity
[16,17], and general relativity [47]. A Bogoliubov trans-
formation can often be used to diagonalize an interaction
Hamiltonian, and Eq. (19) can be viewed as the result of an
interaction between the oscillatons and another hypothetical
particle B as discussed in the text. The bare oscillatons would
no longer correspond to the true eigenstates of the system as a
result of the interaction. The angle γ is somewhat analogous
to a mixing angle, such as the Cabibbo angle [48] or the
Weinberg angle [49].

In the interaction picture, the state |ψ (t )〉 of the system at
time t can be related to the initial state |ψ (0)〉 using time-
dependent perturbation theory, which gives

|ψ (t )〉 = Û (t )|ψ (0)〉
= [Û (0) + Û (1) + Û (2) + ...]|ψ (0)〉. (C1)

Here the transition matrices Û (0), Û (1), and Û (2) are given by

Û (0) = Î, Û (1) = 1

ih̄

∫ t

−∞
dt ′ Ĥ ′

B(t ′),

Û (2) = 1

(ih̄)2

∫ t

−∞
dt ′

∫ t ′

−∞
dt ′′Ĥ ′

B(t ′)Ĥ ′
B(t ′′). (C2)

The initial time has been taken to be −∞ and a factor of
exp[ηt] will be included in Ĥ ′

B with the limit η → 0 taken at
the end of the calculation as usual [1] to ensure a slow turn-on
of the interaction.

Operators in the interaction picture will be labeled with
a subscript I, while those in the Schrödinger picture will be
labeled with a subscript S. It will be convenient to consider a
specific value of the coefficients j and n, and to drop those
subscripts in what follows. Particle B will be assumed to ini-
tially be in its vacuum state, so that the first-order contribution
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reduces to

Û (1) = ε

ih̄

∫ t

−∞
dt ′ eηt ′

b̂†
I (t ′)[ĉI (t ′) + ĉ†

I (t ′)]. (C3)

The second-order contribution can then be written as

Û (2) = ε2

(ih̄)2

∫ t

−∞
dt ′ eηt ′

b̂I (t ′)[ĉI (t ′) + ĉ†
I (t ′)]

×
∫ t ′

−∞
dt ′′ eηt ′′

b̂†
I (t ′′)[ĉI (t ′′) + ĉ†

I (t ′′)]. (C4)

Second-order terms involving (bI
†)2 have been omitted since

they correspond to a virtual state containing two B particles,
which is negligible in the limit of large M.

The relevant operators in the interaction picture are related
to those in the Schrödinger picture by

ĉI (t ) = e−iωt ĉS, b̂I (t ) = e−i�t b̂S, (C5)

with similar expressions for the adjoint operators. Here the
angular frequency � has been defined as h̄� = Mc2. The
second line of Eq. (C5) is valid when Mc2 
 h̄ω so that the
rest mass of particle B is larger than its kinetic energy in the
oscillator level n. Inserting Eq. (C5) into Eqs. (C3) and (C4)
and performing the integrals gives

Û (1) = − ε

h̄�
b̂†

I [ĉI + ĉ†
I ]

Û (2) = − ε2

2(h̄�)(h̄ω)

[
ĉ2

I − ĉI
†2]

. (C6)

Terms involving ĉ†
I ĉI have been dropped, since they corre-

spond to phase shifts due to a small shift in the perturbed
energy, which is of no interest here.

The same expectation values (observables) would be ob-
tained if we use the initial value |ψ (0)〉 of the state vector and
introduce new operators given by

ĉ′ = Û †ĉIÛ , ĉ′† = Û ĉ†
I Û †. (C7)

Using the identity ÂB̂ = B̂Â + [Â, B̂] for any two operators Â
and B̂, along with the fact that Û is unitary, allows Eq (C7) to
be rewritten as

ĉ′ = ĉI + [Û †, ĉI ]Û . (C8)

Evaluating the commutator using Eq. (C6) gives

ĉ′ = ĉI + ε2

(h̄ω)(h̄�)
ĉ†

I (C9)

to second order. The first-order correction and additional
terms in the second-order correction can be shown to be
negligible for h̄� 
 h̄ω.

Equation (C9) shows that the theory predicts a coupling
between ĉ and ĉ†. For γ � 1, cos γ ≈ 1, sin γ ≈ γ , and
β ≈ 1. In that case, Eq. (C9) is equivalent to the Bogoliubov
transformation of Eq. (19) with γ given by

γ = ε2

(h̄ω)(h̄�)
. (C10)

This result shows that the Bogoliubov transformation that
mixes the oscillaton creation and annihilation operators can be

viewed as the result of an interaction of the oscillatons with a
massive boson B.

The form of the interaction Hamiltonian in Eq. (20) sug-
gests that the oscillaton and B particles must have similar
properties, and that they may be members of a family of
particles with three different generations, as are leptons and
quarks. In that case, there would be a third boson B’ with
mass M ′ in the same family. Equation (20) could then be
generalized to

Ĥ ′
B = ε1

∑
jn

(b̂ jn + b̂†
jn)(ĉ jn + ĉ†

jn)

+ ε2

∑
jn

(b̂′
jn + b̂′

jn
†)(ĉ jn + ĉ†

jn)

+ ε3

∑
jn

(b̂ jn + b̂†
jn)(b̂′

jn + b̂′
jn

†). (C11)

The effects of the coupling to B’ would be negligible in the
limit of M ′ 
 M, and Eq. (C11) would reduce to Eqs. (19)
and (20). Equation (C11) is somewhat analogous to the sym-
metry breaking that mixes the three types of neutrinos and
is responsible for neutrino oscillations [50]. The main differ-
ences are that the oscillaton family would have to be bosons
and their number would not be conserved.

This example of a generalized theory does not maintain the
usual commutation relations between the vector potential and
the electric field for γ �= 0, and the theory may be nonlocal
as a result. A modified form of the theory that avoids these
difficulties will be described in a subsequent paper.

This model is obviously speculative in the absence of any
evidence for the existence of oscillations (γ �= 0). But, it
does provide some motivation for the form of the Bogoliubov
transformation of Eq. (19), and the theory could be tested
using the photon scattering experiment described in the next
appendix.

APPENDIX D: PHOTON SCATTERING

As briefly discussed in the text, the interaction Hamiltonian
of Eqs. (18) and (19) allows a photon scattering process in
which an incident photon with frequency ω is absorbed by a
two-level atom into a virtual state, followed by the emission of
a scattered photon at a frequency ω′ along with the creation of
a pair of oscillatons. In this Appendix, the rate of subharmonic
scattering of that kind is calculated using perturbation theory
and compared with that for the usual elastic scattering of a
photon. The effects of a nonzero oscillaton mass will also be
considered.

In second-order perturbation theory, the rate � of transi-
tions from an initial state |0〉 to a final state | f 〉 is given by [1]

� = 2π

h̄

∣∣∣∣∑
l

〈 f |Ĥ ′|l〉〈l|Ĥ ′|0〉
E0 − El + iηh̄

∣∣∣∣
2

δ(E f − E0), (D1)

where the sum is over all intermediate states |l〉. E0 is the
energy of the initial state while El and E f are the energies
of the intermediate and final states.
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FIG. 8. Initial (a) and final (b) states of interest in the photon
scattering experiment of Fig. 7. Each of the drawings represents the
harmonic oscillators that corresponds to modes of the electromag-
netic field with angular frequency ω or ω′. The black dots show the
energy levels occupied by the oscillatons in each mode.

The initial and final states of interest are illustrated in
Fig. 8. The initial state |0〉 in Fig. 8(a) contains a single photon
of frequency ω and wave vector k, along with an atom in
its ground state. It also contains a single oscillaton in both
of the modes corresponding to ω and ω′, which is assumed
to be the case for all of the modes in the initial state of the
third-quantized theory. The oscillaton in the ω mode is in its
first excited state, while the ω′ mode is in its ground state,
which corresponds to no photons in that mode.

The final state contains a scattered photon at frequency ω′
and wave vector k′, along with an additional pair of oscil-
latons in that mode and the atom back in its ground state.
This is illustrated in Fig. 8(b). Since there was one oscillaton
initially in the ω′ mode, there will now be a total of three, two
in their ground state and one in its first excited state, which
corresponds to the scattered photon. The oscillaton in mode ω

will now be in its ground state, corresponding to no photons
in that mode.

The incident photon will be assumed to have a linear po-
larization ε that is perpendicular to the plane containing the
initial and final directions of photon propagation. It will also
be assumed that the detuning � = (h̄ω − EA) is much less
than h̄ω, where EA is the energy of the first excited state of
the atom relative to the ground state.

There are a number of possible intermediate states, but by
far the largest contribution for � � h̄ω comes from a near-
resonance interaction in which the intermediate state contains
only the excited atomic state with all of the oscillatons in
their lowest energy level (no photons). In that case, the energy
difference that appears in the denominator of Eq. (D1) is given
by E0 − El = �, and the corresponding matrix element is

given in the dipole approximation [1] by

〈l|Ĥ ′|0〉 = iωq

(
2π h̄

ωL3

)1/2

d · ε, (D2)

where d = 〈l|x|0〉 is the dipole moment of the atomic transi-
tion. Equation (D2) is based on the cos γ ≈ 1 terms in Eq. (19)
and it corresponds to the usual matrix element in quantum
optics.

From Eqs. (7), (8), (18), and (19), the matrix element
corresponding to the final transition is given by

〈 f |Ĥ ′|l〉 = −i2
√

2ωqγ

(
2π h̄

ω′L3

)1/2

d · ε′ (D3)

for γ � 1. The factor of ω comes from the matrix element of
the current operator in the dipole approximation, which is a
property of the atomic transition, while the factor of ω′ comes
from the definition of the vector potential operator. There can
also be transitions to more complicated final states that are
beyond the intended scope of this paper.

We will consider only those photons that are scattered into
a small solid angle d�S at a right angle to the incident beam,
as illustrated in Fig. 7. With this geometry d · ε = d · ε′ = d,

where d is the magnitude of the dipole moment. Inserting the
matrix elements into Eq. (D1) and converting the sum over k′
into an integral over ω′ in the usual way [1] gives

� = 16πα2γ 2

(
h̄ω

�

)2( d4

L3λ

)
ω′ d�S. (D4)

Here α = q2/h̄c is the fine-structure constant and λ is the
wavelength of the incident photon. Equation (D4) could be
converted to a cross section, but that is not necessary for
comparing the two scattering rates.

Including the zero-point energies of the oscillatons, the
energies of the initial and final states are given by

E0 = 3
2 h̄ω + 1

2 h̄ω′

E f = 1
2 h̄ω + 5

2 h̄ω′. (D5)

Setting E f = E0 and solving for ω′ gives

ω′ = 1
2ω, (D6)

as discussed in the text.
The conventional elastic scattering rate can be calculated

in the same way using second-order perturbation theory. The
only significant differences in the calculation are that ω′ = ω

and the factor of 2
√

2γ does not appear in the matrix element
for the final transition. Taking the ratio of these two scattering
rates gives R = 4γ 2 in agreement with Eq. (21) in the text.

Up to this point, it has been tacitly assumed that the oscil-
laton mass m is either zero or negligibly small, since a photon
has zero mass. If we include the possibility that m �= 0, then
energy conservation gives ω′ = ω/2−mc2/h̄. As a result, the
photon scattering experiment of Fig. 7 could determine the
mass of the oscillaton as well as the value of the mixing angle
γ , provided that any scattering of that kind is observed.
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