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Optical and magnetic control of orbital flat bands in a polariton Lieb lattice
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We study the magneto-optical response of exciton polaritons in p-orbital flat bands in a two-dimensional Lieb
lattice of semiconductor microcavity pillars. At low excitation density, we detail the influence of an external
magnetic field on the exciton component, which enables magnetic tuning of the flat-band states. In the high-
density regime, one can induce a spin population imbalance by circularly polarized pumping leading to an
effective nonlinear Zeeman splitting. We show how the interplay between the symmetry of the orbital wave
function, photonic spin-orbit coupling, and real and effective Zeeman splittings gives rise to real-space flat-band
patterns with tilted orbital wave functions in the regime of dynamical polariton condensation. These results
demonstrate the ability to optically and magnetically manipulate the spatial, spectral, and polarization properties
of polariton condensates in the flat energy bands of a Lieb lattice.
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I. INTRODUCTION

It has been over three decades since the idea of flat en-
ergy bands in lattices with certain geometries first sparked
theoretical interest [1,2]. Due to the vanishing group velocity
in a spectrally flat (dispersionless) band, particle transport is
suppressed, leading to increased sensitivity to perturbations
and rich phase diagrams of strongly correlated ferromagnetic
and topological states [3–5]. It has also long been conjectured
that flat bands play a key role in high-temperature supercon-
ductivity, the mechanism of which is still not fully understood
[6–8]. Currently, there is a strong resurgence of interest in
these areas of physics due to recent experimental progress
in the development of novel quantum materials featuring flat
bands. These include twisted multilayers of graphene [9–13]
and dichalcogenides [14,15] exhibiting correlated insulating,
superconducting, and ferromagnetic states.

Alongside these advances, the past decade has also seen
the emergence of artificial lattices featuring flat bands as a
means of studying the associated physics in precisely con-
trolled analog environments [16,17]. In particular, the Lieb
lattice [2] has garnered considerable attention and has been
implemented in diverse systems including cold atoms [18,19],
waveguide arrays [20–22], and engineered atomic lattices
[23,24]. While each platform has its own merits, one can
combine the appealing aspects of photonic lattices (direct
access to the dispersion, wave functions, and coherence prop-
erties) with a pronounced nonlinearity and sensitivity to
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magnetic fields by using semiconductor microcavities host-
ing exciton polaritons. Exploiting such features along with
the driven-dissipative nature of the system, recent studies
of flat bands in one-dimensional and two-dimensional (2D)
Lieb lattice geometries have elucidated interesting effects in-
cluding disorder-induced localization [25], nonlinear domain
formation [26], and also pseudospin (polarization) patterns
[27]. Interestingly, the latter work also studied p-type flat
bands (previously demonstrated in honeycomb lattices [28])
revealing a distinctive real-space pattern which has since been
studied in other platforms [29,30]. This additional degree of
freedom highlights the potential of higher-energy flat bands
to address questions relating to orbital physics in frustrated
media [31].

Further rich insight into the nature of flat bands may
be provided by exploring the response to applied magnetic
fields, in the spirit of earlier theoretical studies [32] and
recent experimental work on kagome magnets [33]. In the
case of conventional planar semiconductor microcavities, rich
magneto-optical effects have been uncovered over the past
two decades including a nontrivial interplay between the Zee-
man effect and spin-dependent interactions [34–38] and also
a purely optically induced Zeeman effect created by spin-
imbalanced pumping [39,40]. In samples which are patterned
to introduce a lattice potential, a magnetic or optical Zee-
man splitting (ZS) can be used to open topological gaps in
graphene and kagome lattices [41,42]. However, in the case
of Lieb lattices, magneto-optical effects have not been con-
sidered in relation to the polariton flat-band energy spectrum
and the spatial and pseudospin properties of the characteristic
localized states.
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FIG. 1. (a) Geometric structure of the Lieb lattice with three sites
(A, B, and C) per unit cell (dotted square). (b) Scanning electron
microscope image of the Lieb lattice of overlapping micropillars.
The inset shows a single micropillar. (c) Angle-resolved photolumi-
nescence spectrum at kx = 0.

In this work we study the influence of real and effective
(optically induced) magnetic fields on polaritons in the p
flat band (PFB) of a 2D Lieb lattice and demonstrate the
ability to affect the spatial, spectral, and polarization prop-
erties of the associated emission. In the linear regime, an
applied magnetic field induces a diamagnetic shift, ZS, and
increase of oscillator strength for the quantum well (QW)
exciton, offering a means to tune the polaritonic PFB states.
Under higher power excitation we show that the ZS can be
controlled via the combined effect of the applied field and
the spin population imbalance created under circularly polar-
ized pumping. We also find that circularly polarized pumping
modifies the real-space distribution of the cross-polarized spin
component of the macroscopically occupied PFB, leading to
a broken-symmetry state with tilted orbital wave functions.
Our experimental observations are supported by numerical
modeling and a phenomenological interpretation.

II. SAMPLE AND EXPERIMENTAL DETAILS

Our sample, which is the same as that of Ref. [27], is a
GaAs microcavity featuring three In0.04Ga0.96As QWs and
23 (27) GaAs/Al0.85Ga0.15As top (bottom) distributed Bragg
reflector pairs. We etched the top mirror using electron beam
lithography and plasma dry etching to define arrays of over-
lapping micropillars (3 μm diameter and 2.9 μm separation)
in a 2D Lieb lattice geometry [see Fig. 1(b)]. The partial
etching is sufficient to create a strong confinement potential
for photons (and hence polaritons) leading to a gapped band
structure. In Fig. 1(c) we see an example of an angle-resolved
photoluminescence (PL) spectrum measured at low excitation
power below the threshold for polariton condensation [27]
showing s- and p-type states (formed from coupling between
fundamental and first excited modes of the micropillars, re-
spectively) which both feature flat bands. We focus on the
p flat band (marked by white arrows) in this work due to
its larger exciton fraction, which facilitates both optical and
magnetic control.

In order to study magneto-optical effects the sample is
mounted in a superconducting magnet cryostat and fields
up to B = ±5 T are applied in the Faraday configuration.
The sample is addressed in the reflection geometry. Polariza-
tion optics are used in the collection path (quarter waveplate
and linear polarizer) in order to spectrally resolve the ZS
of polariton states and also in the excitation path (quarter
waveplate) to control the polarization state of the excitation

FIG. 2. (a) Magnetic-field dependence of the p flat-band spec-
trum, from which the (b) diamagnetic shift and (c) Zeeman splitting
are extracted. A baseline has been subtracted from the spectra shown
in (a). The laser excitation beam is linearly polarized and the exci-
tation power is approximately 500 μW well below the condensation
threshold.

laser. To perform measurements of PL power dependences
we use continuous-wave excitation with the laser tuned to
approximately 2 meV above the exciton energy (at 0 T) such
that it is always resonant with upper polariton or excitonic
states. In contrast to excitation high above the band gap, such
conditions create a cool exciton distribution, preventing cre-
ation of excess hot carriers which lead to a collapse of strong
coupling before high polariton densities can be reached [43].
We use a spot size of approximately 15 μm and excitation
angles of approximately 10◦–15◦ (in the direction orthogonal
to the spectrometer slit) to avoid a large reflected laser signal
in angle-resolved spectra.

III. EXPERIMENTAL RESULTS

First we will consider low-power (far below threshold of
condensation into the flat band) excitation. In this low-density
regime, the energy E±

PFB of the polariton PFB (where ± de-
notes the spin state) can be modified via the QW exciton
component by applying a magnetic field. Under a finite field,
the average exciton energy EX = (E+

X + E−
X )/2 is blueshifted

by δEdia
X = κX B2, where κX is the effective diamagnetic factor

of the exciton. Also, there is a ZS between the two exciton spin
components given by �E±,Z

X = ± 1
2 gX μBB, where gX is the

effective g factor of the exciton and μB is the Bohr magneton.
Finally, there is an enhancement of the Rabi splitting � due to
the increase of exciton oscillator strength f , given by �(B) =
�(0)

√
f (B)/ f (0) [44]. To estimate the energy change of the

polariton mode E±
PFB, one can account for the diamagnetic

shift and Zeeman splitting of the exciton energy, weighted by
the exciton fraction |X |2(B) = (1 + �/

√
�2 + �2)/2, where

� is the cavity-exciton detuning.
In our sample, � ≈ 4.7 meV and the PFB has |X |2 ∼ 18%.

In order to demonstrate magnetic tuning of the PFB we per-
form a magnetic-field dependence going from −5 to +5 T
(Fig. 2). We observe blueshifts of approximately 0.3 meV at
±5 T and a ZS of approximately 50 μeV. These are both
larger than expected if only taking into account δEdia

X and
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FIG. 3. (a) Intensity, (b) full width at half maximum, and (c) en-
ergy of the p flat band measured under σ+ excitation. The right
axis in (c) shows the degree of circular polarization of the emission.
(d)–(f) Same as (c)–(e) but for σ− excitation. For these measurements
B = 0 T. Solid and dashed lines are a guide to the eye.

�E±,Z
X . However, from planar region measurements, we es-

timate that the value of � increases by approximately 1 meV
at ±5 T compared to 0 T, which serves to counteract the di-
minishing |X |2(B) caused by the decrease of � at finite fields.
Although the true analytical dependence of E±

PFB on B [which
would take into account the dependence of �(B) and |X |2(B)
as well] is not known, as a coarse approximation the effec-
tive diamagnetic factor κPFB ∼ 13 μeV/T2 and the g factor
gPFB ∼ 0.2, as shown by green dashed lines in Fig. 2 (cf. κX ∼
85 μeV/T2 and gX ∼ 1.25 for the bare exciton). Now we
consider increasing the excitation power, first in the absence
of an applied field. Altering the total population n = n+ + n−
of polaritons and excitons (excitonlike polaritons with high
momenta or so-called exciton reservoir) in the system allows
E±

PFB to be modified, again via the exciton component. In bare
QWs, as the number of excitons increases there is a com-
plex self-energy term accounting for the blueshift (real part)
and broadening (imaginary part) induced by mutual Coulomb
interactions [45]. The interactions are spin dependent, as re-
vealed under σ± (circularly polarized) excitation where an
energy splitting appears between excitons copolarized and
cross polarized with the pump. In strongly coupled microcav-
ities the polariton blueshift is given by �E± = α1n± + α2n∓,
where α1 and α2 are detuning-dependent interaction constants
for polaritons with the same and opposite spins, respectively
[46], with α1 � α2. Interaction-induced circular polarization
splittings constitute an effective ZS which can be controlled
optically using the excitation polarization. To demonstrate
the influence of this behavior on E±

PFB we perform power
dependences under σ± excitation and measure the co- and
cross-polarized emission intensity of the PFB, which is sum-
marized in Fig. 3.

The circularly polarized pump creates the population of
high-density exciton reservoir and high-energy polaritons,
which is predominantly copolarized with the pump. However,
at the lowest powers, the slow population of lower polari-
ton states dominated by acoustic phonon scattering leads to
almost total spin relaxation such that the degree of circular

polarization (DCP) of the emission and the ZS remain zero.
The polariton spin relaxation may occur via TE-TM split-
ting and other splittings of the microcavity photonic mode
[40]. High-energy excitons (excitonlike polaritons) are likely
to lose their spin via the combination of exchange electron-
hole interactions and spin-orbit coupling acting on electrons
and holes. As the power is increased, the scattering between
polaritons and excitons leads to enhanced relaxation to the
lower polariton states [47–49]. Since there is an initial im-
balance between populations of circularly polarized excitons
and polaritons n+ and n− induced by the circularly polar-
ized pump, the copolarized polariton population relaxes faster
to the lower-energy states [50]. This leads to the intensity
of the copolarized emission from the flat-band states over-
taking the cross-polarized component and giving rise to a
nonzero DCP and ZS. In this case the polariton blueshift
arises from (i) the interactions between polaritons within the
flat band itself and (ii) the interactions between the flat-band
polaritons and higher-energy excitons and polaritons. The ZS
is therefore proportional to the total population imbalance in
this regime. We note that at intermediate powers (less than
10 mW) this imbalance already leads to observable ZS of
approximately 50–100 μeV for E±

PFB, whereas the dependence
of emission intensity I± in this regime is identical for the
two spin components (DCP is nearly zero), indicating still
a complete polariton depolarization during relaxation. At a
power of around 13 mW, the threshold for stimulated scatter-
ing into the PFB and subsequent condensation is reached [27]
for the copolarized component, as evidenced by a superlinear
increase in its emission intensity and pronounced linewidth
narrowing by a factor of approximately 2 [Figs. 3(a) and 3(b)].
There is also a sharp increase in the DCP to values of approxi-
mately 60% and the ZS reaches peak values of approximately
0.2 meV, which is several times larger than that measured
in the linear regime under a real field of ±5 T. A further
increase of the power switches on the interactions between
excitons and polaritons with the polarization opposite to that
of the pump leading to a threshold for the cross-polarized
component which reduces the ZS. We note that at high powers
macroscopic occupation of gap states (formed from the top of
the s-type antibonding band) and the s flat band also occurs as
was previously observed [27], although in this work we focus
solely on the PFB.

We also performed power dependences at B = ±5 T in
order to study the interplay between the real and optically
induced ZS. The dependences of the ZS on the excitation
power for σ+ and σ− circularly polarized excitation and for
different values of magnetic field are shown in Fig. 4. We
note that the excitation conditions are not exactly the same
owing to the exciton diamagnetic shift, meaning the pump
state population and relaxation dynamics are affected. Nev-
ertheless, we observe in addition to the real ZS an optically
induced contribution of more or less the same size, which is
maximized at the threshold powers of approximately 15–20
mW. Since the latter exceeds the former, it can be used to
counteract or enhance the splitting. In the case of linearly
polarized excitation, the real ZS survives above threshold,
confirming strong coupling. In all cases, as seen from Fig. 4,
above-threshold ZS gradually reduces with power, since it is
possibly screened by the interactions, phase synchronization
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FIG. 4. Power dependence of the p flat-band Zeeman splitting for
different magnetic-field strengths under (a) σ+ and (b) σ− excitation.
The arrows show the onset of stimulated scattering. The dashed lines
are a guide to the eye.

between cross-polarized condensates, and thermalization at
increasing powers, as has previously been reported in other
works [35,36]. The role of exciton reservoir on the ZS in
the high-power regime is not fully understood. Viña et al.
[51] showed that the depolarization rate of excitons in GaAs
quantum wells decreases at high exciton density, thus increas-
ing the polarization degree of the reservoir. If this were the
case, we would expect that the interactions with the reser-
voir should increase rather than decrease ZS with excitation
power. However, this effect may depend on particular sam-
ple characteristics (doping levels, QW thickness, and barrier
composition).

These findings show the possibility of spectral tuning
of the PFB using the external parameters of magnetic-field
strength and excitation power or polarization. Now we discuss
the pseudospin properties of the emission, which are also
affected. The normal-to-plane component of pseudospin is
given by the normalized Stokes component of PFB emission
S3 = (I+ − I−)/(I+ − I−). In the case of linearly polarized
excitation and zero magnetic field, S3 = 0 and the PFB real-
space distribution shows pronounced horizontal and vertical
polarization on A and C sublattices, respectively, due to linear
(TE-TM) polarization splitting. This is the typical pseudospin
pattern of the eigenstates of the Lieb lattice PFB in the
presence of spin-orbit coupling [27]. When σ± excitation is
used, the pseudospin acquires an out-of-plane component as
evidenced by the large DCP [see Figs. 3(c) and 3(f)] which
is given by ρ = S3, and the emission becomes elliptically
polarized as a result. We show an example of the above-
threshold emission under σ+ excitation in Fig. 5, where we
see the characteristic linear polarization pattern (revealed by
the Stokes parameter S1 = IH −IV

IH −IV
, where IH,V is the emission

intensity detected in horizontal and vertical polarizations) and
optically acquired circular polarization component (revealed
by the Stokes parameter S3). Opposite behavior is observed
under σ− excitation. Interestingly, under an applied field, the
ZS induces a nonzero DCP at the lowest powers, which can
be made to change sign above threshold under cross-polarized
excitation.

We note that the pattern seen in the total emission intensity,
given by the Stokes parameter S0 [Fig. 5(a)], remains the
same regardless of excitation polarization or applied field.
Namely, emission from the A (C) sites is dominated by the
px (py) orbitals and there is a marked absence of emission

FIG. 5. Measured realspace Stokes parameters (a) S0, (b) S1, and
(c) S3 above threshold under σ+ excitation and no applied field. An
outline of the lattice is shown for scale (the pillar diameter is 3 μm)

from B sites. This is a signature of the PFB, arising from the
specific lattice geometry and direction-dependent overlap (or
tunneling energy) of the p-type pillar modes [27].

However, in our σ±-resolved images, we observe that the
PFB pattern differs between the two spin components (see
Fig. 6). Specifically, the orientation of p-orbital lobes is tilted,
lowering the C4 rotational symmetry, in the cross-polarized
spin component, i.e., σ− (σ+) when exciting with σ+ (σ−).
As we explain in the following section, the cause of such an
effect is the asymmetric population of the PFB in k space,
which implies a broken-symmetry state. This asymmetry can
be seen in polarization-resolved measurements of the k-space
distribution of the PFB above condensation threshold. Inter-
estingly, we find that the same behavior is observed across a
broad range of excitation angles and even when the sample is
excited at normal incidence.

FIG. 6. Measured real-space emission of the PFB resolved in
circular polarization. (a) and (d) When the excitation and detection
are copolarized, the pattern has C4 rotational symmetry, whereas
(b) and (c) when the excitation and detection are cross polarized,
the pattern lacks C4 rotational symmetry. An outline of the lattice is
shown for scale (the pillar diameter is 3 μm).
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FIG. 7. Band diagram for polaritons in microcavity pillars ar-
ranged in the form of a Lieb lattice, calculated using the linear model
(1) at ky = 0 and parameters given in the text. The flat bands are high-
lighted in dashed lines in both panels. The arrow in (a) indicates the
coherent pump at energy 2 meV above the exciton level. (b) Close-up
of the p flat-band region of interest where the condensation occurs.
The four p flat-band dispersions are nondegenerate due to the pres-
ence of the finite effective Zeeman and TE-TM splittings.

IV. THEORY

To understand the main qualitative features observed in the
experiment, we start with the analysis of the structure of the
eigenstates, corresponding to the p flat bands of polaritonic
Lieb lattice. We use the Hamiltonian

H =

⎛
⎜⎜⎝

δdet − ∇2

2m∗ + U β(∂x − i∂y)2 �R
2 0

β(∂x + i∂y)2 δdet − ∇2

2m∗ + U 0 �R
2

�R
2 0 � 0
0 �R

2 0 −�

⎞
⎟⎟⎠ (1)

written in the basis {ψ+, ψ−, χ+, χ−}, where ψ± and χ± are
photon and exciton degrees of freedom, respectively. Here
δdet = −8 meV is the exciton-photon detuning, m∗ = 5 ×
10−5me is the effective mass, β = 0.1 meV μm2 is the param-
eter responsible for the TE-TM splitting, and �R = 4.7 meV
is the Rabi frequency. The phenomenological parameter � =
−0.25 meV is introduced to capture the Zeeman shift of the
exciton components (note that the corresponding values for
the Zeeman splitting of the polariton components are reduced
by the Hopfield coefficient). The photon potential is modeled
by taking in the form of the Lieb lattice formed by round
pillars of 1.5 μm in diameter. The U (x, y) is zero inside a
pillar and takes the value 8 meV outside. This model was used
to reproduce the flat bands observed previously in Ref. [27].

The arising band structure is shown in Fig. 7. At energies
above −4 meV (with respect to the exciton level) a quasicon-
tinuum of polariton modes is formed and the arrow illustrates
schematically the coherent pump at 2 meV above the exciton
level into the continuum upper polariton modes as in the
experiment. Figure 7(b) shows the zoom of the p flat-band
region with the flat bands of interest where the condensation
occurs shown in yellow. The presence of the TE-TM splitting
and the interaction-induced Zeeman splitting [controlled by
� in the model (1)] lifts the degeneracy of p flat band into
four separated branches. The two lowest-energy flat bands
are predominantly σ−-circularly polarized and the other two
flat bands are σ+-circularly polarized. In the experiment, we
only observe Zeeman splitting between the cross-polarized
emission from the p flat bands. The splitting in the same
circular polarization is not observed due to finite linewidth
of polariton emission (approximately equal to 100 μeV). The
structure of the spin-resolved components of the eigenstates
is shown in Fig. 8. At kx = ky = 0 the eigenstates are sym-
metric with respect to fourfold rotation [Figs. 8(a) and 8(b)],
whereas away from the Brillouin zone center, the presence of a
nonzero kx = ky = 0.2π/a breaks the C4 rotational symmetry
and leads to appearance of a tilted pattern [Figs. 8(c) and 8(d)].
Notice that tilting appears in the weaker component, whereas
the tilting of the stronger component remains marginal, as
is the case in experiment. The tilting pattern depends on the
effective Zeeman splitting which is demonstrated in Figs. 8(e)
and 8(f), calculated at larger values of the Zeeman splitting.
Figures 8(g) and 8(h) illustrate how the symmetry of the pat-
tern is changed if ky changes the sign. In the experiment, we
record the real-space images by collecting the emission from
all k vectors of the p flat band. Thus, the tilting of the p-orbital
lobes will appear in real space if the momentum space distri-
bution of polariton condensate emission is asymmetric with
respect to x or y axis cutting through k = 0, which could form
in the nonequilibrium condensates by the relaxation processes
[52,53].

Relaxation from the pump to the p flat bands in the con-
densation regime mainly occurs via polariton-polariton and
polariton-excitons scattering since scattering with phonons is
not efficient [47]. Thus, to model the condensation into the p
flat bands and reproduce the experimentally observed tilting
in Fig. 6, we have carried out a numerical simulation of the
dynamics of the coupled exciton-photon system in the regime
of coherent optical driving where relaxation takes place via
coherent scattering [48]. We use the system of coupled non-
linear equations

i
∂ψ+
∂t

= δdetψ+ − ∇2

2m∗ ψ+ + U (x, y)ψ+ − i

2
γ (x, y)ψ+ + β(∂x − i∂y)2ψ− + �R

2
χ+ + P(x, y)A+eiKr−iωt ,

i
∂ψ−
∂t

= δdetψ− − ∇2

2m∗ ψ− + U (x, y)ψ− − i

2
γ (x, y)ψ− + β(∂x + i∂y)2ψ+ + �R

2
χ− + P(x, y)A−eiKr−iωt ,

i
∂χ+
∂t

= �R

2
ψ+ +

(
− i

2
�X + |χ+|2 + α|χ−|2

)
χ+, i

∂χ−
∂t

= �R

2
ψ− +

(
− i

2
�X + |χ−|2 + α|χ+|2

)
χ−, (2)

where α = −0.05 is the interaction parameter for opposite
polarizations, the exciton damping parameter �X = 1 meV,

and the photon damping γ (x, y) takes values of 0.1 meV
in the pillar center and 0.5 meV outside the pillar. We
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FIG. 8. Real-space profile of the polariton density (its photon component is shown) in a single unit cell of the Lieb lattice (in the experiment
the size of the unit cell is 5.8 μm) for the second lowest p flat-band eigenmode responsible for the observed tilting effect, corresponding to
(a) and (b) kx = ky = 0 and � = −0.25 meV and (c) and (d) kx = ky = 0.2π/a and the same value of �. Notice that tilting appears in the
weaker component, whereas the tilting of the stronger component remains marginal. The tilting pattern depends on the effective Zeeman
splitting which is demonstrated in (e)–(h), calculated at twice larger Zeeman splitting, � = −0.5 meV, and (e) and (f) kx = ky = 0.2π/a and
(g) and (h) kx = −ky = 0.2π/a. Note the changes in the pattern symmetry [in (d) and (h)] as ky changes the sign.

simulate a coherent excitation at the pump frequency ω =
2 meV covering few lattice cells. We model the asymmetric
occupation of the flat band observed in the experiments by
taking an oblique incidence of the pump beam. The results
of our simulation for driving by the primary σ+ polarization
(with a 30% mix of the weaker component to mimic a slight
ellipticity which is likely present in the experiments) with
nonzero K are shown in Fig. 9. When the sufficient pump

FIG. 9. Patterns observed in the results of our numerical model-
ing of p flat-band excitation by a resonant pumping with a primary
(a) and (b) σ+ and (c) and (d) σ− polarization. A 30% mixture of
the weaker component is also present in the pump model to account
for some degree of ellipticity of the pump [σ− in (a) and (b) and σ+

in (c) and (d)]. The patterns observed in the dominating components
are shown in (a) and (d). Each panel shows the real-space area 4 × 4
unit cells of the Lieb lattice.

intensity is reached, the p flat band gets populated by the
nonlinear coherent scattering. In qualitative agreement with
our experimental observations in Fig. 6 and considerations
based on the linear model above, the dominant (copolarized
with the pump) component is minimally perturbed, remaining
largely unaffected by the asymmetric k-space distribution,
whereas the weaker component appears to be strongly tilted.

A change in the orientation of the pump Ky → −Ky results
in a rotation of the tilted pattern by 90◦. This confirms that in
our numerical model the pump k vector is explicitly responsi-
ble for the observed tilting, since it induces an asymmetric
occupation of the Brillouin zone of the p flat-band states.
However, in the experiment, no change of tilting orientation
was observed with the change of the excitation k vector. This
implies there are other factors which lead to an asymmetric
population in k space and thus to the observed tilting of p flat-
band patterns, such as spatial asymmetry of the excitation spot
and the presence of slight birefringence in individual pillars.
The asymmetry may also arise from complex spatiotemporal
dynamics governed by the pump, decay, spinor interactions,
and spin-orbit coupling [54,55] which are difficult to model
and beyond the scope of our work. Further investigations are
needed to obtain a better understanding of this mechanism
in our driven-dissipative system. We note that the scenario
of a spontaneous symmetry breaking should be excluded, as
experimentally observed tilting patterns are consistently reap-
pearing under the same conditions in multiple realizations of
the experiment.

Note that there is an alternative view of the flat-band states
in the Lieb lattice system. While our linear model (1) which
we used to demonstrate the tilting effect assumes an infinite
extension of the condensate, compact localized states which
form in a single unit cell or extend just over a few lattice sites
[1] may arise in the Lieb lattice owing to the high degeneracy
of the flat-band energy level, as shown in Ref. [56]. While the
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experimentally observed states extend over four lattice sites
on average, this can be regarded as an intermediate regime be-
tween the fully excited Lieb lattice and the compact localized
excitation in Ref. [56]. Thus, the compact localized excitation
view may in principle give new insight into the origin of the
titling, the discussion of which we leave outside the scope of
the present work.

V. CONCLUSION

To conclude, we have performed detailed magneto-optical
studies of the p-type flat band of a two-dimensional Lieb
lattice for polaritons in linear and nonlinear regimes. We
have demonstrated that the spatial, spectral, and pseudospin
properties of the emission can be modified depending on

the combination of magnetic-field strength, optical pumping
power, and excitation polarization. Such magnetic and optical
manipulation of the polariton wave function is of significant
contemporary interest in light of topological photonics at op-
tical frequencies, particularly in the absence of applied fields.
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