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Quantum estimation of a time-dependent perturbation
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We analyze the estimation of a time-dependent perturbation acting on a continuously monitored quantum
system. We describe the temporal fluctuations of the perturbation by a hidden Markov model, and we combine
quantum measurement theory and classical filter theory into a time-evolving hybrid quantum and classical
trajectory. The forward-backward analysis that permits smoothed estimates of classical hidden Markov models
has a counterpart in the theory of retrodiction and past quantum states. As a specific example, we apply our
hybrid trajectory and past-quantum-state theory to the sensing of a fluctuating magnetic field by microwave
interrogation of a single quantum spin.
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I. INTRODUCTION

Quantum systems, such as atoms, are ideal timekeepers and
are sensitive over broad bandwidths to perturbations such as
magnetic and electric fields. Unique quantum features, e.g.,
coherent superposition states, squeezing, entanglement, and
quantum phase transitions, are being employed to maximize
measurement sensitivity [1,2]. The use of quantum systems
for near-field and precision measurements is thus a quantum
technology with near-term prospects to benefit society. Quan-
tum measurement outcomes are governed by Born’s rule and
hence by a fundamental randomness that plays important roles
for the precision and sensitivity of any quantum metrolog-
ical protocol. In the case of continuous measurements over
time, the random outcomes are accompanied by measurement
back-action which quenches the quantum system and imposes
nontrivial correlations in the outcome of subsequent measure-
ments. This may yield higher sensitivity to perturbations than
one would infer from their influence on the expectation values
of system observables [3–6].

In this article we employ quantum trajectory theory [7,8],
i.e., stochastic master equations that describe the evolution
of a system density matrix conditioned on both unitary and
dissipative evolution and on the random outcomes of measure-
ments on the system. We incorporate an unknown classical
perturbation by a hidden Markov model (HMM) [9–11] with
hidden (classical) states n. The system jumps between states
with rates rn→n′ , and the state dynamics dictate the dynamics
of the strength of the perturbation on the quantum system,
e.g., through the value of terms �(t ) = �n(t ), in the system
Hamiltonian. Measurements on the system probe its evolution

and may thereby reveal the properties of the perturbations
acting on the system.

The so-called forward-backward algorithm makes use of
a full measurement record to determine the time-dependent
state of a classical HMM. In [10,11], this approach was shown
to also apply to the analysis of data from incoherent quantum
systems, and in [12–14] probing of time-dependent perturba-
tions with Gaussian noise correlations by quantum systems
restricted to Gaussian states was shown to closely follow the
classical theory of Mayne-Fraser-Potter two-filter smoothers
[15]. Here, we discuss a more general class of perturbations
and quantum probes that require a full density-matrix for-
malism. The effect of measurements is incorporated by a
stochastic master equation, and the retrodictive power offered
by later sequences of measurement records is captured by for-
ward and backward quantum filter equations in the so-called
past-quantum-state (PQS) theory [16].

The HMM may represent a variety of fluctuating parame-
ters. Here, we present the example of a fluctuating magnetic
field which causes fluctuations in the transition frequency of a
resonantly driven two-level spin system in a microwave cavity.
Such systems are subject to intense research which aims to
detect and, ultimately, control the dynamics of single-spin
impurities in architectures compatible with superconducting
quantum computer architectures [17,18]. Following [17], we
assume the cavity is probed by a coherent microwave field,
and we simulate the noisy outcome of homodyne detection of
the reflected signal to estimate the unknown time-dependent
magnetic field.

This article is organized as follows. In Sec. II, we present
our physical sensing device composed of a two-level spin
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FIG. 1. Schematic setup for detection of a time-varying magnetic
field Bz(t ). A single spin, e.g., a dopant spin 1

2 in a solid-state
material, interacts near resonantly with a microwave cavity field.
When a magnetic field shifts the energy difference between the
spin eigenstates, it changes the amplitude and phase of the reflected
field from the cavity. See [17] for an implementation geometry that
maximizes the spin-cavity coupling.

system in a cavity which is probed by a classical field [17].
We eliminate the cavity field and present the stochastic mas-
ter equation for the two-level system subject to continuous
homodyne detection of the cavity output. In Sec. III, we
introduce the joint stochastic master equation describing the
conditional classical and quantum dynamics of the HMM and
the probe quantum system, and we provide the explicit theory
for the case of a fluctuating magnetic field and a two-level
spin system. In Sec. IV, we recall the past-quantum-state for-
malism [16], and we discuss how it leads to a time-dependent
probability distribution of the HMM variable governing the
perturbation on the quantum system. We provide simulations
that quantify the precision of the estimation of the perturbing
field, and we demonstrate the advantage of using the full
measurement record to determine the perturbation at any time.
Section V concludes and presents an outlook.

II. DESCRIPTION OF THE MODEL

A. A resonantly driven spin system

Following [17], we consider the situation of a two-level
system in a cavity subject to a classical driving field at the
frequency ωd , βin = βe−iωd t (see Fig. 1). The reflected signal
is subject to homodyne detection and will thus reveal the

interaction of the two-level system with a time-dependent
magnetic field that shifts its resonance frequency with respect
to that of the cavity and the classical drive field. The cavity
is damped faster than the other dynamical timescales, and the
cavity-field degrees of freedom can therefore be adiabatically
eliminated. In a frame rotating with the driving field, the
Hamiltonian of the qubit and cavity can be written as

H =�r â†â+i
√

2κ1(βâ† − β∗â)+ �s

2
σ̂z + g(σ̂+â + σ̂−â†),

(1)

where �r is the detuning between the cavity and the driving
field, â (â†) is the annihilation (creation) operator of the pho-
tonic field in the cavity, κ1 is the amplitude decay rate of the
cavity field due to transmission to the outgoing field, and β

is the amplitude of the driving field. The atom or spin system
is characterized by the σ̂z and σ̂+ (σ̂−) Pauli-Z and raising
(lowering) operators, the detuning �s between the qubit spin
and the driving field, and the coupling strength g with the
quantized cavity field.

The system is subject to damping processes represented by
Lindblad operators

ĉ1 =
√

2κ â, (2)

ĉ2 = √
γdecσ̂−, (3)

ĉ3 =
√

γφ

2
σ̂z. (4)

Here, ĉ1 represents the decay of the photon field in the cav-
ity by either transmission (rate κ1) or losses (rate κL, κ =
κ1 + κL). ĉ2 denotes the possible decay of the qubit excitation
outside of the cavity mode, and ĉ3 denotes dephasing of the
qubit.

The outgoing field from the cavity is given by input-output
theory as

ĉout =
√

2κ1â − β. (5)

The homodyne detection of the outgoing field causes mea-
surement back-action and is represented by a stochastic term
in the master equation involving the operator ĉout.

1. Adiabatic elimination of the bad cavity

The cavity facilitates efficient probing of the spin system,
but in the bad-cavity limit g � κ , the cavity degrees of free-
dom follow the evolution of the spin closely and may thus be
adiabatically eliminated from the formalism. This consider-
ably simplifies the system of equations.

The cavity-field operator â obeys the Heisenberg equation
of motion,

∂ â

∂t
= −i�r â +

√
2κ1β − igσ̂− − κ â + F̂ , (6)

where F̂ is the input vacuum-field Langevin noise with a
vanishing expectation value. Omitting the noise and setting
∂ â
∂t = 0 permit elimination of â under the assumption of
adiabatic following of the qubit in the frame rotating with
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frequency ωs,

â =
√

2κ1β

κ + i�r
− igσ̂−

κ + i(�r − �s)
. (7)

Inserting this expression in (1) and (4), we obtain the effective
qubit Hamiltonian

H = �s

2
σ̂z + g(ασ̂+ + α∗σ̂−) − εsσ̂+σ̂−, (8)

where α =
√

2κ1β

κ+i�r
, εs = g2(�r−�s )

κ2+(�r−�s )2 , and

ĉ1 = √
γpσ̂−, (9)

with the Purcell decay rate

γp = 2g2κ

κ2 + (�r − �s)2 . (10)

Finally, the out-coupled field is conveniently represented by
the operator

ĉout =
√

2κ1

(
α − igσ̂−

κ + i(�r − �s)

)
− β. (11)

2. Homodyne-measurement master equation

A quantum system subject to homodyne detection evolves
according to the stochastic master equation [19,20], ρ̃(t +
dt ) = ρ̃(t ) + dρ̃, where

dρ̃ = Lρ̃dt + X
ρ̃dYt . (12)

The tilde indicates that the density matrix is not normalized.
The first term yields the usual Lindblad-master-equation terms

Lρ = −i[Ĥ , ρ] +
∑

i

D[ĉi]ρ, (13)

where H and ĉi are the Hamiltonian and Lindblad damping
operators presented in the previous section, with D[Â]ρ =
ÂρÂ† − 1

2 (Â†Âρ + ρÂ†Â). The second term in (12) represents
the back-action due to the homodyne measurement of the
output field, with

X
ρ = √
η
(
ĉoute

−i
ρ + ρĉ†
oute

i

)
, (14)

where 
 is the phase of the local oscillator used for homodyne
detection and η is the measurement efficiency. dYt is the mea-
sured homodyne signal in the time step dt and is composed of
a mean and a fluctuating contribution,

dYt = Tr[X
ρ(t )]dt + dWt , (15)

where dWt is a Wiener increment of zero mean and variance
dt . The mean value is governed by the trace of X
ρ(t ), eval-
uated with the (normalized) density matrix ρ(t ).

III. HYBRID CLASSICAL AND QUANTUM DESCRIPTION
OF THE UNKNOWN PERTURBATION

AND THE QUANTUM PROBE

A. Hidden Markov model of the perturbation

HMMs are powerful tools to analyze time series of data
ranging from the natural sciences to linguistics and sociology
[9]. In classical applications, the model describes a hidden
parameter that explores a discrete space of values (states) n by

randomly jumping with rates rn→n′ among them. The assump-
tion is that the hidden parameter governs the evolution of the
system of interest and that observation of some of its degrees
of freedom gives rise to a detection signal with statistics that
depend on the state occupied by the hidden Markov parameter.
The change in character over time of the observed signal can
thus be ascribed to changes among the value for n, and if
the probability of a given signal outcome is known for each
state, Bayes’s rule, together with the rate equations, permits
evaluation of the probability P(n) that the system occupies
the different states conditioned on the measurement. Such
models show a rich variety of behaviors and both the signal
probabilities and the transition rates—and even the number of
states—can be treated as fitting parameters to develop efficient
models for various kinds of signals [10,11].

Note that the HMM jumps between states n that may
characterize the value of a whole set of physical quantities.
The same value of a given perturbation may occur for several
states n, and since its future evolution depends on the specific
state n and hence, to some extent, on its values in the past,
both simple diffusion processes and very rich and apparently
non-Markovian stochastic perturbations can be represented by
a sufficiently elaborate HMM.

We previously used HMMs to describe incoherent dynam-
ics in quantum physics, such as off-resonant excitation and
spontaneous decay causing transfer between hyperfine atomic
states monitored by cavity transmission signals [11] and fluc-
tuations of the photon number in a microwave cavity subject to
dispersive interactions with a sequence of probe atoms [21]. In
this article our aim is to employ the hidden Markov model to
represent an unknown time-dependent physical perturbation.

In our example, the discrete variable n represents the fluc-
tuating candidate value Bn of a magnetic field, which causes
energy shifts of spin Zeeman sublevels and hence a variation
of the detuning �s in the model described in the previous
section. For simplicity, we merely include this modification
of �s in expressions (8), (10), and (11), obtained after the
adiabatic elimination.

B. Extending the density matrix to include
the fluctuating perturbation

We can embed the unknown value of the fluctuating classi-
cal field in an effective quantum state description that makes
use of the fact that the HMM is equivalent to a quantum
system restricted to incoherent jumps between the states n.
In such a description, transitions between the (classical) states
can be represented by quantum jump Lindblad terms

Ĵnn′ = √
rnn′ |n′〉〈n|, (16)

and we combine the HMM and the two-component spin-
density matrix by the tensor product

ρ̃ =
∑

n

ρ̃n ⊗ |n〉〈n|

=

⎡
⎢⎢⎣

ρ̃1 0
ρ̃2

. . .

0 ρ̃N

⎤
⎥⎥⎦. (17)
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Each ρ̃n term is an unnormalized 2 × 2 density matrix on a
two-level system Hilbert space, correlated with the diagonal
elements |n〉〈n|, i.e., the unknown classical value Bn of the
magnetic field. We emphasize that the unknown perturbation
is now treated in complete equivalence with an additional
quantum degree of freedom of an enlarged system. The full
density matrix of the enlarged system solves the stochastic
master equation (13), where, in addition to the terms acting
on each ρ̃n component [note that ci → ci ⊗ ∑

n |n〉〈n| and the
Hamiltonian H = ∑

n Hn ⊗ |n〉〈n| depends on n through the
detuning parameter in (8)], Lindblad-like terms

∑
nn′ D[I ⊗

Ĵnn′ ]ρ distribute the atomic system density matrix elements
among the subblocks in (17) to represent the probabilistic
evolution of the hidden Markov parameter (the magnetic
field).

Normalizing ρ̃ to unit trace is equivalent to the scaling of
all ρn = ρ̃n/Tr(ρ̃ ), which yields the probability distribution
of the magnetic field as the population of the corresponding
hidden state n, P(Bn) = Tr(ρn).

The dynamics of the full system density matrix (17),
subject to the various elements of the master equation, in
particular the measurement back-action, is a direct implemen-
tation of the Belavkin filter idea [7]. The redistribution of
probability among the candidate values Bn is equivalent to a
Bayesian update since the change in the norm of each ρ̃n due
to the term in (12) proportional to the stochastic measurement
outcome dYt directly represents the probability of that out-
come conditioned on the state. The trace of the ρ̃n components
that are more compatible thus experience a relative increase
with respect to the ones that are less compatible with the
measurement outcome.

C. Specification of system for sensing of magnetic field

Subjecting the system to a magnetic field Bz(t ) changes the
qubit energy difference through the Zeeman effect,

HZ = −gqBμ

2
Bz(t )σ̂z, (18)

where gqB is the Landé factor and μ is the electron magnetic
moment.

For a range of discrete values Bn of the magnetic field, the
system Hamiltonian thus attains the values

Ĥn = �s(Bn)

2
σ̂z + g(ασ̂+ + α∗σ̂−) − εs(Bn)σ̂+σ̂−, (19)

where

�s(Bn) = �s − gqBμBn. (20)

We recall that the stochastic measurement term and the Lind-
blad damping terms also depend on the value of Bn in our
calculations.

While our treatment is general, we shall study the example
of a hidden Markov model known as the Ehrenfest dog-flea
model [22], describing the evolution of the difference in the
number of fleas randomly jumping between two dogs. This
model corresponds to a discrete version of the stochastic

Ornstein-Uhlenbeck process, a diffusion process with an ap-
proximate Gaussian steady-state distribution.

D. Numerical example

We use the C++ library ARMADILLO [23,24] for the simu-
lations. In the simulations, we use natural units of h̄ = 1, and
we assume the spin decay and dephasing rates γdec = γ
 ≡ γ ,
the single-photon coupling strength g = 2γ , and cavity-field
decay rates κ = κ1 = 10γ . The driving field and the cav-
ity are assumed to be resonant, �r = 0, with strength β =√

γ , and the candidate B-field states yield a range of spin
detunings, �n = − gqB μ

2 Bn ∈ [−2, . . . , 2]γ . Our choice of pa-
rameters leads to a Purcell decay rate with a weak dependence
on the detuning (and thus on the magnetic field) between
γp(�n = 0) = 4

5γ for the central value of the magnetic field
and γp(�n = ±2γ ) = 10

13γ at the extremum values considered
in our estimate. For the chosen parameters, the adiabatic elim-
ination of the cavity state space is valid.

The fluctuating magnetic field is modeled by the dog-flea
model of N fleas jumping at a rate p between two dogs. For
large N values, the number of fleas on one of the dogs n
can be approximated by a continuous parameter x, subjected
to the Ornstein-Uhlenbeck process with restoring and white-
noise terms, dx = −2p(x − N/2)dt + √

pNdW . In our model
study, we assume p = 0.02γ for the characteristic rate of fluc-
tuations among N + 1 = 25 different values of the magnetic
field and hence of the detuning �n.

We have simulated the time-dependent variation of n(t ),
which is used to update the Hamiltonian Hn(t ) and measure-
ment and damping terms that drive the quantum system.
A typical homodyne detection record can subsequently be
constructed by simulation of the dW white noise in the expres-
sion for dYt (15), which is inserted in the stochastic master
equation (13) for the small system. Finally, the simulated
homodyne signal can be applied in the master equation for the
extended density matrix (17), where the parameter n is treated
as an unknown, and we can extract the probability distribution
P(n, t ) = Tr[ρn(t )], inferred from the renormalized density
matrix.

In Fig. 2, the red curve shows the classically simulated re-
alization of the time-dependent detuning. The bright-colored
area indicates the width of the inferred probability distribu-
tion, and the dark blue curve shows the discrete value �n

corresponding to the maximum value of P(n, t ). The esti-
mated value of the detuning follows the exact value in an
overall sense, but it shows fluctuations that are uncorrelated
with the fluctuations in the true value. The homodyne detec-
tion is a noisy process, and it requires integration over time
to acquire a significant signal-to-noise ratio. A closer look
hence shows that variations in the estimated value generally
lag behind the variations in the true value of the external
perturbation.

With the specified parameters, the unobserved dog-flea
model yields a distribution of detunings (around zero) with a
standard deviation of 0.41γ . The difference between the sim-
ulated value and the maximum-likelihood estimator fluctuates
with a time-averaged rms value of 0.26γ . As expected, this is
close to the value of 0.27γ inferred as the square root of the
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FIG. 2. Conditional probability distribution for the time-
dependent detuning shifts experienced by a spin qubit system subject
to a fluctuating magnetic field. The red curve shows the true sim-
ulated variation, while the bright blue area and the central dark
blue curve show the distribution and most likely value of the field
inferred by probing of the spin dynamics. The rms deviation of the
maximum-likelihood estimate from the true value of the detuning is
0.26γ . The parameters are given in the text.

average variance of P(n, t ) (in detuning units), depicted by the
bright-colored area in Fig. 2.

IV. FORWARD-BACKWARD ESTIMATE BY THE
PAST-QUANTUM-STATE FORMALISM

In the previous section we showed how the hidden Markov
models and the Bayesian update mechanism can be embedded
in an extended quantum trajectory description. As future mea-
surement statistics are similarly governed by the state of the
system, the properties of the state at time t are also correlated
with the measurement outcomes after t [25,26]. The Marko-
vian description of measurements on the emitted field permits
identification of recursive equations, one propagating the state
ρ forward in time conditioned on previous signal data and the
other propagating a matrix E backwards towards the time t
conditioned on the measurement data acquired after t . The
combination of these two matrices represents a generalization
of the so-called forward-backward, or α-β, analysis of HMMs
[10,11] to the quantum case [16].

A. The past quantum state

As a brief explanation, the quantum trajectory conditional
dynamics can be written as a deterministic evolution inter-
cepted by stochastic elements which can, in turn, be written
as positive operator-valued measure (POVM) operators acting
on the state (multiplying the density matrix from the left and
right by operators M̂m and M̂†

m according to the measurement
outcomes or applying weighted sums of such terms). The
joint probability of all data in a long measurement record
is then simply given by the trace of an expression with the
corresponding POVM operators acting sequentially from the
left and right on the density matrix. Some of these operators

represent the known action of measurements until time t ,
some represent the action of a potentially unknown measure-
ment at time t , and some represent the known results obtained
after t . The former product of terms yields the (unnormalized)
density matrix ρ(t ), while the cyclic properties of the trace
permits reordering and combination of all the latter terms in a
single matrix E (t ). The resulting expression for the outcome
probability of an arbitrary measurement at time t with POVM
operators �̂m then reads

P(m) = Tr[�̂mρ(t )�̂†
mE (t )]∑

m′ Tr[�̂m′ρ(t )�̂†
m′E (t )]

, (21)

where the denominator acts as a normalization factor. We
see that the latter measurement outcomes yield an ex-
plicit deviation from the conventional expression, P(m) =
Tr[�̂mρ(t )�̂†

m]. The matrix character of the expression and
the fact that ρ, �̂m, and E may not have common eigenstates
lead to some quantitative differences with the results for the
classical HMM [10,11].

The effective stochastic master equation for ρ, subject to
homodyne detection, is given in (12) and is equivalent to
application of the POVM elements [19,20]

M̂dYt =
e

−dY 2
t

4dt

4
√

2πdt

(
1 − iĤdt − ĉ†

out ĉout

2
dt + √

ηe−i
ĉoutdYt

)
,

(22)

associated with the homodyne signal dYt . The evolution equa-
tion for E involves the adjoint operation (from the cyclic
transfer of M̂dYt within the trace expression for the signal
record probability)

Et−dt = M̂†
dYt−dt

Et M̂dYt−dt . (23)

Combining this term with the unitary and damping terms
yields the backward, adjoint “master equation” [16] E (t −
dt ) = E (t ) + dE (t ), where dE (t ) is conditioned on the ho-
modyne measurement signal dYt−dt ,

dE = i[Ĥ, E ] +
∑

i

D†[ĉi]E

+ √
η
(
ei
ĉ†

outE + Eĉoute
−i


)
dYt−dt , (24)

and D† denotes the adjoint Lindblad term dissipator,

D†[Â]E = Â†EÂ − 1
2 {Â†Â, E}. (25)

The incorporation of the classically fluctuating parameter
by the HMM is done for E (t ) like for ρ(t ); that is, we intro-
duce the extended block-diagonal operator E (t ),

E =
∑

n

E (n) ⊗ |n〉〈n|

=

⎡
⎢⎢⎣

E1 0
E2

. . .

0 EN

⎤
⎥⎥⎦, (26)

and its evolution incorporates the conjugate Lindblad terms
[see (25)] with Â = Ĵnn′ . Unlike the forward HMM for which
these transitions rates yield a steady-state distribution that
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balances the transitions among the HMM states n, the back-
ward, adjoint rate equations have a uniform distribution as
their steady state, as readily seen by inserting the identity
matrix for E in (25). In the presence of probing, however, the
E matrix is nontrivial and contributes to the estimate of the
HMM parameter.

B. PQS probabilities for the classically
fluctuating HMM parameter

Solving the equations for ρ(t ) and E (t ) with the specified
Hamiltonians, Lindblad operators, and stochastic increments,
we are in possession of block matrices (17) and (26). The
probability of the nth state of the HMM is given by (21), with
the projective operator �̂n = |n〉〈n|, which up to normaliza-
tion gives the result

PPQS(Bn, t ) = Tr[|n〉〈n|ρ(t )|n〉〈n|E (t )]

= Tr[ρ (n)(t )E (n)(t )]

= ρ (n)
gg (t )E (n)

gg (t ) + ρ (n)
ee (t )E (n)

ee (t )

+ ρ (n)
ge (t )E (n)

eg (t ) + ρ (n)
eg (t )E (n)

ge (t ). (27)

Note that unlike the simple relation P(Bn, t ) = Tr[ρn(t )] =
ρ (n)

gg (t ) + ρ (n)
ee (t ), the (unnormalized) retrodicted probability

depends on both the populations and the coherences in the
system density matrix ρn(t ) and effect matrix En(t ), and it
does not simply factor into a product of terms conditioned on
early and later detection outcomes. In general the PQS esti-
mate improves the estimate, essentially because it uses more
data (time windows both before and after t) for the estimate.
That would suggest a factor of 2 reduction of the variance of
the estimator, but due to correlations in the signal data and the
matrix character of the expression (27), the improvement is
not given by a simple factor [14].

Figure 3 shows an analysis of the same simulated mea-
surement data used to produce Fig. 2, but here, we apply
the past-quantum-state formalism and Eq. (27) to provide the
probability distribution and the maximum-likelihood estima-
tor for the detuning of the spin transition. Figure 3 shows
that the conditional probability of the time-dependent value
of the classical perturbation is tighter, and the maximum-
likelihood estimator (dark blue curve) is generally closer to
the correct value. In particular, we observe no appreciable
delay, as in Fig. 2 between the true value and the estimator, but
the estimator misses sudden peaks and depressions in the true
signal. This can be understood as an effect of smoothing and
is formally rooted in the way that the random signal dYt at any
given time contributes with a similar effect to future values of
ρ and earlier values E and hence does not change expression
(27) appreciably as time progresses between t − dt, t , and
t + dt [16].

C. Comparison of forward and PQS estimations
for different probe strengths

From the above analysis we understand how the time
needed to accumulate sufficient statistics prevents instant fol-
lowing of changes in the fluctuating magnetic field. Both the
filter analysis and the past-quantum-state analysis succeed
better if these fluctuations are slow. To quantify this better,
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FIG. 3. Past-quantum-state probability distribution for the detun-
ing of the spin transition imposed by a randomly varying magnetic
field. The red curve shows the true simulated variation, while the
bright blue area and the central dark blue curve show the inferred
distribution and most likely value. The parameters are given in the
text. The rms deviation of the maximum-likelihood value from the
actual value, averaged over time, is 0.20γ , in good agreement with
the standard deviation of the conditional probability distribution.

we have carried out simulations with different values of the
probe strength relative to the rate parameter of the fluctuating
field. The results are summarized in Fig. 4, which was made
using individual trajectories of duration T = 200 000γ −1 for
different values of β. In Fig. 4 the curves show the square root
of the time-averaged variance of the conditional distribution
of �n/γ , while the symbols show the square root of the time
average of the squared difference between the maximum-
likelihood estimate and the true, simulated value. The upper

FIG. 4. Error estimates defined as the square root of the time-
averaged variances of the forward-filter and PQS distributions (upper
and lower solid curves, respectively) and of the mean-squared errors
of the maximum-likelihood estimators with respect to the true value
of the fluctuating detuning. The results are shown as functions of the
probe-field amplitude β.
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curve and symbols pertain to the (forward) filter approach, and
the lower curve and symbols pertain to the PQS analysis.

The results show that when β/
√

γ is small, neither of
the methods yields sufficient information; the best estimate
is to assume a vanishing field, and the mean-squared error is
the corresponding variance of the dog-flea model (0.41γ )2,
as shown in Fig. 4. When we increase the probing strength
toward β ∼ √

γ , the mean-squared error decreases by a factor
of 3 or 4, and both analyses yield a significantly better esti-
mate. A further increase of the probe strength has an adverse
effect and leads to increased estimation errors. This may be
ascribed to the fact that the intracavity field becomes stronger
and (power) broadens the spin response to detuning changes.
In all our calculations, the PQS performs slightly or signifi-
cantly better than the forward-filter approach.

V. CONCLUSION

In this article we have presented a hybrid quantum-
classical formalism that permits modeling of the dynamics
of a quantum system subject to a classically fluctuating per-
turbation. The classical fluctuations can be embedded in the

quantum formalism by a tensor product of the quantum system
Hilbert space with the state space of a hidden Markov model.
This leads to a density matrix of block-diagonal form which
solves a standard Lindblad master equation. Adding obser-
vations yields a stochastic master equation which effectively
filters the probability distribution of the classical fluctuation.
Using quantum measurement theory, we showed that forward-
backward classical filters for HMMs attain a similar form in
quantum sensing based on the past-quantum-state formalism.
We demonstrated use of the formalism for a simple spin track-
ing the value of a diffusing magnetic field, but we emphasize
the general nature of the method and its ability to deal with
more complex noise models and more advanced probe sys-
tems [27].
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