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Orbital-resolved calculations of two-center interferences in linear triatomic molecules
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We perform ab initio calculations of high-harmonic spectroscopy (HHS) of two-center interference phe-
nomena in oriented carbon-dichalcogen molecules, using time-dependent density functional theory (TDDFT).
We show that by resolving the harmonic response into contributions from individual Kohn-Sham orbitals, we
can extract target-specific characteristics for both the spectral amplitude and phase. We also discuss that this
extraction is predicated on a careful analysis and normalization of the harmonic spectrum. Finally, we present
field-free scattering calculations that mimic the recollision step in high-order-harmonic generation and allow
the calculation of recombination dipole matrix elements without explicitly calculating the scattering states of a
molecule. We show that the orbital-resolved TDDFT HHS results and results based on our field-free scattering
calculations are in very good agreement with each other.
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I. INTRODUCTION

In the last two decades, high-order-harmonic spectroscopy
(HHS) has been explored widely as a tool to probe both
the structure and dynamics of molecular and solid-state sys-
tems [1–11]. Among the most successful applications of HHS
has been the characterization of the geometric structure of
linear molecules through two-center interference (TCI) stud-
ies [12–16]. TCI occurs in the harmonic response of small
molecules in which the highest-occupied molecular orbital
(HOMO) is predominantly composed of two centers of charge
density, and it can be understood within the three-step model
for high-order-harmonic generation (HHG) [17,18]: in the
rescattering step of the HHG process from aligned molecules,
destructive interference between the dipole signal generated
from the two charge centers can occur at the (half-)wavelength
components of the rescattering electron wave packet that
match the effective center separation [12]. As the molecule
is rotated away from the laser polarization direction, its ef-
fective length as seen by the returning electron wave packet
decreases, and this leads to a paraboliclike feature in the
angle-dependent amplitude and phase of the harmonic spec-
trum [13,16].

Complete characterization of a molecular TCI using HHS
thus requires access to both the spectral amplitude and phase.
In experiments, this can be achieved using the reconstruction
of attosecond beating by interference of two-photon
transitions (RABBITT) technique [3,16,19–21]. In ab initio
calculations, however, extracting phase information is
complicated by the interference from multiple quantum-path
contributions that tend to wash out the target-specific
phase information [21–23], and which is not in general

practical to remove through full multiscale calculations
including phase-matching effects. In several previous
experiment-theory collaborations [16,23], we have shown
that seeding the ionization step in the HHG process by an
attosecond pulse train (APT), timed so as to preferentially
select the short-quantum-path contribution to the harmonic
yield [24], vastly improves the ability of ab initio calculations
to extract target-specific information from the spectral
amplitude. However, a drawback of substituting the
midinfrared (MIR) driven tunnel ionization step with
APT-driven near-one-photon ionization is that orbitals
below the HOMO are much more likely to contribute to the
harmonic yield than is experimentally realistic, and this again
complicates the extraction of spectral phase information [23].
Furthermore, several studies have indicated that multiple
orbitals are likely to contribute to the harmonic spectrum
for driving wavelengths in the near-infrared as opposed to
the MIR [25–27]. It would thus be desirable to be able to
separate the contribution from different orbitals [28]. We note
here that this further raises the question of whether or not
“orbitals” should be interpreted as the field-free molecular
orbitals. These orbitals are typically discussed in the context
of molecular structure and would generally be mixed in the
presence of the MIR field.

In this paper, we explore MIR-driven HHS of TCI phenom-
ena in the carbon-dichalcogen family CO2, CS2, and CSe2,
using time-dependent density functional theory (TDDFT).
TDDFT provides a scalable computational framework for
many-electron systems [29] and has been validated against
other calculations or experiments in a number of studies
related to strong-field ionization [30–32], charge migration
[33,34], and HHS [16]. We show that we can extract both
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spectral amplitude and phase information from the TDDFT
simulation if we isolate the dipole signal from the highest-
lying Kohn-Sham channel that contains the TCI structure.
This extraction also relies on avoiding interference between
multiple overlapping spectral contributions together with a
careful processing and normalization of the HHG signal, and
we discuss different avenues for doing so. Finally, we present
an approach to performing a field-free scattering calculation
within the TDDFT framework that mimics the recollision step
in the HHG process and that does not require explicitly cal-
culating the scattering states of the molecule. This approach
is based on releasing a moving electron wave packet in the
potential of the Kohn-Sham ground state and calculating the
dipole signal from the ensuing dynamics. By comparing the
results from the scattering calculations to HHS results cal-
culated using MIR wavelengths between 1500 and 2000 nm,
we get a measure of how reliably the TCI minimum can be
extracted from the HHS calculations.

The paper is organized as follows. Section II describes
our theoretical and numerical approach, detailing the pro-
cess of orbital-resolved TDDFT as well as the HHS analysis.
Section III presents angle-resolved calculations of spectral
amplitudes and phases for the molecular targets of interest,
as well as an outline of and results from our scattering calcu-
lations. Lastly, in Sec. IV, we provide a summary and discuss
the prospects of our results. Unless otherwise stated, atomic
units (a.u.) are used throughout the paper.

II. METHODOLOGY

A. TDDFT simulations

We calculate the field-driven TDDFT dynamics by solving
the time-dependent Kohn-Sham (KS) equations [29],

i
∂

∂t
ψk (�r, t ) =

[
−∇2

2
+ vKS[ρ](�r, t )

]
ψk (�r, t ), (1)

where ψk (�r, t ) is the kth KS orbital, as a function of the
position �r = (x, y, z) and time t . The quantity vKS[ρ] is the
KS potential, which is a functional of the one-body density,

ρ(�r, t ) =
N∑

k=1

|ψk (�r, t )|2. (2)

For all numerical simulations, we use a local-density approx-
imation (LDA) exchange-correlation potential [35–38], with
an average-density self-interaction correction (ADSIC) [39].
Each of the atoms in the target molecule is represented by a
pseudopotential described by [40–42].

The TDDFT simulations are performed using OCTOPUS

[43,44], a real-space grid-based software package. Our com-
putational geometry is illustrated in Fig. 1(a): we center the
target molecule in a rectangular box which is elongated along
the direction of the laser polarization. The box is 140 by 70
by 60 a.u. in the x, y, and z directions, respectively, with
a grid spacing of 0.3 a.u. in all directions. We impose the
molecular alignment, parametrized by the angle θ , by rotat-
ing the target inside that box in the xy plane. With these
discretization parameters, we ensure that the ground-state
energy of the HOMO varies by less than 0.1 eV as we ro-
tate each molecule. Our calculated ionization potentials are

FIG. 1. (a) Schematic of the geometry we use in TDDFT sim-
ulations. At the center of the elongated box lies the linear triatomic
molecule, which is tilted at an angle θ with respect to the polarization
of the driving laser field. (b) Isosurface of the highest-occupied
molecular orbital (HOMO) of CO2, aligned at an angle θ with respect
to the laser polarization.

Ip = 14.5 eV (experimental 13.8 eV) for CO2, Ip = 10.4 eV
(10.1 eV) for CS2, and Ip = 9.5 eV (9.3 eV) for CSe2 [45].
Note that carbon dichalcogens have a pair of degenerate HO-
MOs, which can be randomly oriented around the molecular
axis. For single-orbital-resolved simulations, we further im-
pose the orientation of the orbitals such that one HOMO lies
in the polarization plane while the other is perpendicular to
it, such as in Fig. 1(b). We refer to these as the in-plane and
out-of-plane orbitals, respectively.

We initialize all our HHG simulations in the DFT molec-
ular ground state, which we compute using the OCTOPUS

self-consistent-field iteration routine. To drive HHG, we use
a linearly polarized MIR laser field with an envelope which
has a two-cycle sin2 ramp-up and then a constant amplitude.
For some of the calculations shown below, we add a weak
APT ionization seed to select the short trajectory contribution
to the spectrum [23,24]. The APT used here is comprised
of odd harmonics, from the 9th to the 17th orders, and is
synchronized such that its peak is 0.06 cycles after the peak
of the MIR. We systematically match the APT and the MIR
polarizations, and scale the APT intensity to 2% of that of
the MIR. Note that orbital-resolving HHG spectra allow us
to somewhat relax the constraints on the ionization-seed en-
ergy components discussed in [23] and potentially have more
than just the HOMO being near ionized by the APT. In all
TDDFT simulations, we use the OCTOPUS approximated en-
forced time-reversal symmetry (AETRS) propagation scheme
with a time step of 0.05 a.u.

B. Orbital-resolved HHG

We next outline how one can orbital resolve the contribu-
tions to the HHG spectrum. Given that the one-body density
of Eq. (2) is the sum of the density from the individual Kohn-
Sham orbitals, the total dipole moment can also be written as
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a sum of single-orbital dipole contributions,

d (t ) =
∫∫∫

x ρ(�r, t ) d�r

=
N∑

k=1

dk (t ) =
N∑

k=1

∫∫∫
x|ψk (�r, t )|2 d�r. (3)

For simplicity, in this paper, we focus on the dipole compo-
nent that is parallel to the laser polarization axis x. One can
easily generalize this analysis to the perpendicular direction,
or to the total dipole signal as is done in [23].

The right-hand side of Eq. (3) shows that the total TDDFT
dipole signal corresponds to the sum of the dipoles from each
individual Kohn-Sham orbital. We use this decomposition to
orbital resolve our HHS simulations, by selecting the contri-
butions dk (t ) from the Kohn-Sham orbital(s) of interest. With
OCTOPUS, we calculate dk (t ) by exporting the transversely in-
tegrated densities ρk (x, t ) every 0.25 a.u. and then postprocess
each dipole component as

dk (t ) =
∫

x
∫∫

|ψk (x, y, z, t )|2 dy dz︸ ︷︷ ︸
ρk (x,t )

dx. (4)

C. HHG spectral analysis

Together with orbital resolution, a key element to the suc-
cess of our HHS computations is the proper processing of the
dipole signals. Indeed, one of the main difficulties for HHS
simulations is the presence of multiple contributions that add
up coherently in the dipole signal of Eq. (4) and that can there-
fore interfere. Within each half-laser cycle, these correspond
to the short- and long-quantum-path trajectories. Over multi-
ple laser cycles, these correspond to the different sets of short
and long trajectories from each successive half-laser cycle.
At the MIR wavelengths and laser intensities we consider in
this paper, the quiver radius is comparable to the radius of
our simulation box, such that long trajectories are naturally
suppressed by the absorbing boundary conditions [46]; see
the movie in the Supplemental Material [47]. For computa-
tions where this is not possible, one can instead select the
short-trajectory component by using the APT ionization seed
discussed above. To avoid the interference between multiple
sets of short trajectories, we use a time window that isolates
the contribution from an individual half-laser cycle. This short
time window also yields a continuous HHG spectrum that is
ultimately better suited for our spectroscopic goals here.

Specifically, for our spectral analyses, we combine a high-
pass frequency filter F with a half-cycle time window W ,

HHGk (ν) = F[W (t ) × d̃k (t )](ν), d̃k (t ) = [F ∗ d](t ), (5)

where ν is the HHG frequency and ∗ denotes the convolution
operator. We choose a high-pass filter F with a cutoff fre-
quency ωc = 20 eV set slightly above the ionization threshold
of CO2. It removes intense low-frequency components in the
dipole signal that would bleed into higher frequencies when
we apply the short time-selection window W . For W , we use
a cos4 function which is centered around the recollision time
of the first set of short trajectories in the constant-envelope
part of the MIR field, and which lasts one half-laser cycle.

We have checked that our HHS results are robust with respect
to minor changes in the timing of W and the cutoff frequency
ωc, provided that the harmonic plateau is not significantly
dampened by the high-pass filter.

TDDFT HHG spectra contain the target-specific fea-
tures associated with the carbon-dichalcogen TCI, alongside
generic contributions that we would like to get rid of. In the
quantitative rescattering (QRS) formalism, the complex HHG
spectrum is factorized as [48–51]

HHGk (θ, ν) =
√

I (θ )︸ ︷︷ ︸
Ion.

HHGref (ν)︸ ︷︷ ︸
Prop.

RDMEk (θ, ν)︸ ︷︷ ︸
Scat.

. (6)

The target-specific recombination dipole matrix elements
RDMEk = √

σkeiφk are then characterized by the dipole scat-
tering cross section σk and phase φk . In Eq. (6), I (θ ) is a
global ionization-yield factor that only depends on molecular
alignment and which we estimate as

I (θ ) =
∫

plateau
|HHG(θ, ν)|2 dν, (7)

where “plateau” corresponds to the portion of the spectrum
between the 33rd harmonic order and the cutoff. HHGref is the
generic component of the HHG signal, which only depends
on the target’s ionization potential and the laser’s wavelength
and intensity. We cancel it out and ultimately access the
target-specific scattering cross section σk and phase φk , by
normalizing Eq. (6) with a reference HHG spectrum. For
instance, the normalization procedure for the phase is [16,23]

φk (θ, ν) = Arg

{F[W × d̃k (θ )](ν)

F[W × d̃k,ref](ν)

}
, (8)

where d̃k,ref(ν) is a reference dipole signal computed for the
same target and with the same MIR laser, plus the APT ion-
ization seed if any [23,52]. The target-specific group delay
then reads

GDk (θ, ν) = − ∂

∂ν
φk (θ, ν). (9)

In all figures, we use the 60-degree HHG signal as the refer-
ence. We have checked that its cross section σ and phase φ

are essentially flat in the range of spectral energies that we
are interested in here, which makes it suitable for normaliza-
tion. Note that one could also use the 90-degree signal for
reference.

III. RESULTS

We now move on to the analysis of HHG signals in the
carbon-dichalcogen family. Figure 2 shows the results of the
orbital-resolved, normalized HHG spectral intensity of the
TCI in CO2 for different laser parameters. Here we treat
the two degenerate highest-lying KS channels on an equal
footing and coherently add their dipole signal contributions.
Figures 2(a)–2(c), in particular, show that for two different
wavelengths (λ = 1500 and 2000 nm) and two different in-
tensities (I◦ = 20 and 60 TW/cm2), we are able to resolve a
clear and consistent TCI minimum with a zero-degree energy
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FIG. 2. Normalized angle-resolved high-harmonic spectral in-
tensities for CO2 calculated from the combined HOMO-resolved
dipole signal for different laser parameters: (a) λ = 2000 nm, I◦ =
60 TW/cm2, IR only; (b) λ = 2000 nm, I◦ = 20 TW/cm2, IR only;
(c) λ = 1500 nm, I◦ = 60 TW/cm2, IR only; and (d) λ = 1500 nm,
I◦ = 60 TW/cm2, IR+APT. The black dotted trend lines come from
scattering simulations—see Fig. 6.

around 27 eV. The guiding dashed lines are calculated using
scattering simulations, which we explain in detail below. In
Fig. 2(b), the relatively weak field intensity puts the cutoff
around 40 eV. Clearly, this panel shows that our spectral
analysis can still resolve the TCI signal in the cutoff region
where the signal dies off rapidly. Ultimately, we reach the
noise floor at about 60 eV.

In Fig. 2(d), which uses the same wavelength and intensity
as Fig. 2(c), we show the effect of adding in an APT ionization
seed, as described in the previous section. Overall, the addi-
tion of the APT leads to a more complicated angle-dependent
target-specific spectral response: While the overall parabolic
shape of the IR-only TCI minimum can still be recognized, it
occurs at substantially higher energy for small angles. This is
unique to CO2 and we do not observe substantially different
TCI features with the other carbon-dichalcogen simulations
(not shown). We interpret this reshaping of the TCI feature
as resulting from field-induced effects where, in the time-
dependent KS channels, the APT couples the HOMO to other
state(s). Beyond the static TCI features that we focus on in this
paper, this illustrates the potential for extending our spectral
analysis to dynamical features as well.

Figure 3 shows the target-specific TCI feature for two other
members of the carbon-dichalcogen family: (a) CS2 and (b)
CSe2. The laser and simulation parameters are identical to
those used in Fig. 2(a). Comparing the CO2, CS2, and CSe2

results in the two figures, we see that the TCI minimum has
a zero-degree energy which decreases across the family—see,
also, more detailed results in Fig. 5. This trend is expected
as the carbon-chalcogen bond length increases with heav-
ier elements, and the energy of the TCI feature is expected
to qualitatively scale as the inverse of the charge-separation
distance squared [53,54]. Quantitative deviations from the
plane-wave scattering prediction for the TCI are attributed

FIG. 3. Normalized angle-resolved high-harmonic spectral in-
tensities for (a) CS2 and (b) CSe2 calculated from the IR-only
HOMO-resolved dipole signal, using the laser parameters λ =
2000 nm, I◦ = 60 TW/cm2 as in Fig. 2(a). Black dotted lines again
correspond to scattering simulations.

to the Coulomb tail and target-specific potentials for each
compound [16,48,51].

Figures 4(a)–4(c) shows the orbital-resolved, target-
specific spectral phase from Eq. (8) for the combined
HOMO-resolved dipole signal from each of the three molecu-
lar targets. In all panels, we see a clear difference between the
value of the phase above and below the TCI. Since the TCI
results from destructive interference, it is accompanied by a
π phase jump [23]. This transition, as a function of orienta-
tion angle θ , is entirely consistent with the features shown
in Figs. 2(a) and 3, in that the intensity and phase features
overlap; compare, for instance, the dotted lines in both plots.
Figure 4(d) shows the group delay for CS2, calculated from
the spectral phase in Fig. 4(b) via Eq. (9). The group delay
is what would be measured in a RABBITT experiment and
here it consistently exhibits a “dip” at the position of the
angle-dependent TCI minimum. The dip is consistent with
recent HHS measurements in CO2 at MIR wavelengths [16].

FIG. 4. (a)–(c) Angle-dependent target-specific phases for CO2,
CS2, and CSe2, respectively, using the laser parameters λ = 2000 nm
and I◦ = 60 TW/cm2. (d) The target-specific group delay for CS2,
calculated from the phase in (b). Black dotted lines again correspond
to scattering simulations.
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FIG. 5. Markers: comparison of the TCI minimum in the carbon-
dichalcogen family for different MIR wavelengths and intensities, as
well as scattering simulations; see legend. For each datum, we report
the difference between the HHG energy at which the TCI minimum
is located at zero degrees and the molecule’s ionization potential. The
dotted curve is proportional to 1/R2, as predicted by scattering theory
[53,54].

In the calculations, we do not always find a consistent shape of
the group delay feature, in part because we are by construction
extracting the phase signal from the part of the spectrum that
has very low signal. For example, in CO2, the direction of
the π phase jump is different at small and at large angles
[see Fig. 4(a)], and the group delay feature correspondingly
changes from a peak to a dip (not shown).

We next return to the question of whether the extraction
of the TCI minimum is complicated by field-induced effects,
particularly by the addition of the APT. To this end, Fig. 5
shows the location of the zero-degree minima for the three
molecules, plotted versus the carbon-chalcogen bond length
R, for a number of different pulse parameters. The location has
been extracted from the spectra as the energy of the deepest
minimum of the zero-degree spectral intensity. We also show
the location of the minimum extracted from a scattering
calculation (see below) as well as a fit proportional to 1/R2,
which is what one would expect for plane-wave scattering of
the returning electron wave packet on two centers separated by
a distance R [16,53,54]. The small variation between the dif-
ferent IR-only extracted results, as well as the good agreement
with the scattering results, gives us a measure of the accuracy
of the HHS-based approach. The APT-seeded results for CS2

and CSe2 also agree well with the other results, whereas for
CO2, the APT-seeded results are substantial outliers. Taken
together, these results illustrate the benefits of comparing
spectral features across multiple dimensions [52,55]—here,
the laser fields and the carbon-dichalcogen family—to iden-
tify both generic spectroscopic features that can be compared
against each other and signatures that are unique to a system.

A general caveat to the procedure we propose here is
that the KS orbitals of Eq. (1) are not physical quantities
and thus our orbital-resolved HHS signals do not exactly
correspond to experimental observables. However, we expect
that our approach does compensate for some of the known

inaccuracies in the total HHS signal due to the use of
various approximations. Compared to single-active-electron
or static-orbital approximations, we expect time-dependent
KS orbitals to provide significant improvements by allowing
for (i) laser-field dressing effects such as polarization, Stark
shift, reshaping of the density, etc., which can qualitatively
affect the HHS response [23,54]; and (ii) multichannel
contributions, if more than one KS channel significantly
contributes to the HHG signal and is included in the analysis.
In that sense, we expect time-dependent KS orbitals to
reproduce some elements of fully correlated models, although
the qualitative and quantitative agreement is likely to be both
system and observable dependent [5,50].

Next, we explore the QRS formalism of Eq. (6) in more
detail, both for its own sake and to better understand when
field-dependent effects are important. For this, we need the
target-specific scattering cross section σ and phase φ that
compose the RDME, which is defined in terms of field-free
molecular and scattering wave functions. As such, the RDME
can be seen as corresponding to the normalized HHS spectrum
in the limit of vanishing laser intensity, where field-induced
effects disappear, while keeping the ponderomotive energy
constant, something that would require performing HHS cal-
culations at longer and longer wavelengths. In this section,
we sidestep these complications and calculate the RDME
numerically with a field-free time-dependent wave packet
calculation. In particular, we propagate, in the target’s DFT
potential, a scattering electron wave packet from which we
extract the RDME without explicitly computing any scatter-
ing states [56], which is a nontrivial process for arbitrary
potentials.

Our scattering simulations rely upon the idea that the
asymptotic shape of scattering wave functions ψscat is iden-
tical for all potentials with a Coulomb tail. This means that
we can formally decompose a wave packet ψseed initially
localized away from the core as

ψseed(�r, t = 0) ≈
∫

w( �p) ψscat[θ, �p](�r) d �p, (10)

with �p labeling the asymptotic scattering momentum. In the
factorization, the weight distribution w( �p) is solely deter-
mined by ψseed, while all of the information associated with
the specifics of the molecular target and its alignment are
contained in the scattering states ψscat. In a practical sense,
for the scattering simulations, we know the initial scatter-
ing seed ψseed(�r, t = 0) and seek to cancel out the weights
w( �p) in order to access the scattering dipole matrix elements
〈ψscat|x̂|ψMO

k 〉 = RDMEk of Eq. (6) without ever explicitly
computing w( �p) or ψscat.

From the wave packet expansion of Eq. (10), we formally
write the time-dependent dipole between the field-free prop-
agation of the scattering seed ψseed and a molecular orbital
ψMO

k as

d sc
k (θ, t ) = 〈ψseed(t )|x̂∣∣ψMO

k (t )
〉

=
∫

w( �p)〈ψscat(θ, �p)|x̂∣∣ψMO
k (0)

〉
ei(I (k)

p + |�p|2
2 )t d �p

+ c.c., (11)
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where I (k)
p is the ionization potential of the kth molecular or-

bital and c.c. denotes the complex conjugate. In this equation,
we have used the fact that the scattering-state energy is related
to the asymptotic momentum through E = | �p|2/2. Note that
the term w( �p)〈ψscat(θ, �p)|x̂|ψMO

k (0)〉 is time independent, and
thus the scattering dipole signal dsc

k is explicitly written as
a Fourier expansion at the frequencies I (k)

p + | �p|2/2. In other
words, the Fourier transform of this scattering dipole is pro-
portional to the RDME,

F
[
dsc

k (θ, t )
]
(ν) ∝ RDMEk (θ, ν), (12)

with ν = I (k)
p + | �p|2/2. The only unknown factor is the pro-

portionality coefficient w( �p), which we remove by normaliz-
ing the scattering-seed results with a reference angle F[W sc ×
d sc(θ )]/F[W sc × d sc(θref )], like we did in the TDDFT simu-
lations above. Here, W sc is a broad time window equal to 1
for most of the scattering simulation and going gently to zero,
with a cos6 shape, at the end of the simulation time.

Our computational approach to the scattering simulations
is similar to that described in Sec. II A. We put the carbon-
dichalcogen target at the origin of the simulation box and
impose alignment by rotating the molecule inside the box; see,
again, Fig. 1(a). In all simulations, we use an initial scattering
seed of the form

ψseed(�r, t = 0) = N‖(x − x0, y)N⊥(z)eip0x, (13)

with central position x◦ = −60 a.u. and momentum �p◦ =
1.21 a.u. (≈20 eV). The in-plane component N‖ is a constant
in the y direction and a Gaussian function in the x direction,
such that N‖eip◦x emulates the wave front, along the scattering
direction, of the rescattering electron in HHG. For conve-
nience, we choose the transverse out-of-plane component of
the scattering seed N⊥ to match the symmetry of the target
molecular orbital, i.e., its shape reflects the symmetry of the
outgoing wave packet resulting from strong-field ionization,
or one-photon ionization with the APT seed. For instance,
for the out-of-plane HOMO of Fig. 1(b), we take N⊥(z) =
(Lz/2π ) sin (2πz/Lz ), where Lz is the total length of the sim-
ulation box in the direction of the lobes of the � orbital. N⊥ is
then the lowest box mode of the correct symmetry supported
by the simulation domain.

In the scattering simulations, we time propagate ψseed in
the DFT ground-state potential vKS, which we export from
OCTOPUS, using a second-order spectral-split scheme with
a time step of 0.01 a.u. for about 3 fs. With our box and
initial-seed parameters, this ensures that the entire scattering
wave packet can travel through the target. To enhance the sig-
nals’ spectral resolution, in the computation of the scattering
dipole components we artificially shift the molecular orbital’s
ionization potential to a higher energy value, which we then
compensate for in Eq. (12). Spatially, we use a rectangular
domain elongated along the scattering direction x, similar to
Fig. 1(a). We impose absorbing boundary conditions [57] in
the scattering direction and periodic boundary conditions in
the other directions (y and z). On both ends of the domain, we
leave a buffer of about 40 a.u. along, and 30 a.u. transversely
to, the scattering direction between the faces of the box and
the centers of both the molecule and the initial ionization
seed. Finally, we use the same 0.3 a.u. discretization step in
all directions as for TDDFT simulations.

FIG. 6. Field-free scattering simulations, for the out-of-plane
HOMO, in the carbon-dichalcogen family. (a)–(c) The angle-
resolved target-specific intensity σ 2

k for CO2, CS2, and CSe2,
respectively. (d) The corresponding phase φk for CS2.

In Fig. 6, we show the results of the scattering simu-
lations described above for the out-of-plane HOMO in the
carbon-dichalcogen family. Overall, these are strikingly sim-
ilar to the TDDFT MIR-only HHS results with a clear local
minimum in the spectral intensity that moves to higher ener-
gies with increasing the alignment angle; compare the dashed
curves with Figs. 2(a)–2(c) and 3. The scattering phase in
Fig. 6(d) is also in very good agreement with the HHS results
of Fig. 4(b). Note that for small alignment angle, the CS2 TCI
feature is close to the ionization threshold and it is therefore
more challenging to accurately extract the phase information,
which explains the small strip of negative phase around 20 eV
in Fig. 6(d).

IV. CONCLUSION

In summary, we have shown that we can reliably recover
both the amplitude and phase information specific to a molec-
ular target in TDDFT HHG simulations. To do so, we have
combined orbital resolving the dipole signal with careful
signal processing and normalization. We compared generic
strategies to do so, including how to select a single set of
short trajectories either through the simulation-box absorbing
boundary conditions [46] or with an APT-ionization seed [24],
together with a well-timed short-window time filtering. We
also discussed field-induced effects that can be unique to
a specific target, such as the reshaping of the TCI feature
induced by the APT dressing in CO2 and that is absent in
the other carbon dichalcogens. Finally, we have introduced
a simple method to numerically approximate the field-free
scattering-dipole matrix elements through coherent scattering
simulations. These field-free scattering simulations showed an
excellent agreement when compared to the full TDDFT HHS
results.

The feasibility of using the absorbing boundary con-
ditions versus the APT-ionization seed for selecting the
short-trajectory contributions can be strongly limited by the

033114-6



ORBITAL-RESOLVED CALCULATIONS OF TWO-CENTER … PHYSICAL REVIEW A 104, 033114 (2021)

specifics of the problem at hand. That said, we can draw
some generic pros and cons to each approach. For the
former, the obvious pro is that it is the closest to experimen-
tal conditions since no additional laser field is added to the
simulations. This means that one can expect the wavelength-
and intensity-dependent ionization factor in Eq. (6) to be
relatively well accounted for, especially for KS channels
that are close to each other energetically. For instance, in
our simulations, this has enabled us to combine the dipole
signals from the two degenerate highest-lying KS channels
while, with the APT, we observed the “best” results when
further selecting the out-of-plane signal only (not shown).
On the other hand, the absorbing boundary conditions must
essentially leave the short-trajectory component intact while
damping the long one without inducing spurious reflections.
Simultaneously fulfilling these two conditions can become in-
creasingly difficult for shorter (than MIR) wavelengths. Also,
the performance of the absorbing-boundary approach for mul-

ticycle studies is unclear. For the APT, in addition to the
difficulty of (re)combining the dipole signal from different KS
channels, the performance of the ionization seed is dependent
upon a proper calibration of the APT. This includes avoiding
APT-field-induced effects, and there are no one-size-fits-all
solutions. One clear advantage of the APT-seed approach,
though, is that it can clearly be extended to multicycle studies
since it is synchronized to the driving field.
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