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First-principles study of semicore electron excitation in the electronic energy loss of ZnO for protons
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The electronic stopping power of zinc oxide for protons is presented over a wide range of velocities by using
real-time time-dependent density functional theory. We calculated the electronic stopping power of energetic
protons for both channeling and off-channeling trajectories, and revealed the microcosmic mechanism of
semicore 3d-electron excitation in ZnO. In the low-energy regime, the stopping power obtained from channeling
geometry is in a quantitative agreement with the measured data, which reproduced not only the experimental
threshold velocity of the stopping power, but also the deviation from velocity-proportional electronic stopping
power which is considered to be caused by excitation of the tightly bound 3d electrons. In the high-energy
regime, we examined the impact parameter dependence of semicore 3d-electron excitation of ZnO, and showed
that the stopping power obtained from off-channeling geometry greatly improves the simulation results in
comparison with the channeling results. We also demonstrated that the electronic energy loss of protons is
not only related to the number of electrons excited, but also associated with the energy distribution of excited

electrons and holes after collisions.
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I. INTRODUCTION

The underlying physics for energetic charged particles
depositing energy as they are traversing materials has been
an important issue [1-4] which is the fundamental basis for
understanding ion-solid interactions, and further the energy
loss of energetic ions in solids is of great importance in many
applications ranging from material science [5] and space
electronics [6] to radiotherapy [7,8]. Generally, the stopping
power S defined as the energy loss per unit path length of
charged ions is employed to quantify the ability of mate-
rials stopping incoming projectiles. The stopping power is
conventionally divided into the electronic stopping power S,,
which transfers the projectile’s kinetic energy to the electronic
subsystem of target by inelastic collisions with host electrons,
and the nuclear stopping power S,,, transferring the projectile’s
kinetic energy to the target nuclei by elastic collisions.

A lot of experimental research and theoretical models have
been devoted to study ion-solid interactions since the early
days of ion physics. The ionizing radiation deposits energy in
materials mainly through electronic excitation and ionization.
Accurate characterization of the electronic stopping power is
of essential importance to radiation damage research. With
the advent of the numerical electronic structure methods, it
is able to obtain electronic stopping power nonperturbatively
and in a fully atomistic fashion [9]. In the low-velocity regime,
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the study of the electronic stopping power is important for
understanding the nonadiabatic coupling between ions and
electrons [10], which was shown to be associated with the
electronic band structure of the host materials [11,12]. In this
regime, the electronic stopping power is dominated by the in-
teraction between projectiles and valence electrons. Modeling
valence electrons as a free electron gas (FEG) [13-16], the
electronic stopping power is proportional to ion velocity; the
experimental results of many metals provide strong evidence
for this model [17-19].

There is an explicit band gap between the valence band
maximum (VBM) and the conduction band minimum (CBM)
of semiconductors and insulators, and a minimum energy is
required by the valence electrons to pass through the band
gap and be excited to the conduction band. Hence there is a
threshold velocity for S, below which electronic excitations
are suppressed. The S, of insulators and semiconductors has
been studied by experimental measurements and theoretical
simulations, such as slow protons in LiF [9], KCI [20], SiO,
[21], and Ge [11]. The S, of these materials was found to
exhibit a pronounced velocity threshold, and then continues
to increase in proportion to proton velocity.

For transition metals featuring a sharply peaked d band
located below the Fermi energy, such as Cu [22], Au, Ag,
and Zn [23-25], the S, of these metals for slow light ions
was found to exhibit deviations from velocity proportionality
when the projectile velocity exceeds the excitation threshold
of d electrons. In studying H ions in Zn and In, Goebl et al.
[26] showed that the S, of Zn and In for protons deviates from
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velocity proportionality towards higher values at ion velocities
above 0.2 a.u., which is believed to be caused by excitation
of d electrons of the media. However, for S, of transition
metal oxides, whether the deviation can still be retained is
an open issue worth paying attention to, and research data
on this aspect are relatively scarce. Roth et al. [27] measured
the electronic stopping cross section of slow protons in ZnO,
and found the electronic stopping shows a steeper slope at
v > 0.25 a.u., which is thought of as the result of zinc d-band
electron excitation.

In the middle- and high-velocity regimes, the energy loss
is predominant by electronic stopping. Because of the high-
energy transfer rate in this velocity regime, the dependence
of electronic excitations on the band gap of materials can
be ignored, and the contribution of inner shell electrons to
S. has become an interesting issue in recent years. The pro-
cesses of projectiles shooting through materials were studied
by real-time time-dependent density functional theory (RT-
TDDFT) combined with the projector augmented wave (PAW)
formalism [28] or Gaussian augmented plane-wave method
(GAPW) [29]; the contribution of core electrons of the target
to electronic stopping was obtained. Ullah er al. [30] studied
Ni projectiles in bulk Ni within the RT-TDDFT based pseu-
dopotential scheme including core electron shells and showed
that the excitation of core electrons plays a crucial role on the
S, in the middle- and high-velocity regions. Yao et al. [31]
simulated the irradiation process of energetic protons in water
and the results showed that the contribution of oxygen Ls elec-
trons to the electronic stopping reaches about 30% for impact
velocity above 6.0 a.u. Recently, Lohmann et al. [32] per-
formed experiments on irradiating single crystal silicon with
protons and helium ions. By comparing the results obtained
from channeling and off-channeling incident geometries, the
relative contribution of the core electron excitation to the elec-
tronic stopping versus the projectile velocity is qualitatively
given, and a meaningful insight is provided into core electron
excitation under ion irradiation.

In this work, we investigated the S, of channeling and
off-channeling protons in ZnO by performing RT-TDDFT
simulations, and systematically studied the roles played
by zinc d electrons on S, in a wide range of velocities.
The threshold velocity and the deviation from the velocity-
proportional S, of ZnO are reproduced in the low-velocity
regime. Moreover, we showed the energy distribution of holes
and excited electrons after protons irradiating ZnO.

II. METHOD AND COMPUTATIONAL DETAILS

The stopping processes of protons traversing ZnO are sim-
ulated by real-time time-dependent density-functional theory
coupled with Ehrenfest molecular dynamics. The sphalerite
structured zinc oxide is modeled by a 2 x 2 x 2 supercell
(cubic lattice constant 4.63 A) containing 64 atoms. The su-
percell size was chosen so as to minimize the spurious effects
of the repetition while keeping manageable computational
demands. Periodic boundary conditions are used throughout
the simulations. A single k point (I") is used for integrations
in the Brillouin zone. We also tested for k-point convergence
in a (2 x 2 x 2) Monkhorst-Pack grid, for some selected
velocities with negligible differences of less than 2%. Norm-

conserving Troullier-Martins pseudopotentials [33] are used
to describe the potential acting on the electrons given by the
ionic system for the projectile and host atoms in this simu-
lation. In order to explore the effect of semicore electrons
of zinc on the electronic energy loss, we constructed two
pseudopotential models for the zinc atom with two electrons
([Ar3d'014s%) as well as 12 electrons ([Ar]3d'%4s?) in the
valence shell. The local-density approximation (LDA) with
Perdew-Wang analytic representation [34] is employed for
the exchange-correlation potential in our work. The external
potential, electron density, and Kohn-Sham orbitals are dis-
cretized in a set of mesh grid points with uniform spacing
of 0.16 A along all three spatial coordinates in real space
in the simulation cell. The initial ground-state Kohn-Sham
orbitals are set up by diagonalization of the time-independent
Kohn-Sham Hamiltonian for ZnO, and the initial wave func-
tion is constructed by linear combination of the atomic orbital
method.

The ground-state Kohn-Sham orbitals serve as initial states
for time-dependent simulations. Once the ground state of the
system is known, the projectile located on the surface of
the simulation box is given a constant velocity. The Kohn-
Sham orbitals are propagated according to the time-dependent
Kohn-Sham equation using the approximated enforced time-
reversal symmetry (AETRS) method [35]; the time-dependent
Kohn-Sham equations are

2y = hzvz v ; 1
l&‘ﬂz(r,t)— [_% + KS(raI)}wl(rat)' ( )

The Kohn-Sham potential Vks(r, ) is conventionally sepa-
rated in the following way:

VKS(rv t) = Vext(ra t) + VH(r7 t) + VXC(ra t)’ (2)

where Ve (1, 1) is the time-dependent electron-nucleus poten-
tial, Vy(r, t) is the Hartree potential, and Vxc(r, ¢) presents the
time-dependent exchange-correlation potential. The electron
density of the system can be obtained from the time-dependent
Kohn-Sham orbitals

occ

p(r, 1) =2 lpi(r, ). 3)

The propagation step length Ar x v~ 1.44 x 1073 A is
adopted for various velocities to ensure the energy conver-
gence of time-dependent evolution. All simulations are carried
out by the OCTOPUS code [36,37].

In the channeling geometry, the projectile is moving along
[001] crystal axis (called hyperchanneling) with constant
velocity by neglecting forces on the projectile. In our simu-
lations, all host atoms are fixed at their equilibrium positions,
so the projectile energy is transferred only through inelastic
scattering to the electronic subsystem of ZnO. In any case, the
projectile velocities are fast enough to leave little or no time
for the nuclei to respond. The total energy of the system (or
the electronic energy of ZnO) changes as a function of the
projectile position in the simulations. This allows us to extract
the S, by a linear fit of the total energy of the system with
respect to the projectile position. In order to investigate the
influences of the impact parameter on the stopping power, we
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FIG. 1. (a) Total energy and (b) instantaneous electronic stop-
ping power as a function of proton displacement along the center
channeling trajectory at velocity of 0.1 a.u.

studied two trajectories depending on the impact parameter
shown in the insets of Fig. 2.

In the off-channeling case, the projectiles take random in-
cident directions, and a bigger 2 x 2 x 4 supercell containing
128 atoms is employed for simulations. For off-channeling
trajectories we chose three directions [0.304, 0.047, 0.952],
[0.317, 0.320, 0.893], and [0.444, 0.513, 0.735] (given nor-
malized here), which were established randomly based on
uniform sampling and an immediate head-on collision was
avoided. Four initial incident positions are selected for each
direction. So, there are 12 off-channeling trajectories for each
velocity; we get the electronic stopping power of each tra-
jectory by averaging the instantaneous stopping power and
the stopping power of off-channeling geometry is obtained
by averaging the 12 trajectories’ results for each velocity. It
should be noted that the charge state of the projectile moving
through ZnO is not an input, which is part of the solution to
the TDDFT calculation.

III. RESULTS AND DISCUSSION

Figure 1(a) shows the evolution of total energy of the
system as the proton displacement. At impact velocity 0.1 a.u.,
a small amount of energy is transferred to the electronic
system of ZnO, approaching the case of adiabatic behavior.
As shown in Fig. 1(a), the total energy of the system oscil-
lates with the projectile displacement. The oscillation of the
total energy reflects the periodicity of the lattice structure of
ZnO. Therefore, it becomes more challenging for accurately
extracting the average electronic stopping in this energy range.
The instantaneous S, is defined by the slope of the total en-
ergy vs projectile displacement, as shown in Fig. 1(b). The
instantaneous electronic stopping shows “unsteady fluctua-
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FIG. 2. Electronic stopping power as a function of velocity of
protons moving along (a) the center and (b) the midpoint channeling
trajectories, respectively. The solid lines are the linear fitting of
triangles. The experimental data are from Ref. [27]. The insets show
the top view of the incidence geometries of channeling trajectories.
The gray circles indicate zinc atoms, the red circles present oxygen
atoms, and the black circles show the incident positions.

tions” at the beginning of the collisions, which we interpret
as an influence of the charge transfer of the bare proton and a
transient produced by the sudden entrance of the projectile
[22,38]. In order to avoid the effects of the transient state
and charge capture on the electronic stopping, we extracted
the S, after the instantaneous S, stabilizes. During the steady
stage, S, is obtained by averaging the instantaneous electronic
stopping over two entire periods as indicated by the vertical
dashed lines in Fig. 1, which helps to accurately determine the
equilibrium electronic stopping power, and the influence of
the adiabatic behavior on the equilibrium electronic stopping
power is completely offset.

The S, of ZnO for protons moving along the center chan-
neling trajectory obtained from RT-TDDFT calculations is
shown in Fig. 2(a), as well as the experimental data reported
in Ref. [27]. The incident position is displayed in the inset of
Fig. 2(a). Overall, the calculated results from hyperchanneling
trajectories are lower than the experimental measurements.
This is because the protons are farthest from the host atoms
and the electron density experienced by the projectiles is
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the lowest in this channeling trajectory. For the S, obtained
from RT-TDDFT simulations, three regimes are found. In
the first regime, the S, is zero at v < 0.051 a.u. by linearly
extrapolating the TDDFT simulation results to lower energies.
This is ascribed to the band gap of ZnO which results in a
threshold velocity in the electronic stopping. So, the thresh-
old velocity vy, for the S, of protons channeling along the
center trajectory is at 0.051 a.u., which is in a quantitative
agreement with the experimental value 0.055 a.u. [27]. In
the second velocity regime 0.051 < v < 0.172 a.u., the S,
is proportional to the proton velocity. In this regime, the
electrons lying at the VBM of ZnO get excited as the proton
velocity exceeds the threshold velocity, and there are mainly
six valence electrons including zinc 4s electrons and oxygen
2p electrons per ZnO unit participating in the excitation.
The generation of electron-hole pairs is the main energy loss
channel. There is a sharp peak formed by the semicore 3d
electrons of zinc in the density of states below the VBM
of ZnO [39], and the peak-lying electrons get to be excited
in the third velocity regime 0.172 < v < 0.6 a.u. There are
16 electrons per ZnO unit including also zinc 3d electrons
joining in the stopping processes in this velocity regime; an
additional energy is required to produce more electron-hole
pairs, giving rise to an increase in the electronic energy loss.
Therefore, the S, is proportional to the proton velocity with
a steeper slope. The velocity for the transition between the
two velocity scaling regimes is referred to as kink velocity
vk. So, our calculated vy is 0.172 a.u. in this channeling case,
which is smaller than the experiment data 0.25 a.u. reported in
Ref. [27].

Figure 2(b) shows the S, of protons traversing along the
midpoint channeling trajectory of ZnO [see the inset of
Fig. 2(b)]. Compared to the center trajectories, the projec-
tile approaches the nuclei of host atoms closer under this
incidence condition and the simulation results are becom-
ing consistent with the measured data. It can be seen from
Fig. 2(b) that three regimes of the S, are still present in the
center trajectory. The vy is at 0.058 a.u., which is in a good
agreement with experiments [27], and the vy is 0.182 a.u.,
which is closer to the experimental value than that obtained
in the center trajectory.

The vy is 0.051 and 0.058 a.u. for center and midpoint
trajectories, respectively. This demonstrates that vy, is insen-
sitive to the impact parameter, which suggests that the zinc 4s
electrons are uniformly distributed in the channel of ZnO. The
vx = 0.172 and 0.182 a.u. for center and midpoint trajectories,
respectively, which is more sensitive to the impact parameter.
This is consistent with the fact that the inner electron excita-
tion is strongly dependent on the impact parameter.

For the off-channeling trajectory, the low-energy elec-
tronic stopping power with 3d electrons being explicitly
considered is shown in Fig. 3. The agreement between our
simulation results and the measured data is noticeable. It
is necessary to consider the off-channeling geometries to
obtain the electronic stopping power in comparison with
the experimental value. Since the off-channeling stopping
is the statistical averaging of multiple trajectories, due to
the error bars, it is hard to determine the threshold veloc-
ity and the kink velocity as accurately as in the channeling
trajectories.
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FIG. 3. Electronic stopping power as a function of velocity of
protons traveling along the off-channeling trajectory in ZnO.

The S, is extended to the velocity of 4.0 a.u. and the results
are shown in Fig. 4. For the channeling case, it can be seen
from the figure that the contribution of semicore 3d electrons
to the electronic stopping is negligible in the low-velocity
regime (v < 0.5 a.u.). However, the S, deviates from the ex-
perimental data and the SRIM predictions [40] towards lower
values as the velocity continues to increase. In the case of the
center trajectory, the channeling stopping including only 4s
electrons is lower than the experimental data [41] by 69.9% at
4.0 a.u., while the excitation of d electrons increases the S, by
45.4% (S, is increased by 1.63 eV/A). In the case of the mid-
point trajectory, the S, including only 4s electrons is lower by
64.2% in comparison with the experimental result at 4.0 a.u.,
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FIG. 4. Electronic stopping powers obtained from RT-TDDFT
calculations are shown as a function of proton velocity for channeling
(including both center and midpoint trajectories, and considering
3d'° electrons or not) and off-channeling trajectories, together with
SRIM predictions, experimental data from Refs. [27,41], and SLPA-
DFT calculations from Ref. [41].
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but the S, is enhanced by 71.5% (increased by 3.06 eV/A)
with d-electron excitation being taken into consideration.

The results obtained from channeling trajectories point to
some important arguments regarding the underlying mecha-
nisms of electronic stopping. (i) Under the center incidence
condition, the excitation of semicore 3d electrons significantly
contributes to the S, in the velocity range from 0.5 to 4.0
a.u. This means that the semicore 3d electrons are indis-
pensable to describe the S, even under the maximum impact
parameter. It is different from the case of aluminum, in which
the inner electrons have a negligible influence on S, of the
hyperchanneling trajectory with the maximum impact param-
eter [42]. (ii) Under the center trajectory condition, zinc 3d
electrons contribute about 1.5 eV/A beyond the Bragg peak,
while this contribution is increased by about 3.0 eV/A in the
midpoint trajectory, indicating that the excitation of 3d elec-
trons strongly depends on the impact parameter and makes
a significant contribution to the electronic stopping. (iii) We
noticed that the Bragg peaks of S, are located at 1.5 a.u.
for both center and midpoint trajectories with zinc containing
only 4s electrons in the valence shell, which are located at
1.7 a.u. for both trajectories including also 3d electrons. So,
the stopping maximum position is related to the number of
electrons involved in the electron stopping dynamics.

The SRIM model is based on extending the Lindhard-
Schiott theory with inputs from available experimental data
and it is widely used as a standard reference. In general,
the electronic stopping power obtained from channeling tra-
jectories is lower than the experimental data and the SRIM
predictions, especially in the high-velocity range [12,22,29].
The S, obtained from off-channeling geometry (see the circles
in Fig. 4) is greatly improved compared to the channeling
geometry, approaching the SRIM results. The off-channeling
stopping power is increased by 12.5% in comparison with that
obtained from the midpoint trajectory including d electrons
at 0.5 a.u. So, it is necessary to consider the off-channeling
geometry to meet the measured data. The agreement of the
off-channeling results with the SRIM and the measured data
is more excellent than the channeling ones up to 1.5 a.u.
Under real irradiation conditions, the projectiles move uncon-
trollably in materials, inevitably exploring the core regions of
host atoms, which is similar to the off-channeling situation
[43]. As the projectile approaches the nuclei of the host atoms,
it experiences higher electron density since core electrons
are highly localized distributed around the nuclei, resulting
in more efficient electronic excitations in the off-channeling
trajectories. However, this agreement fails beyond the Bragg
peak. The semiempirical code SRIM employs Bragg rule to
describe the stopping power of ZnO; Fadanelli et al. [41]
confirmed that the electronic stopping maximum given by
the Bragg rule is larger than calculations by using molecular
electronic states. This may be one of the reasons why our
simulation results are lower than SRIM data near the stopping
maximum.

Figure 4 also displays the stopping power of ZnO for
protons obtained from the shellwise local plasma approxima-
tion together with the density functional theory (SLPA-DFT)
calculations [41], in which the contributions from all electron
shells of ZnO are considered. Our off-channeling stopping
powers are in good agreement with SLPA-DFT calculations
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FIG. 5. Density of carrier population as a function of energy for
0.5 a.u. proton channeling along the midpoint trajectory for both
pseudopotentials. The positive and negative values show the density
of excited electrons and holes, respectively. Eyyp represents the en-
ergy of VMB of ZnO.

up to the stopping maximum, but the off-channeling results
begin to deviate from the SLPA-DFT results as the velocity
continues to increase, indicating that more core electrons of
the host atoms are required to be explicitly considered in order
to obtain calculation results that are in line with experimental
data. It was demonstrated that oxygen ls electrons make a
significant contribution to the S, of water [31]. In oxides, such
as ZnO, the question of whether oxygen ls electrons should
be considered in the electronic stopping is worth further inves-
tigation. In addition, the size of the supercell also affects the
S, results, as excitation of plasmons with wavelengths longer
than the simulation cell cannot be described correctly [42].
This is out of the scope of this paper.

In order to provide insight into the underlying physics of
d electron excitation, the occupation of electronic states in
the valence band and conduction band is obtained by project-
ing the time-dependent Kohn-Sham (TDKS) wave functions
Y;(t) at the final step of the TDDFT simulation onto the
ground-state Kohn-Sham orbitals ¢; of ZnO [44] as

noce(e1) = Y fill@il v (), )
J

and the population of holes and excited electrons is obtained
as follows:

Pue(8i) = noce(&:) — fillwiloi]?, (5)

where &; represents the eigenenergy of the ith Kohn-Sham
state and f; is the fixed occupation of the Kohn-Sham state ;
(f = 2 for occupied states or 0 for otherwise). The negative
and the positive values of P, .[¢(i)] represent the occupation
of holes and excited electrons, respectively. The density dis-
tribution of holes and excited electrons is shown in Fig. 5.
It can be seen from the figure that the holes are mainly
produced in the range of 4 eV below the VBM when 3d
electrons are frozen, while the hole energy expands up to
7 eV below the VBM when 3d electrons participate in the
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FIG. 6. Density of carrier population as a function of energy for
protons channeling along center (upper panel) and midpoint (lower
panel) trajectories with zinc containing also 3d electrons. The neg-
ative and positive values refer to the density of holes and excited
electrons, respectively. Eyyg represents the energy of VMB of ZnO.

electronic stopping. Therefore, the distribution of holes is
broadened by the presence of 3d electrons. Since the energy
distribution of excited electrons is broad and some of them are
ionized, the number of electrons that leave the holes cannot
be explicitly counted by the discrete unoccupied states. We
integrated the hole density over the whole energy range, and
the total number of holes produced in the supercell is 3.45
and 3.5 for including d electrons or not, respectively. This in-
dicates that the presence of 3d electrons does not appreciably
provide additional holes, but changes the excitation spectrum
of valence electrons, thereby moving forward the position of
the stopping maximum.

Figure 6 shows the energy distribution of holes and excited
electrons under different velocities and trajectories. As the
velocity increases (v > 0.5 a.u.), the response time of elec-
trons is limited and the number of holes and excited electrons
decreases. However, the electronic stopping at 0.5 a.u. is lower
than that at 2.0 a.u., which is not in line with what often
assumed the hole generation is to be directly proportional
to the electronic stopping power. In the high-velocity regime
(beyond the Bragg peak), the number of holes produced is
almost the same for the center and midpoint trajectories at a
given velocity, but the S, obtained from both trajectories is sig-
nificantly different. This is because the S, is not only related to
the number of electrons excited, but also related to the energy
spectra of holes and excited electrons [45]. We calculated the
average energy of excited (ionized) electrons; the results show
that the energy of excited (ionized) electrons produced in the
midpoint trajectory is higher than that produced in the center
trajectory at higher velocities. It may be explained by the fact
that the probability of ion-electron scattering becomes higher
at smaller impact parameters and more electrons are excited
to the high-lying states or ionized by stronger ion-electron
scattering.

IV. CONCLUSIONS

In summary, we studied the electronic stopping power of
energetic protons moving through zinc oxide along the chan-
neling and off-channeling trajectories within the framework of
RT-TDDFT. In the low-velocity range, the calculated thresh-
old velocity agrees well with the experimental measurement.
The experimentally observed deviation from the velocity-
proportional electronic stopping power of ZnO for protons
is reproduced. We also calculated the energy distribution of
excited electrons and holes after collisions, and tested out that
the electronic energy loss of protons is related to the number
as well as the energy spectra of holes and excited electrons.

Our RT-TDDFT stopping power results for channeling tra-
jectories are lower than the experimental data beyond 0.5 a.u.,
while the stopping powers obtained from the off-channeling
geometry are significantly improved and they are in good
agreement with the experimental values up to the stopping
maximum. Our simulation results showed that the excitation
of semicore 3d electrons is strongly dependent on the impact
parameter and zinc 3d-electron excitation contributes sub-
stantially to the electronic stopping power in the high-energy
range.
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