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In this paper, we introduce the resource theory of unextendibility as a relaxation of the resource theory of
entanglement. The free states in this resource theory are the k-extendible states, associated with the inability to
extend quantum entanglement in a given quantum state to multiple parties. The free channels are k-extendible
channels, which preserve the class of k-extendible states. We define several quantifiers of unextendibility by
means of generalized divergences and establish their properties. By utilizing this resource theory, we obtain
nonasymptotic upper bounds on the rate at which quantum communication or entanglement preservation is
possible over a finite number of uses of an arbitrary quantum channel assisted by k-extendible channels at no
cost. These bounds are significantly tighter than previously known bounds for both the depolarizing and erasure
channels. Finally, we revisit the pretty strong converse for the quantum capacity of antidegradable channels and
establish an upper bound on the nonasymptotic quantum capacity of these channels.
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I. INTRODUCTION

In quantum information theory, an important task is to
quantify the amount of entanglement that a sender Alice and
a receiver Bob can share after using a quantum channel N a
large number of times. That is, if Alice sends one share of a
bipartite state ρAnA′n over n uses of a quantum channel, then
what is the amount of entanglement that can be transmitted
from Alice to Bob? One then considers three variations of
the above task depending on the classical communication that
can be employed by Alice and Bob to assist their task. In the
first one, Alice and Bob are not allowed to employ classical
communication (the unassisted case). This is referred to as
unassisted entanglement transmission. In the second case, Al-
ice is allowed to communicate classically with Bob for free.
In the third variation, Alice and Bob are allowed two-way
classical communication for free. In the asymptotic regime of
many channel uses, the entanglement transmission capacity
of a channel assisted by one-way classical communication
is equal to its unassisted entanglement transmission capacity
[1,2].

Since obtaining the exact capacities for these tasks can
be challenging, one important goal is to obtain tight upper
bounds on the rates for these tasks, in order to understand the
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basic limitations of quantum communication. In this context,
Refs. [3,4] have obtained upper bounds for finite n; however,
these hold for entanglement transmission assisted by two-way
classical communication. Therefore, we do not expect them
to be tight for the unassisted entanglement transmission or
entanglement transmission assisted by one-way classical com-
munication (1W-LOCC).

In this paper, we develop the details of the resource the-
ory of unextendibility, which was proposed in our earlier
companion paper [5]. As mentioned previously, this resource
theory is a semidefinite relaxation of the resource theory of
entanglement and thus is connected to fundamental aspects of
quantum mechanics. Furthermore, we put the resource theory
of unextendibility to use by obtaining bounds on the rates
at which entanglement can be transmitted over a quantum
channel assisted by 1W-LOCC. We obtain these upper bounds
by defining and employing monotones in the resource theory
of unextendibility. What we find here is that these bounds are
significantly tighter than bounds previously obtained in [3,4],
primarily because they are tailored to hold for entanglement
transmission with the assistance of 1W-LOCC.

For every integer k � 2, there is a resource theory of k-
unextendibility, and each of these can be understood as a
relaxation of the resource theory of entanglement [1,6]. The
free states in the resource theory of k-unextendibility are
the k-extendible states [7–9], and the free channels are the
k-extendible channels, which we define in Sec. III. These
k-unextendible resource theories have a hierarchical structure,
with the k-unextendible resource theory being contained in
the (k − 1)-unextendible resource theory. By “contained in

2469-9926/2021/104(2)/022401(23) 022401-1 ©2021 American Physical Society

https://orcid.org/0000-0002-4523-5781
https://orcid.org/0000-0002-3916-4462
https://orcid.org/0000-0001-6344-4870
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.104.022401&domain=pdf&date_stamp=2021-08-02
https://doi.org/10.1103/PhysRevA.104.022401


KAUR, DAS, WILDE, AND WINTER PHYSICAL REVIEW A 104, 022401 (2021)

the resource theory,” we mean that the free states in the
k-unextendible resource theory are free states in the (k − 1)-
unextendible resource theory. This implies that the separable
states are free states for all k-unextendible resource theories.
A similar structure is observed for the free channels. The re-
source theories of k-unextendibility are relaxations alternative
to the resource theory of negative partial transpose states from
[10,11], in which the free states are the positive partial trans-
pose (PPT) states and the free channels are the PPT-preserving
channels.

The main application of the resource theory of unex-
tendibility reported here is that we obtain tighter upper bounds
on the nonasymptotic quantum capacity of a quantum chan-
nel. We can get a sense of this by considering the following
example: if we send one share of the maximally entangled
state �AB := 1

2

∑
i, j∈{0,1} |i〉〈 j|A ⊗ |i〉〈 j|B through a 50% era-

sure channel with erasure symbol |e〉〈e|B, then the resulting
state 1

2 (�AB + IA/2 ⊗ |e〉〈e|B) is a two-extendible state, and is
thus free in the resource theory of unextendibility for k = 2.
However, this state has distillable entanglement via two-way
LOCC [12], and so it is not free in the resource theory of
entanglement. Thus, by relaxing the resource theory of entan-
glement, and as a consequence expanding the set of free states,
we show in what follows how to obtain tighter, nonasymptotic
upper bounds on the entanglement transmission rates of a
quantum channel.

The paper is organized as follows. In Sec. II, we es-
tablish some notation and some definitions required for the
proofs of our results. In Sec. III, we introduce the resource
theory of k-unextendibility. We also define quantifiers of
unextendibility based on generalized divergences, and we es-
tablish their properties. In Sec. IV, we obtain upper bounds
on the nonasymptotic quantum capacity and one-way distil-
lable entanglement. In Sec. V, we showcase our bounds for
depolarizing channels and erasure channels. In Sec. VI, we
revisit the pretty strong converse for the quantum capacity of
antidegradable channels, and we employ the resource theory
of unextendibility to obtain tighter bounds on their nonasymp-
totic quantum capacity. We finally conclude with some open
questions in Sec. VII.

Note on related work. The relation of this paper to our
previous one [5] is that, in this paper, we go into far more
detail on the resource theory and many of the proofs of the
claims in [5] are presented here. There is also another paper
[13] that uses k-extendibility to place bounds on entanglement
distillation protocols, but the kinds of protocols they consider
and the particular way that they use k-extendibility are differ-
ent from our approach in [5] and in this paper. Another paper
[14] employed k-extendibility in the context of placing bounds
on the error in quantum communication protocols. They also
introduced a definition of k-extendible channels that is slightly
different from that given in [5].

II. PRELIMINARIES

A. States, channels, isometries, and k-extendibility

The Hilbert space of a quantum system A is denoted by HA.
The state of system A is represented by a density operator ρA,
which is a positive semidefinite operator with unit trace. The

set of density operators is denoted by D(HA). The density op-
erator of a composite system RA is defined as ρRA ∈ D(HRA),
where HRA = HR ⊗ HA. The notation An := A1A2 . . . An in-
dicates a composite system consisting of n subsystems, each
of which is isomorphic to Hilbert space HA. The fidelity of
τ, σ ∈ D(HA) is defined as F (τ, σ ) = ||√τ

√
σ ||21 [15], where

|| · ||1 denotes the trace norm.
A quantum channel is a completely positive trace-

preserving map (CPTP) map. Let MA→B be a quantum
channel, and let |�〉RA denote the following maximally entan-
gled vector:

|�〉RA :=
∑

i

|i〉R|i〉A, (1)

where dim(HR) = dim(HA) and {|i〉R}i and {|i〉A}i are fixed
orthonormal bases. We extend this notation to multiple parties
with a given bipartite cut as

|�〉RARB:AB := |�〉RA:A ⊗ |�〉RB:B. (2)

The maximally entangled state �RA is denoted as

�RA = 1

|A| |�〉〈�|RA, (3)

where |A| = dim(HA). The Choi operator for a channel
MA→B is defined as

�M
RA = (idR ⊗MA→B)(|�〉〈�|RA), (4)

where idR denotes the identity map on R.
Let SEP(A :B) denote the set of all separable states σAB ∈

D(HA ⊗ HB), which are states that can be written as

σAB =
∑

x

p(x)ωx
A ⊗ τ x

B, (5)

where p(x) is a probability distribution, ωx
A ∈ D(HA), and

τ x
B ∈ D(HB) for all x. These are the free states in the resource

theory of entanglement [6,16].
A local operations and classical communication (LOCC)

channel LAB→A′B′ can be written as

LAB→A′B′ =
∑

y

Ey
A→A′ ⊗ F y

B→B′ , (6)

where {Ey
A→A′ }y and {F y

B→B′ }y are sets of completely positive
maps such that LAB→A′B′ is trace preserving. However, note
that there exist separable channels that can be written in the
form in (6) but are not realizable by LOCC [17,18].

A special kind of LOCC channel is a one-way (1W-) LOCC
channel from A to B, in which Alice performs a quantum
instrument, sends the classical outcome to Bob, who then
performs a quantum channel conditioned on the classical out-
come received from Alice. As such, any 1W-LOCC channel
takes the form in (6), except that {Ey

A→A′ }y is a set of CP maps
such that the sum map

∑
y E

y
A→A′ is trace preserving, while

{F y
B→B′ }y is a set of quantum channels.

B. Entropies and information

The quantum entropy of a density operator ρA is defined as
[19]

S(A)ρ := S(ρA) = − Tr[ρA log2 ρA]. (7)
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The quantum relative entropy of two quantum states is a
measure of their distinguishability. For ρ ∈ D(H) and σ ∈
B+(H), where B+(H) is the set of positive-semidefinite op-
erators on H, it is defined as [20]

D(ρ‖σ ) :=
{

Tr{ρ[log2 ρ − log2 σ ]}, supp(ρ) ⊆ supp(σ )
+∞, otherwise.

(8)
The quantum relative entropy is nonincreasing under the ac-
tion of positive trace-preserving maps [21], that is D(ρ‖σ ) �
D(M(ρ)‖M(σ )) for any two density operators ρ and σ and
a positive trace-preserving map M.

C. Generalized divergence and relative entropies

Let D be a function from D(H) × B+(H) to R. Then D
is called a generalized divergence [22,23] if it satisfies the
following data-processing inequality:

D(ρ‖σ ) � D(N (ρ)‖N (σ )), (9)

where ρ ∈ D(H) and σ ∈ B+(H) and N is a quantum chan-
nel. Specific generalized divergences of relevance to this work
are the sandwiched Rényi relative entropy [24,25], quantum
relative entropy [20], and ε-hypothesis testing relative entropy
[26,27].

The sandwiched Rényi relative entropy [24,25] is denoted
as D̃α (ρ‖σ ) and defined for ρ ∈ D(H), σ ∈ B+(H), and α ∈
(0, 1) ∪ (1,∞) as

D̃α (ρ‖σ ) := 1

α − 1
log2 Tr

{(
σ

1−α
2α ρσ

1−α
2α

)α}
. (10)

It is set to +∞ for α ∈ (1,∞) if supp(ρ) � supp(σ ). The
sandwiched Rényi relative entropy is monotone nondecreas-
ing in α [24]:

D̃α (ρ‖σ ) � D̃β (ρ‖σ ), (11)

if α � β, for α, β ∈ (0, 1) ∪ (1,∞). For certain values of α,
the sandwiched Rényi relative entropy D̃α (ρ‖σ ) is a particular
kind of generalized divergence:

Lemma 1 ([28,29]). Let N : B+(HA) → B+(HB) be a
quantum channel and let ρA ∈ D(HA) and σA ∈ B+(HA).
Then, for all α ∈ [1/2, 1) ∪ (1,∞),

D̃α (ρ‖σ ) � D̃α (N (ρ)‖N (σ )). (12)

In the limit α → 1, the sandwiched Rényi relative entropy
D̃α (ρ‖σ ) converges to the quantum relative entropy [24,25].
In the limit α → ∞, the sandwiched Rényi relative entropy
D̃α (ρ‖σ ) converges to the max-relative entropy [24], which is
defined as [30,31]

Dmax(ρ‖σ ) := inf{λ : ρ � 2λσ }, (13)

with Dmax(ρ‖σ ) = ∞ if supp(ρ) � supp(σ ). Another gen-
eralized divergence of interest is the ε-hypothesis-testing
divergence [26,27], defined as

Dε
h(ρ‖σ )

:= − log2 inf
�

{ Tr{�σ } : 0 � � � I ∧ Tr{�ρ} � 1 − ε},
(14)

for ε ∈ [0, 1], ρ ∈ D(H), and σ ∈ B+(H).

D. Channels with symmetry

Consider a finite group G. For every g ∈ G, let g → UA(g)
and g → VB(g) be projective unitary representations of g act-
ing on the input space HA and the output space HB of a
quantum channel NA→B, respectively. A quantum channel
NA→B is covariant with respect to these representations if the
following relation is satisfied [32–34]:

NA→B(UA(g)ρAU †
A (g)) = VB(g)NA→B(ρA)V †

B (g). (15)

In our paper, we define covariant channels in the following
way:

Definition 1 (Covariant channel). A quantum channel is
covariant if it is covariant with respect to a group G for which
each g ∈ G has a unitary representation U (g) acting on HA,
such that {U (g)}g∈G is a unitary one design, i.e., the map (·) →

1
|G|
∑

g∈G U (g)(·)U †(g) always outputs the maximally mixed
state for all input states.

The notion of teleportation simulation of a quantum chan-
nel first appeared in [1], and it was subsequently generalized
in [35, Eq. (11)] to include general LOCC channels in the
simulation. It was developed in more detail in [36] and used
in the context of private communication in [37] and [38,39].

Definition 2 (Teleportation-simulable channel). A chan-
nel NA→B is teleportation simulable if there exists a resource
state ωRB ∈ D(HRB) such that for all ρA ∈ D(HA)

NA→B(ρA) = LRAB→B(ρA ⊗ ωRB), (16)

where LRAB→B is an LOCC channel (a particular example
of an LOCC channel could be a generalized teleportation
protocol [40]).

Lemma 2 ([41]). All covariant channels (Definition 1) are
teleportation simulable with respect to the resource state
NA→B(�RA).

III. FRAMEWORK FOR THE RESOURCE THEORY OF
k-unextendibility

Any quantum resource theory consists of three ingredients
[16,42]: the resourceful states, the free states, and the re-
stricted set of free channels. The resource states by definition
are those that are not free; they are useful and needed to carry
out a given task. These states cannot be obtained by the action
of the free channels on the free states. Also, free channels
are incapable of increasing the amount of resourcefulness of a
given state, whereas free states can be generated for free.

A. k-extendible states

To develop a framework for the quantum resource theory of
k-unextendibility, specified with respect to a fixed subsystem
(B) of a bipartite system (AB), let us first recall the definition
of a k-extendible state [7–9]:

Definition 3 (k-extendible state). For integer k � 2, a state
ρAB ∈ D(HAB) is k extendible if there exists a state σABk :=
σAB1B2...Bk ∈ D(HAB1B2...Bk ) that satisfies the following two cri-
teria:

(1) The state σAB1B2...Bk is permutation invariant with re-
spect to the B systems, in the sense that for all π ∈ Sk ,

σAB1B2...Bk = Wπ
B1...Bk

(
σAB1B2...Bk

)
, (17)
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where Wπ is the unitary permutation channel associated with
π and Sk is the symmetric group defined over a finite set of k
symbols.

(2) The state ρAB is the marginal of σAB1...Bk , i.e.,

ρAB = TrB2...Bk

{
σAB1...Bk

}
. (18)

Determining whether a bipartite state is separable or not is
a computationally hard task [43,44]. The k-extendible states,
introduced in [7,9], provide a systematic way of testing the
entanglement of a state. If a state is entangled, it is not k
extendible for at least some k; furthermore, it is not k′ ex-
tendible for all k′ � k. However, if the state is separable, then
it is k extendible for all k. Then the question regarding the
separability of the state can be reformulated as the verification
of k-extendibility of a state, which is a semidefinite program
(SDP). The size of the SDP increases with increase in k
because the number of constraints that need to be specified
increases. Nevertheless, checking for k-extendibility of a state
provides a hierarchy of SDPs in the sense discussed above,
which can be insightful in understanding the entanglement of
a bipartite state.

To give some physical context to the definition of a k-
extendible state, suppose that Alice and Bob share a bipartite
state and that Bob subsequently mixes his system and the
vacuum state at a 50:50 beam splitter. Then the resulting state
of Alice’s system and one of the outputs of the beam splitter is
a two-extendible state by construction. As a generalization of
this, suppose that Bob sends his system through the N splitter
of [45, Eq. (10)], with the other input ports set to the vacuum
state. Then the state of Alice’s system and one of the outputs
of the N splitter is N extendible by construction. One could
also physically realize k-extendible states in a similar way by
means of quantum cloning machines [46].

Although the following definition might be obvious, we
nevertheless state it explicitly for clarity:

Definition 4 (Unextendible state). A state that is not k ex-
tendible according to Definition 3 is called k unextendible.

For simplicity and throughout this work, if we men-
tion “extendibility,” “extendible,” “unextendibility,” or “ex-
tendible,” then these terms should be understood as k-
extendibility, k extendible, k-unextendibility, or k unex-
tendible, respectively, with an implicit dependence on k.

Let EXTk(A :B) denote the set of all states σAB ∈ D(HAB)
that are k extendible with respect to system B. A k-extendible
state is also � extendible, where � � k. This follows trivially
from the definition.

B. k-extendible channels

In order to define k-extendible channels, we need to gen-
eralize the notions of permutation invariance and marginals
of quantum states to quantum channels. First, permutation in-
variance of a state gets generalized to permutation covariance
of a channel. Next, the marginal of a state gets generalized
to the marginal of a channel, which includes a no-signaling
constraint, in the following sense:

Definition 5 (k-extendible channel). A bipartite channel
NAB→A′B′ is k extendible if there exists a quantum channel
MAB1...Bk→A′B′

1...B
′
k

that satisfies the following two criteria:

A A’
B B
B B

Bk B’k

π

B
B

Bk

=

A A’
B B
B B

Bk B’k

π

B
B

B’k

=

A A’
B B
B B

Bk B’k
Tr

A A’
B B
B

Bk

Tr

(a)

(b)
FIG. 1. A visual depiction of the conditions for the channel

MAB1 ...Bk→A′B′
1 ...B′

k
to be a k extension of NAB→A′B′ . (a) The extension

channel MAB1 ...Bk→A′B′
1 ...B′

k
should be permutation covariant with re-

spect to Bob’s systems. (b) The extension channel MAB1...Bk→A′B′
1 ...B′

k

should reduce to the original channel NAB→A′B′ when tracing out the
output systems B′

2 . . . B′
k of MAB1...Bk→A′B′

1...B′
k
.

(1) The channel MAB1...Bk→A′B′
1...B

′
k

is permutation covari-
ant with respect to the B systems. That is, for all π ∈ Sk and
for all states ρAB1...Bk , the following equality holds:

MAB1...Bk→A′B′
1...B

′
k

(
Wπ

B1...Bk

(
ρAB1...Bk

))
= Wπ

B′
1...B

′
k

(
MAB1...Bk→A′B′

1...B
′
k

(
ρAB1...Bk

))
, (19)

where Wπ is the unitary permutation channel associated with
the permutation π .

(2) The channel NAB→A′B′ is the marginal of
MAB1...Bk→A′B′

1...B
′
k

in the following sense: for every state
ρAB1...Bk ,

NAB→A′B′ (ρAB1 )

= TrB′
2...B

′
k

{
MAB1...Bk→A′B′

1...B
′
k

(
ρAB1...Bk

)}
. (20)

We can alternatively write (20) as

TrB′
2...B

′
k
◦MAB1...Bk→A′B′

1...B
′
k
= NAB→A′B′ ◦ TrB2...Bk . (21)

A channel MAB1...Bk→A′B′
1...B

′
k

satisfying the above conditions
is called a k extension of NAB→A′B′ .

The conditions in Definition 5 are depicted in Fig. 1.
The condition in (20) corresponds to a one-way no-signaling
(semicausal) constraint on the extended (k − 1) subsystems
Bk−1 := Bk \ Bi to A′B′

i for all i ∈ [k] (cf. [47, Proposition 7]).
This condition can be reformulated as [48]

TrB′
2...B

′
k

{
MAB1...Bk→A′B′

1...B
′
k

(
ρAB1...BK

)}
= TrB′

2...B
′
k

{
MAB1...Bk→A′B′

1...B
′
k

(
Rπ

B2...Bk

(
ρAB1...BK

))}
, (22)

where Rπ
B2...Bk

is a channel that replaces the state in systems
B2 . . . Bk with a mixed state πB2...Bk (or any other arbitrary
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state). Equivalently, the condition in (20) can also be ex-
pressed as

TrB′
2...B

′
k

{
MAB1...Bk→A′B′

1...B
′
k

(
XAB1 ⊗ YB2...Bk

)} = 0 (23)

for all XAB1 ,YB2...Bk such that Tr{YB2...Bk } = 0 [47].
Classical k-extendible channels were defined in a some-

what similar way in [49], and so our definition above
represents a quantum generalization of the classical notion.
We also note here that k-extendible channels were defined in
a different way in [50], but our definitions reduce to the same
class of channels in the case that the input systems B1 through
Bk and the output systems A′ are trivial.

We can reformulate the constraints on the k-extendible
channels in terms of the Choi operator �M

ÂA′B̂kB′k of the exten-
sion channel MAB1...Bk→A′B′

1...B
′
k

of NAB→A′B′ as follows:

�M
ÂA′B̂kB′k � 0, (24)

TrA′B′k
{
�M

ÂA′B̂kB′k
} = IÂB̂k , (25)[

W π

B̂1...B̂k
⊗ W π

B′
1...B

′
k
, �M

ÂA′B̂1...B̂kB′
1...B

′
k

] = 0, ∀ π ∈ Sk (26)

�M
ÂA′B̂1B′

1B̂2...B̂k
= �N

ÂA′B̂1B̂′
1
⊗ πB̂2...B̂k

. (27)

The first constraint corresponds to complete positivity of the
k-extendible channel, while the second constraint corresponds
to trace preservation of the channel. The third constraint
reflects the permutation covariance property of the channel
with respect to the permutation group, and the last constraint
corresponds to the no-signaling condition.

The following theorem is the key statement that makes
the resource theory of unextendibility, as presented above, a
consistent resource theory:

Theorem 1. For a bipartite k-extendible channel NAB→A′B′

and a k-extendible state ρAB, the output state NAB→A′B′ (ρAB) is
k extendible.

Proof. Let ρAB1...Bk be a k extension of ρAB. Let
MAB1...Bk→A′B′

1...B
′
k

be a channel that extends NAB→A′B′ . Then
the following state is a k extension of NAB→A′B′ (ρAB):

MAB1...Bk→A′B′
1...B

′
k

(
ρAB1...Bk

)
. (28)

To verify this statement, consider that for all π ∈ Sk , the
following holds by applying (19) and the fact that ρAB1...Bk is a
k extension of ρAB:

Wπ
B′

1...B
′
k

(
MAB1...Bk→A′B′

1...B
′
k

(
ρAB1...Bk

))
= MAB1...Bk→A′B′

1...B
′
k

(
Wπ

B1...Bk

(
ρAB1...Bk

))
(29)

= MAB1...Bk→A′B′
1...B

′
k

(
ρAB1···Bk

)
. (30)

Due to (20), it follows that NAB→A′B′ (ρAB) is a marginal of
MAB1...Bk→A′B′

1...B
′
k
(ρAB1...Bk ). �

With the above framework in place, we note here that
postulates I–V of [42] apply to the resource theory of unex-
tendibility. The k-extendible channels are the free channels,
and the k-extendible states are the free states.

Example 1 (1W-LOCC). An example of a k-extendible
channel is a one-way local operations and classical com-
munication (1W-LOCC) channel. Consider that a 1W-LOCC

channel NAB→A′B′ can be written as

NAB→A′B′ =
∑

x

Ex
A→A′ ⊗ F x

B→B′ , (31)

where {Ex
A→A′ }x is a collection of completely positive maps

such that
∑

x Ex
A→A′ is a quantum channel and {F x

B→B′ }x

is a collection of quantum channels. A k extension
MAB1...Bk→A′B′

1...B
′
k

of the channel NAB→A′B′ can be taken as
follows:

MAB1...Bk→A′B′
1...B

′
k

=
∑

x

Ex
A→A′ ⊗ F x

B1→B′
1
⊗ F x

B2→B′
2
⊗ · · · ⊗ F x

Bk→B′
k
. (32)

It is then clear that the condition in (19) holds for
MAB1...Bk→A′B′

1...B
′
k

as chosen above. Furthermore, the condi-
tion in (20) holds because each F x

Bi→B′
i

is a channel for i ∈
{1, . . . , k}.

We now define a subclass of k-extendible channels. These
channels are realized as follows: Alice performs a quantum
channel EA→A′C on her system A and obtains systems A′C.
Then, Alice sends C to Bob over a k-extendible channel
Ak

C→C′ . The channel Ak
C→C′ is a special case of the bipartite

k-extendible channel NAB→A′B′ considered in Definition 5, in
which we identify the input C with A of NAB→A′B′ , the output
C′ with B′ of NAB→A′B′ and the systems B and A′ are trivial.
Finally, Bob applies the channel DC′B→B′ on system C′ and
his local system B to get B′. Denoting the overall channel by
Kk

AB→A′B′ , it is realized as follows:

Kk
AB→A′B′ (·) := DC′B→B′ ◦ Ak

C→C′ ◦ EA→A′C (·). (33)

Due to their structure, we can place an upper bound on
the distinguishability of a channel in the subclass described
above and the set of 1W-LOCC channels, as quantified by the
diamond norm [51]. See Appendix A for the precise statement
and for details of the proof.

C. Quantifying k-unextendibility

In any resource theory, it is pertinent to quantify the
resourcefulness of the resource states and the resourceful
channels. Based on the resource theory of unextendibility, any
measure of the k-unextendibility of a state should possess the
following two desirable properties:

(1) data processing: nonincreasing under the action of k-
extendible channels,

(2) attains minimum value if the state is k extendible.
Here we present a measure of unextendibility that is based

on generalized divergence and satisfies both criteria discussed
above:

Definition 6 (Unextendible generalized divergence). The
k-unextendible generalized divergence of a bipartite state ρAB

is defined as

Ek (A; B)ρ = inf
σAB∈EXTk (A:B)

D(ρAB‖σAB), (34)

where D(ρ‖σ ) denotes the generalized divergence from (9).
We can extend the definition above to obtain an unex-

tendible generalized divergence of a channel, in order to
quantify how well a quantum channel can preserve unex-
tendibility.
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Definition 7. The k-unextendible generalized divergence
of a quantum channel NA→B is defined as

Ek (N ) := sup
ψRA∈D(HRA )

inf
σRB∈EXTk (R:B)

D(NA→B(ψRA)‖σRB),

(35)

where D(·‖·) is a generalized divergence and the optimiza-
tion is over all pure states ψRA ∈ D(HRA) with dim(HR) =
dim(HR).

In the definition above, we could have taken an optimiza-
tion over all mixed-state inputs with the reference system R
arbitrarily large. However, due to purification, data process-
ing, and the Schmidt decomposition theorem, doing so does
not result in a larger value of the quantity, so that it suffices to
restrict the optimization as we have done above.

In Definitions 6 and 7, we can take the generalized
divergence to be the quantum relative entropy D, the ε-
hypothesis-testing divergence Dε

h, the α-sandwiched-Rényi
divergence D̃α , the traditional Rényi divergence, the trace dis-
tance, etc., in order to have various k-unextendible measures
of states and channels (see Sec. II C for definitions).

1. k-unextendible divergences for isotropic and Werner states

In this section, we evaluate some unextendible diver-
gences for two specific classes of states: isotropic and Werner
states. In particular, we obtain an analytic form for the
k-unextendible generalized divergence (Proposition 1) for
isotropic states [52] and Werner states [53], and, as a con-
sequence, we calculate its k-unextendible relative entropy and
Rényi divergence (Proposition 2).

Definition 8 (Isotropic state [52]). An isotropic state ρ
(t,d )
AB

is U ⊗ U ∗ invariant for an arbitrary unitary U , where
dim(HA) = d = dim(HB). Such a state can be written in the
following form for t ∈ [0, 1]:

ρ
(t,d )
AB = t�d

AB + (1 − t )
IAB − �d

AB

d2 − 1
, (36)

where �d
AB denotes a maximally entangled state of Schmidt

rank d .
Lemma 3 ([54]). An isotropic state ρ

(t,d )
AB written as in (36)

is k extendible if and only if t ∈ [0, 1
d (1 + d−1

k )].
Proof. Isotropic states are parametrized in [54] for y ∈

[0, d] as

d

d2 − 1

[
(d − y)

IAB

d2
+
(

y − 1

d

)
�d

AB

]
. (37)

There, as shown in [54, Theorem III.8], an isotropic state is k
extendible if and only if

y � 1 + (d − 1)/k. (38)

Translating this to the parametrization in (36), we find that

d

d2 − 1

[
(d − y)

IAB

d2
+
(

y − 1

d

)
�d

AB

]
= d

d2 − 1

[
d − y

d2

(
IAB − �d

AB

)+
(

d − y

d2
+ y − 1

d

)
�d

AB

]
(39)

= d − y

d

IAB − �d
AB

d2 − 1
+ y

d
�d

AB. (40)

Using the fact that t = y/d to translate between the two differ-
ent parametrizations of isotropic states, the condition in (38)
translates to

t � 1

d

(
d − 1

k
+ 1

)
. (41)

This concludes the proof. �
Definition 9 (Werner state [53]). Let A and B be quantum

systems, each of dimension d . A Werner state is defined for
p ∈ [0, 1] as

W (p,d )
AB := (1 − p)

2

d (d + 1)
�+

AB + p
2

d (d − 1)
�−

AB, (42)

where �±
AB := (IAB ± FAB)/2 are the projections onto the sym-

metric and antisymmetric subspaces of A and B.
Lemma 4 ([54]). A Werner state W (p,d )

AB is k extendible if
and only if p ∈ [0, 1

2 ( d−1
k + 1)].

Proof. Werner states are parametrized in [54] for q ∈
[−1, 1] as

d

d2 − 1

[
(d − q)

IAB

d2
+
(

q − 1

d

)
FAB

d

]
. (43)

There, as shown in [54, Theorem III.7], a Werner state is k
extendible if and only if

q � −(d − 1)/k. (44)

Translating this to the parametrization in (42), and using that

IAB = �+
AB + �−

AB, (45)

FAB = �+
AB − �−

AB, (46)

we find that

d

d2 − 1

[
(d − q)

IAB

d2
+
(

q − 1

d

)
FAB

d

]
= d

d2 − 1

[
d − q

d2
(�+

AB + �−
AB)

+
(

q

d
− 1

d2

)
(�+

AB − �−
AB)

]
(47)

= d

d2 − 1

[(
d − q

d2
+ q

d
− 1

d2

)
�+

AB

+
(

d − q

d2
−
(

q

d
− 1

d2

))
�−

AB

]
(48)

= 1 + q

2

2

d (d + 1)
�+

AB + 1 − q

2

2

d (d − 1)
�−

AB. (49)

Using the fact that p = (1 − q)/2 to translate between the two
different parametrizations of Werner states, the condition in
(44) translates to

p � 1

2

(
d − 1

k
+ 1

)
. (50)

This concludes the proof. �
For p, q ∈ [0, 1] and for any generalized divergence D, we

make the following abbreviation:

D(p‖q) := D(κ (p)‖κ (q)), (51)
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where

κ (x) = x|0〉〈0| + (1 − x)|1〉〈1|. (52)

We then have the following:
Proposition 1. The k-unextendible generalized divergence

of a Werner state W (p,d )
AB and an isotropic state ρ

(t,d )
AB are,

respectively, equal to

Ek (A; B)W (p,d ) = inf
q∈[0, 1

2 ( d−1
k +1)]

D(p‖q), (53)

Ek (A; B)ρ (t,d ) = inf
q∈[0, 1

d ( d−1
k +1)]

D(t‖q). (54)

Proof. By definition, Ek (A; B)W p involves an infimum with
respect to all possible k-extendible states. It is monotone with
respect to all 1W-LOCC channels, and one such choice is the
full bilateral twirl:

T W
AB (ωAB) :=

∫
dμ(U )[UA ⊗ UB]ωAB[UA ⊗ UB]†. (55)

Note that this can be implemented by a unitary two-design
[55]. The Werner state is invariant with respect to this chan-
nel, whereas any other k-extendible state σAB becomes a
Werner state under this channel. Let σAB denote an arbitrary
k-extendible state. We thus have

D
(
W (p,d )

AB

∥∥σAB
)
� D

(
T W

AB

(
W (p,d )

AB

)∥∥T W
AB (σAB)

)
(56)

= D
(
W (p,d )

AB

∥∥T W
AB (σAB)

)
(57)

= D
(
W (p,d )

AB

∥∥W (r,d )
AB

)
, (58)

where in the last line, we have noted that T W
AB (σAB) is a Werner

state and can thus be written as W (r,d )
AB for some r ∈ [0, 1]. Fur-

thermore, by Theorem 1, W (r,d )
AB is a k-extendible state since

σAB is by assumption. Thus, it suffices to consider only k-
extendible Werner states in the optimization of Ek (A; B)W (p,d ) .
Next, the following equality holds:

D
(
W (p,d )

AB

∥∥W (r,d )
AB

) = D(p‖r), (59)

because the quantum-to-classical channel

ωAB → Tr{�+
ABωAB}|0〉〈0| + Tr{�−

ABωAB}|1〉〈1| (60)

takes a Werner state W (p,d )
AB to (1 − p)|0〉〈0| + p|1〉〈1| and the

classical-to-quantum channel

τ → 〈0|τ |0〉 2

d (d + 1)
�+

AB + 〈1|τ |1〉 2

d (d − 1)
�−

AB (61)

takes (1 − p)|0〉〈0| + p|1〉〈1| back to W (p,d )
AB . Finally, we can

conclude the first equality in the statement of the theorem.
The reasoning for the second equality is exactly the same,

but we instead employ the bilateral twirl

T I
AB(ωAB) :=

∫
dμ(U )[UA ⊗ U ∗

B ]ωAB[UA ⊗ U ∗
B ]†

. (62)

This is a k-extendible channel, the isotropic states are invariant
under this twirl, and all other states are projected to isotropic
states under this twirl. Also, the channel

ωAB → Tr{�ABωAB}|0〉〈0| + Tr{(IAB − �AB)ωAB}|1〉〈1|
(63)

takes an isotropic state ρ
(t,d )
AB to t |0〉〈0| + (1 − t )|1〉〈1| and the

classical-to-quantum channel

τ → 〈0|τ |0〉�AB + 〈1|τ |1〉 IAB − �AB

d2 − 1
(64)

allows for going back. These statements allow us to conclude
the second inequality.

Lemma 5. Let 1 > p > q > 0. Then the relative entropy
D(p‖q) is a monotone decreasing function of q for p > q >

0. That is, for 1 > p > q > r > 0, the following inequality
holds:

D(p‖r) > D(p‖q). (65)

Proof. To prove the statement, we show that the derivative
of D(p‖q) with respect to q is negative. The derivative of
D(p‖q) with respect to q is equal to

d

dq
D(p‖q) = 1 − p

1 − q
− p

q
. (66)

The condition that d
dq D(p‖q) < 0 is thus equivalent to the

condition
q

1 − q
<

p

1 − p
. (67)

This latter condition holds because the function x/(1 − x)
is a monotone increasing function on the interval x ∈ (0, 1).
That this latter claim is true follows because the derivative of
x/(1 − x) with respect to x is given by

d

dx

( x

1 − x

)
= 1

1 − x
+ x

(1 − x)2 , (68)

which is positive for x ∈ (0, 1). �
Lemma 6. Let 1 > p > q > 0 and let α ∈ (0, 1) ∪ (1,∞).

Then the Rényi relative entropy Dα (p‖q) is a monotone de-
creasing function of q for p > q > 0. That is, for 1 > p >

q > r > 0, the following inequality holds:

Dα (p‖r) > Dα (p‖q). (69)

Proof. To prove the statement, we show that the derivative
of Dα (p‖q) with respect to q is negative. The derivative of
Dα (p‖q) with respect to q is equal to

d

dq
Dα (p‖q) =

[
1 − q + 1( q

1−q /
p

1−p

)α − 1

]−1

(70)

=
( q

1−q /
p

1−p

)α − 1[( q
1−q /

p
1−p

)α − 1
]
[1 − q] + 1

. (71)

Since p
1−p >

q
1−q for 1 > p > q > 0 (as shown in the previous

proof), it follows that(
q

1 − q

/
p

1 − p

)α

− 1 < 0 (72)

for all α ∈ (0, 1) ∪ (1,∞). We would then like to prove that[(
q

1 − q

/
p

1 − p

)α

− 1

]
[1 − q] + 1 > 0. (73)
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Note that this is equivalent to[
1 −

(
q

1 − q

/
p

1 − p

)α]
[1 − q] < 1, (74)

which follows because

1 −
(

q

1 − q

/
p

1 − p

)α

∈ (0, 1) (75)

and 1 − q ∈ (0, 1). Thus, we can conclude that d
dq Dα (p‖q) <

0 for 1 > p > q > 0, and the statement of the lemma
follows. �

With all of the above, we conclude the following:
Proposition 2. The k-unextendible relative entropies of a

Werner state W (p,d )
AB and an isotropic state ρ

(t,d )
AB are, respec-

tively, equal to

Ek (A; B)W (p,d )

=
{

0 if p ∈ [0, 1
2

(
d−1

k + 1
)]

D
(

p
∥∥ 1

2

(
d−1

k + 1
))

else
,

(76)

Ek (A; B)ρ (t,d )

=
{

0 if p ∈ [0, 1
d

(
d−1

k + 1
)]

D
(
t‖ 1

d

(
d−1

k + 1
))

else
.

(77)

Similarly, the k-unextendible Rényi divergences are given for
α ∈ (0, 1) ∪ (1,∞) by

Eα
k (A; B)W (p,d )

=
{

0 if p ∈ [0, 1
2

(
d−1

k + 1
)]

Dα

(
p‖ 1

2

(
d−1

k + 1
))

else
,

(78)

Eα
k (A; B)ρ (t,d )

=
{

0 if p ∈ [0, 1
d

(
d−1

k + 1
)]

Dα

(
t‖ 1

d

(
d−1

k + 1
))

else.

(79)

2. Properties of k-unextendible divergences of a bipartite state

In this section, we discuss some of the properties of
an unextendible generalized divergence, focusing first on
the quantity derived from quantum relative entropy. The k-
unextendible relative entropy of a state ρAB is given by
Definition 6, by replacing D with the quantum relative entropy
D. In particular, we prove several properties of unextendible
relative entropy, including uniform continuity (Lemma 8),
faithfulness (Lemma 9), subadditivity, additivity under tensor-
product states (Lemma 10), and convexity (Lemma 11).

We begin by proving the uniform continuity of unex-
tendible relative entropy. In order to do so, we use the
following result [56] concerning the relative entropy distance
with respect to any closed, convex set C of states, or more
generally positive semidefinite operators:

DC (ρ) := inf
γ∈C

D(ρ‖γ ). (80)

Lemma 7 ([56]). For a closed, convex, and bounded set C
of positive semidefinite operators, containing at least one of
full rank, let

κ := sup
τ,τ ′

[DC (τ ) − DC (τ ′)] (81)

be the largest variation of DC . Then, for any two states ρ and
σ for which 1

2‖ρ − σ‖1 � ε, with ε ∈ [0, 1], we have that

|DC (ρ) − DC (σ )| � εκ + g(ε), (82)

where g(ε) := (ε + 1) log2(ε + 1) − ε log2 ε.
Lemma 8 (Uniform continuity). For any two bipartite

states ρAB and σAB acting on the composite Hilbert space
HA ⊗ HB, with d = min{|A|, |B|}, and

1
2‖ρAB − σAB‖ � ε ∈ [0, 1], (83)

we have that

|Ek (A; B)ρ − Ek (A; B)σ | � ε log2 min{d, k} + g(ε). (84)

Proof. This follows directly from Lemma 7. To see this,
observe that we have the following inequalities holding for
any states τAB and τ ′

AB:

Ek (A; B)τ ′ � 0, (85)

Ek (A; B)τ � ER(A; B)τ (86)

� min{S(A)τ , S(B)τ } (87)

� log d, (88)

where ER(A; B)τ denotes the relative entropy of entanglement
[6,57].

Finally, we obtain the log2 k upper bound on Ek (A; B)τ
by picking the k-extendible state for Ek (A; B)τ =
infσAB∈EXTk (A:B) D(τAB‖σAB) as

σAB = 1

k
τAB +

(
1 − 1

k

)
τA ⊗ τB. (89)

Such a state is k extendible with a k extension given by

σAB1...Bk = 1

k

k∑
i=1

τB1 ⊗ · · · ⊗ τBi−1 ⊗ τABi ⊗ τBi+1 ⊗ · · · ⊗ τBk .

(90)
Then by using the facts that D(ρ‖σ ) � D(ρ‖σ ′) for 0 � σ �
σ ′ and D(ρ‖cσ ) = D(ρ‖σ ) − log2 c for c > 0, we find that

Ek (A; B)τ = inf
σAB∈EXTk (A:B)

D(τAB‖σAB) (91)

� D

(
τAB

∥∥∥∥1

k
τAB +

(
1 − 1

k

)
τA ⊗ τB

)
(92)

� D(τAB‖τAB) − log2(1/k) = log2 k. (93)

This concludes the proof. �
Lemma 9 (Faithfulness). Fix ε ∈ [0, 1]. The k-

unextendible relative entropy Ek (A; B)ρ of any arbitrary
state ρAB is a faithful measure, in the following sense: If
Ek (A; B)ρ � ε, then

inf
σAB∈EXTk (A:B)

‖ρAB − σAB‖1 �
√

ε 2 ln 2 (94)

and if infσAB∈EXTk (A:B)
1
2‖ρAB − σAB‖1 � ε, then

Ek (A; B)ρ � ε log2 min{d, k} + g(ε). (95)
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Proof. The proof of the first statement follows directly
from the quantum Pinsker inequality [58, Theorem 1.15]. The
second statement follows directly from Lemma 8. �

Lemma 10 (Subadditivity and nonextensivity). For a state
ρA1B1A2B2...AnBn

:= ω
(1)
A1B1

⊗ ω
(2)
A2B2

⊗ · · · ⊗ ω
(n)
AnBn

, the k-
unextendible relative entropy is subadditive and nonextensive,
in the sense that

Ek (A1A2 . . . An; B1B2 . . . Bn)ρ

� min

{
log2 k,

n∑
i=1

Ek (Ai; Bi )ω(i)

}
. (96)

In fact, the nonextensivity bound

Ek (A1A2 . . . An; B1B2 . . . Bn)ρ � log2 k (97)

applies to an arbitrary state ρA1B1A2B2...AnBn .
Proof. The subadditivity proof is straightforward. We show

it for a tensor product of two states and note that the general
statement follows from induction:

Ek (A1A2; B1B2)ρ

= inf
σA1A2B1B2 ∈

EXTk (A1A2 : B1B2 )

D
(
ωA1B1 ⊗ τA2B2

∥∥σA1A2B1B2

)
� inf

σA1B1 ⊗ σA2B2 ∈
EXTk (A1A2 : B1B2 )

D
(
ωA1B1 ⊗ τA2B2

∥∥σA1B1 ⊗ σA2B2

)
= inf

σA1B1 ∈EXTk (A1:B1 )
D
(
ωA1B1

∥∥σA1B1

)
+ inf

σA2B2 ∈EXTk (A2:B2 )
D
(
τA2B2

∥∥σA2B2

)
= Ek (A1; B1)ω + Ek (A2; B2)τ . (98)

The first equality follows from the definition. The first in-
equality follows from a particular choice of σA1A2B1B2 . The
second inequality follows from additivity of relative entropy
with respect to tensor-product states.

The proof of the nonextensivity upper bound of log2 k
follows from the same reasoning as in (91)–(93). �

Lemma 11 (Convexity). Let a bipartite state ρAB =∑
x∈X pX (x)ρx

AB, where pX (x) is a probability distribution and
{ρx

AB}x is a set of quantum states. Then, the k-unextendible
relative entropy is convex, in the sense that

Ek (A; B)ρ �
∑
x∈X

pX (x)Ek (A; B)ρx . (99)

Proof. Let σ x
AB be the k-extendible state that achieves the

minimum for ρx
AB in Ek (A; B)ρx . Then,

Ek (A; B)ρ = inf
σAB∈EXTk (A:B)

D(ρAB‖σAB) (100)

� D

(∑
x

pX (x)ρx
AB

∥∥∥∥∥∑
x

pX (x)σ x
AB

)
(101)

�
∑

x

pX (x)D
(
ρx

AB

∥∥σ x
AB

)
(102)

=
∑

x

pX (x)Ek (A; B)ρ. (103)

The second inequality follows from the joint convexity of
quantum relative entropy. �

The following lemmas have straightforward proofs, mak-
ing use of the additivity of sandwiched Rényi relative entropy
with respect to tensor-product states, as well as its joint quasi-
convexity:

Lemma 12 (Subadditivity and nonextensivity). For a state
ρA1B1A2B2...AnBn

:= ω
(1)
A1B1

⊗ ω
(2)
A2B2

⊗ · · · ⊗ ω
(n)
AnBn

and α ∈
(0, 1) ∪ (1,∞), the k-unextendible α-sandwiched-Rényi
divergence is subadditive and nonextensive, in the sense that

Ẽα
k (A1A2 . . . An; B1B2 . . . Bn)ρ

� min

{
log2 k,

n∑
i=1

Ẽα
k (Ai; Bi )ω(i)

}
. (104)

In fact, the nonextensivity bound

Ẽα
k (A1A2 . . . An; B1B2 . . . Bn)ρ � log2 k (105)

applies to an arbitrary state ρA1B1A2B2...AnBn .
Lemma 13. The k-unextendible α-sandwiched-Rényi di-

vergence is quasiconvex, i.e., if ρAB ∈ D(HAB) decomposes
as ρAB = ∑

x∈X pX (x)ρx
AB, where

∑
x∈X pX (x) = 1 and each

ρx
AB ∈ D(HAB), then

Ẽα
k (A; B)ρ � sup

x
Ẽα

k (A; B)ρx . (106)

IV. UNEXTENDIBILITY, NONASYMPTOTIC ONE-WAY
DISTILLABLE ENTANGLEMENT, AND NONASYMPTOTIC

QUANTUM CAPACITY

In this section, we use the resource theory of unextendibil-
ity to derive nonasymptotic converse bounds on the rate at
which entanglement can be transmitted over a finite number of
uses of a quantum channel. We do the same for the nonasymp-
totic one-way distillable entanglement of a bipartite state.

A. Entanglement transmission codes and one-way
entanglement distillation protocols

An (n, M, ε) entanglement transmission protocol accom-
plishes the task of entanglement transmission over n indepen-
dent uses of a quantum channel NA→B. The case of n = 1 is
known as “one-shot entanglement transmission,” given that
we are considering just a single use of a channel in this case.
However, note that a given (n, M, ε) entanglement transmis-
sion protocol for the channel NA→B can be considered as a
(1, M, ε) entanglement transmission protocol for the channel
N⊗n

A→B.
An entanglement transmission code for N is specified by

a triplet {M, E,D}, where M = dim(HR) is the Schmidt rank
of a maximally entangled state �RA′ , one share of which is
to be transmitted over N . The quantum channels EA′→An and
DBn→Â are encoding and decoding channels, respectively. An
(n, M, ε) code is such that

F (�RÂ, ωRÂ) � 1 − ε, (107)

where

ωRÂ := (
DBn→Â ◦ N⊗n

A→B ◦ EA′→An

)
(�RA′ ). (108)

022401-9



KAUR, DAS, WILDE, AND WINTER PHYSICAL REVIEW A 104, 022401 (2021)

FIG. 2. Depiction of an entanglement transmission protocol as-
sisted by a k-extendible postprocessing channel. The quantum
channel N is used n times, in conjunction with an encoding chan-
nel EA′→An and a k-extendible postprocessing decoding channel
KRBn→RÂ, in order to establish entanglement shared between Alice
and Bob.

We note that the criterion F (�RÂ, ωRÂ) � 1 − ε is equivalent
to

Tr{�RÂωRÂ} � 1 − ε. (109)

We can also consider a modification of the above protocol in
which the final decoding is a k-extendible channel DRBn→RÂ,
acting on the input systems R : Bn and outputting the systems
R : Â. See Fig. 2 for a depiction of such a modified protocol.
We call such a protocol entanglement transmission assisted by
a k-extendible postprocessing, and the resulting nonasymp-
totic quantum capacity is denoted by Q(k)

I (NA→B, n, ε).
Another kind of protocol to consider is a one-way

entanglement distillation protocol. An (n, M, ε) one-way en-
tanglement distillation protocol begins with Alice and Bob
sharing n copies of a bipartite state ρAB. They then act with
a 1W-LOCC channel LAnBn→MAMB on ρ⊗n

AB , and the resulting
state satisfies

F
(
LAnBn→MAMB

(
ρ⊗n

AB

)
,�MAMB

)
� 1 − ε, (110)

where �MAMB is a maximally entangled state of Schmidt
rank M. We can also modify this protocol to allow for
a k-extendible channel instead of a 1W-LOCC channel,
and the resulting protocol is an (n, M, ε) entanglement dis-
tillation protocol assisted by a k-extendible channel. Let
D(k)(ρAB, n, ε) denote the nonasymptotic distillable entan-
glement with the assistance of k-extendible channels, i.e.,
D(k)(ρAB, n, ε) is equal to the maximum value of 1

n log2 M
such that there exists an (n, M, ε) protocol for ρAB as de-
scribed above.

B. Bounds on nonasymptotic quantum capacity and one-way
distillable entanglement in terms of k-extendible divergence

We now establish an upper bound on the nonasymptotic
quantum capacity in terms of the unextendible hypothesis
testing divergence:

Theorem 2. The following bound holds for all k ∈ N and
for every (1, M, ε) entanglement transmission protocol over a
quantum channel N and assisted by a k-extendible postpro-

cessing:

− log2

[
1

M
+ 1

k
− 1

Mk

]
� sup

ψRA

E ε
k (R; B)τ , (111)

where

E ε
k (R; B)τ := inf

σRB∈EXTk (R;B)
Dε

h(τRB‖σRB) (112)

is the k-unextendible ε-hypothesis-testing divergence, τRB :=
NA→B(ψRA), and the optimization in (111) is with respect
to pure states ψRA such that dim(HR) = dim(HA). Similarly,
the following bound holds for any (1, M, ε) entanglement
distillation protocol for a state ρAB, which is assisted by a
k-extendible postprocessing:

− log2

[
1

M
+ 1

k
− 1

Mk

]
� E ε

k (A; B)ρ. (113)

Proof. Suppose that there exists a (1, M, ε) entanglement
transmission protocol, assisted by a k-extendible postpro-
cessing, that satisfies the condition in (107). Let σRÂ ∈
EXTk(R; Â), and let �RÂ denote a maximally entangled state.
Then the following chain of inequalities holds:

Dε
h(ωRÂ‖σRÂ)

� − log2 Tr{�RÂσRÂ} (114)

= − log2 Tr

{∫
dU (UR ⊗ U ∗

Â )�RÂ(UR ⊗ U ∗
Â )†σRÂ

}
(115)

= − log2 Tr

{
�RÂ

∫
dU (UR ⊗ U ∗

Â )†σRÂ(UR ⊗ U ∗
Â )

}
. (116)

The first inequality follows because the condition in (109)
implies that we can relax the measurement operator � in (14)
to be equal to �RÂ. The first equality is due to the “transpose
trick” property of the maximally entangled state, which leads
to its U ⊗ U ∗ invariance. For the last equality, we use the
cyclic property of the trace.

Let

σ RÂ :=
∫

dU (UR ⊗ U ∗
Â )†σRÂ(UR ⊗ U ∗

Â ). (117)

The state σ RÂ is k extendible because σRÂ is and because the
unitary twirl can be realized as a 1W-LOCC channel. The
symmetrized state σ RÂ is furthermore isotropic because it is
invariant under the action of a unitary of the form U ⊗ U ∗.
From Lemma 3, we find that

σ RÂ = t�RÂ + (1 − t )
IRÂ − �RÂ

M2 − 1
, (118)

for some t ∈ [0, 1
M + 1

k − 1
Mk ]. Combining (118) with (116)

leads to

Dε
h(ωRÂ‖σRÂ) � − log2 t (119)

� − log2

[
1

M
+ 1

k
− 1

Mk

]
. (120)
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Since the above bound holds for an arbitrary state σRÂ ∈
EXTk(R; Â), we conclude that

E ε
k (R; Â)ω = inf

σRÂ∈EXTk (R;Â)
Dε

h(ωRÂ‖σRÂ) (121)

� − log2

[
1

M
+ 1

k
− 1

Mk

]
. (122)

Let ρRB := NA→B(ρRA), where ρRA := EA′→A(�RA′ ), and let
σRB ∈ EXTk(R; B). Then for a k-extendible postprocessing
channel DRB→RÂ, we have that

Dε
h(ρRB‖σRB) � Dε

h(DRB→RÂ(ρRB)‖DRB→RÂ(σRB)) (123)

= Dε
h(ωRÂ‖σRÂ) (124)

� E ε
k (R; Â)ω. (125)

The first inequality follows from the data-processing inequal-
ity for the hypothesis testing relative entropy. The channel
DRB→RÂ is a k-extendible channel, and given that σRB ∈
EXTk(R; B), Theorem 1 implies that σRÂ ∈ EXTk(R; Â). The
last inequality follows from the definition in (112). Since this
inequality holds for all σRB ∈ EXTk(R; B), we conclude that

E ε
k (R; B)ρ � E ε

k (R; Â)ω. (126)

We now optimize E ε
k with respect to all inputs ρRA to the

channel NA→B:

sup
ρRA

E ε
k (R; B)N (ρ) � E ε

k (R; B)N (ρ). (127)

Using purification, the Schmidt decomposition theorem, and
the data-processing inequality of E ε

k (R; B)ρ , we find that

sup
ρRA

E ε
k (R; B)N (ρ) = sup

ψRA

E ε
k (R; B)N (ψ ) (128)

for a pure state ψRA with |R| = |A|. Combining (121), (126),
and (128), we conclude the bound in (111).

By employing similar reasoning as above, we arrive at the
bound in (113). �

Remark 1. Note that Theorem 2 applies in the case that
the channel N is an infinite-dimensional channel, taking in-
put density operators acting on a separable Hilbert space to
output density operators acting on a separable Hilbert space.
In claiming this statement, we are supposing that an entangle-
ment transmission protocol begins with a finite-dimensional
space, the encoding then maps to the infinite-dimensional
space, the channel N acts, and then finally the decoding chan-
nel maps back to a finite-dimensional space. Furthermore, an
entanglement distillation protocol acts on infinite-dimensional
states and distills finite-dimensional maximally entangled
states from them. We arrive at this conclusion because
the ε-hypothesis-testing relative entropy is well defined for
infinite-dimensional states.

Remark 2. Due to the facts that Dε
h(ρ‖σ ) � Dε

h(ρ‖σ ′) for
0 � σ � σ ′, Dε

h(ρ‖cσ ) = Dε
h(ρ‖σ ) − log2 c for c > 0 [59,

Lemma 7], Dε
h(ρ‖ρ) = log2(

1
1−ε

), and by applying the same
reasoning as in (91)–(93), we conclude that

sup
ψRA

E ε
k (R; B)τ � log2

(
1

1 − ε

)
+ log2 k, (129)

which provides a limitation on the (ε, k) unextendibility of
any quantum channel.

By turning around the bound in (111), we find the follow-
ing alternative way of expressing it:

Remark 3. The number of ebits (log2 M) transmitted by a
(1, M, ε) entanglement transmission protocol over a quantum
channel N and assisted by a k-extendible postprocessing is
bounded from above as

log2 M � log2

(
k − 1

k

)
− log2

(
2− supψRA

E ε
k (R;B)τ − 1

k

)
,

(130)

where E ε
k (R; B)τ is defined in (112).

1. On the size of the extendibility parameter k versus the error ε

By observing the form of the bound in Remark 3, we see
that it is critical for the inequality

2− supψRA
E ε

k (R;B)τ − 1

k
> 0 (131)

to hold in order for the bound to be nontrivial. Related, we
see that this inequality always holds in the limit k → ∞, and
in this limit, we recover the ε-relative entropy of entanglement
bound from [4,38]. Here, we address the question of how large
k should be in order to ensure that the inequality in (131)
holds.

Proposition 3. For a fixed ε ∈ (0, 1), the following in-
equality holds:

2−E ε
k (N ) − 1

k
> 0 (132)

or, equivalently, that

E ε
k (N ) < log2 k (133)

as long as

k > 2Iε
h (N )ε + 1, (134)

where

Iε
h (N ) := sup

ψRA

Dε
h(NA→B(ψRA)‖ψR ⊗ NA→B(ψA)) (135)

is the channel’s ε-mutual information.
Proof. This follows because the condition in (133) is equiv-

alent to

E ε
k (N ) = sup

ψRA

inf
σRB∈EXTk (R;B)

Dε
h(NA→B(ψRA)‖σRB) < log2 k.

(136)

We can pick the k-extendible state σ
ψ
RB, for a fixed ψRA, as

follows:

σ
ψ
RB = 1

k
NA→B(ψRA) +

(
1 − 1

k

)
ψR ⊗ NA→B(ψA), (137)

implying that

E ε
k (N ) � sup

ψRA

Dε
h

(
NA→B(ψRA)

∥∥σψ
RB

)
. (138)
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The choice σ
ψ
RB is k extendible because the following state

constitutes its k extension:

σ
ψ
RB1...Bk

= 1

k

k∑
i=1

NA→B1 (ψA) ⊗ · · · ⊗ NA→Bi−1 (ψA)

⊗NA→Bi (ψRA) ⊗ NA→Bi+1 (ψA) ⊗ · · ·
⊗NA→Bk (ψA). (139)

The optimal measurement operator �∗ for
Dε

h(NA→B(ψRA)‖σψ
RB) satisfies

Tr{�∗NA→B(ψRA)} � 1 − ε, (140)

which means that

Tr
{
�∗σψ

RB

} = 1

k
Tr{�∗NA→B(ψRA)}

+
(

1 − 1

k

)
Tr{�∗[ψR ⊗ NA→B(ψA)]}

� 1

k
[1 − ε] +

(
1 − 1

k

)
2−Iε

h (N ), (141)

and in turn that

Dε
h

(
NA→B(ψRA)

∥∥σψ
RB

)

� − log2

[
1

k
[1 − ε] +

(
1 − 1

k

)
2−Iε

h (N )

]
. (142)

The goal is to have the right-hand side above less than log2 k
for all ψRA, and this condition is equivalent to

− log2

[
1

k
[1 − ε] +

(
1 − 1

k

)
2−Iε

h (N )

]
< log2 k. (143)

Rewriting this, it is the same as

1

k
[1 − ε] +

(
1 − 1

k

)
2−Iε

h (N ) >
1

k
, (144)

which is in turn the same as

−ε

k
+
(

1 − 1

k

)
2−Iε

h (N ) > 0 (145)

⇔ (k − 1)2−Iε
h (N ) > ε (146)

⇔ k > 2Iε
h (N )ε + 1. (147)

This concludes the proof. �
Remark 4. We note that the lower bound on k from Propo-

sition 3 is not necessarily optimal and certainly could be
improved. For example, when ε < 1

2 and the channel N is a
two-extendible channel, k = 2 suffices in order for the bound
from Theorem 2 to apply, and thus the bound in Proposition
3 can be very loose. The value of Proposition 3 is simply
in knowing that a finite lower bound on k exists for every
channel, such that one can always find a finite k for and
beyond which our bound on entanglement transmission rates
applies.

C. Nonasymptotic quantum capacity assisted by
k-extendible channels

In this section, we define another kind of nonasymptotic
quantum capacity, in which a quantum channel is used n

times, and between every channel use, a k-extendible channel
is employed for free to assist in the goal of entanglement
transmission. Such a protocol is similar to those that have been
discussed in the literature previously [60–62], but we review
the details here for completeness.

In such a protocol (see Fig. 3 for a depiction of an exam-
ple), a sender Alice and a receiver Bob are spatially separated
and connected by a quantum channel NA→B. They begin by
performing a k-extendible channel K(1)

∅→A′
1A1B′

1
, which leads to

a k-extendible state ρ
(1)
A′

1A1B′
1
, where A′

1 and B′
1 are systems that

are finite dimensional but arbitrarily large. The system A1 is
such that it can be fed into the first channel use. Alice sends
system A1 through the first channel use, leading to a state
σ

(1)
A′

1B1B′
1

:= NA1→B1 (ρ (1)
A′

1A1B′
1
). Alice and Bob then perform the

k-extendible channel K(2)
A′

1B1B′
1→A′

2A2B′
2
, which leads to the state

ρ
(2)
A′

2A2B′
2

:= K(2)
A′

1B1B′
1→A′

2A2B′
2

(
σ

(1)
A′

1B1B′
1

)
. (148)

Alice sends system A2 through the second channel use
NA2→B2 , leading to the state σ

(2)
A′

2B2B′
2

:= NA2→B2 (ρ (1)
A′

2A2B′
2
). This

process iterates: the protocol uses the channel n times. In
general, we have the following states for all i ∈ {2, . . . , n}:

ρ
(i)
A′

iAiB′
i

:= K(i)
A′

i−1Bi−1B′
i−1→A′

iAiB′
i

(
σ

(i−1)
A′

i−1Bi−1B′
i−1

)
, (149)

σ
(i)
A′

iBiB′
i

:= NAi→Bi

(
ρ

(i)
A′

iAiB′
i

)
, (150)

where K(i)
A′

i−1Bi−1B′
i−1→A′

iAiB′
i

is a k-extendible channel. The fi-
nal step of the protocol consists of a k-extendible channel
K(n+1)

A′
nBnB′

n→MAMB
, which generates the systems MA and MB for

Alice and Bob, respectively. The protocol’s final state is as
follows:

ωMAMB
:= K(n+1)

A′
nBnB′

n→MAMB

(
σ

(n)
A′

nBnB′
n

)
. (151)

The goal of the protocol is that the final state ωMAMB is close
to a maximally entangled state. Fix n, M ∈ N and ε ∈ [0, 1].
The original protocol is an (n, M, ε) protocol if the channel is
used n times as discussed above, |MA| = |MB| = M, and if

F
(
ωMAMB ,�MAMB

) = 〈�|MAMBωMAMB |�〉MAMB (152)

� 1 − ε. (153)

Let Q(k)
II (NA→B, n, ε) denote the nonasymptotic quan-

tum capacity assisted by k-extendible channels, i.e.,
Q(k)

II (NA→B, n, ε) is the maximum value of 1
n log2 M such

that there exists an (n, M, ε) protocol for NA→B as described
above.

A rate R is achievable for k-extendible-assisted quantum
communication if for all ε ∈ (0, 1], δ > 0, and sufficiently
large n, there exists an (n, 2n(R−δ), ε) protocol. The k-
extendible-assisted quantum capacity of a channel N , denoted
as Q(k)

II (N ), is equal to the supremum of all achievable rates.
Theorem 3. The following converse bound holds for every

integer k � 2 and for every (n, M, ε) k-extendible assisted
quantum communication protocol over n uses of a quantum
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FIG. 3. Depiction of a quantum communication protocol using a quantum channel N assisted by k-extendible channels before and after
every channel use. The quantum channel N is used n times, in conjunction with the assisting k-extendible channels, in order to establish
entanglement shared between Alice and Bob.

channel N :

−1

n
log2

[
1

M
+ 1

k
− 1

Mk

]
� Emax

k (N ) + 1

n
log2

(
1

1 − ε

)
,

(154)

where Emax
k (N ) is the k-unextendible max-relative entropy of

the channel N , defined as

Emax
k (R; B)ρ := inf

σRB∈EXTk (R:B)
Dmax(ρRB‖σRB), (155)

τRB := NA→B(ψRA), and the optimization is with respect to
pure states ρRA with |R| = |A|.

Proof. The above bound can be derived by invoking Propo-
sition 6 and following arguments similar to those given in the
proof of [62, Theorem 3]. We also require the amortization
collapse of Emax

k (N ), as given in Appendix B. �
Similar to the observation in Remark 3, by turning around

the bound in (154), we find the following alternative way of
expressing it:

Remark 5. The number of qubits (log2 M) transmitted by
an (n, M, ε) k-extendible assisted quantum communication
protocol conducted over a quantum channel N is bounded
from above as

log2 M � log2

(
k − 1

k

)
− log2

(
2−nEmax

k (N )[1 − ε] − 1

k

)
,

(156)

where Emax
k (N ) is the k-unextendible max-relative entropy of

the channel N , as defined in (B7).
Related to the discussion in Sec. IVB1, it is necessary for

the inequality 2−nEmax
k (N )[1 − ε] − 1

k > 0 to hold in order for
the bound in (156) to be nontrivial. The following proposition
gives a sufficient condition on the size of k in order for the
inequality in (156) to hold. This condition can be checked
numerically.

Proposition 4. Fix ε ∈ (0, 1), a channel N , and n � 1. The
following inequality holds:

2−nEmax
k (N )[1 − ε] − 1

k
> 0 (157)

or, equivalently,

nEmax
k (N ) + log2

(
1

1 − ε

)
< log2 k, (158)

as long as

k > 2Imax(N )

[
k1−1/n

[1 − ε]1/n − (1 − 2−Imax(N ) )

]
, (159)

where

Imax(N ) := sup
ψRA

Dmax(NA→B(ψRA)‖ψR ⊗ NA→B(ψA)) (160)

is the channel’s max-mutual information.
Proof. The condition in (158) is equivalent to

Emax
k (N ) = sup

ψRA

inf
σRB∈EXTk (R:B)

Dmax(NA→B(ψRA)‖σRB)

< log2 k. (161)

We can pick the k-extendible state σ
ψ
RB, for a fixed ψRA, as

follows:

σ
ψ
RB = 1

k
NA→B(ψRA) +

(
1 − 1

k

)
ψR ⊗ NA→B(ψA), (162)

implying that

Emax
k (N ) � sup

ψRA

Dmax
(
NA→B(ψRA)

∥∥σψ
RB

)
. (163)

Now defining, for a fixed ψRA,

λ(ψ ) := Imax(R; B)N (ψ ) (164)

:= Dmax(NA→B(ψRA)‖ψR ⊗ NA→B(ψA)), (165)

we find that

σ
ψ
RB = 1

k
NA→B(ψRA) +

(
1 − 1

k

)
ψR ⊗ NA→B(ψA) (166)

� 1

k
NA→B(ψRA) +

(
1 − 1

k

)
2−λ(ψ )NA→B(ψRA) (167)

=
[

1

k
+
(

1 − 1

k

)
2−λ(ψ )

]
NA→B(ψRA). (168)

Now exploiting the fact that Dmax(ρ‖σ ) � Dmax(ρ‖σ ′) for
σ � σ ′ � 0, as well as Dmax(ρ‖cσ ) = Dmax(ρ‖σ ) − log2 c
for c > 0, we find that

sup
ψRA

Dmax
(
NA→B(ψRA)

∥∥σψ
RB

)

� sup
ψRA

{
Dmax(NA→B(ψRA)‖NA→B(ψRA))

− log2

[
1

k
+
(

1 − 1

k

)
2−λ(ψ )

]}
(169)

= sup
ψRA

{
− log2

[
1

k
+
(

1 − 1

k

)
2−λ(ψ )

]}
(170)
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= − log2

[
1

k
+
(

1 − 1

k

)
2−Imax(N )

]
(171)

= − log2

[
2−Imax(N ) + 1

k
(1 − 2−Imax(N ) )

]
. (172)

The goal is to have the inequality in (158) holding, and, by the
above analysis, this results if the following inequality holds:

−n log2

{[
2−Imax(N ) + 1

k
(1 − 2−Imax(N ) )

]}
+ log2

(
1

1 − ε

)
< log2 k. (173)

Rewriting this, it is the same as[
2−Imax(N ) + 1

k
(1 − 2−Imax(N ) )

]n

[1 − ε] >
1

k

⇔
[

2−Imax(N ) + 1

k
(1 − 2−Imax(N ) )

]
[1 − ε]1/n >

1

k1/n

⇔ [k2−Imax(N ) + (1 − 2−Imax(N ) )][1 − ε]1/n > k1−1/n (174)

⇔ k2−Imax(N ) + (1 − 2−Imax(N ) ) >
k1−1/n

[1 − ε]1/n (175)

⇔ k > 2Imax(N )

[
k1−1/n

[1 − ε]1/n − (1 − 2−Imax(N ) )

]
. (176)

This concludes the proof. �
A similar comment as in Remark 4 applies to

Proposition 4.
We now define k-simulable channels and observe how the

upper bounds on nonasymptotic quantum capacity simplify
for these channels.

Definition 10 (k-simulable channels). A channel NA→B is
k-simulable with associated resource state ωRB̂ if the follow-
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FIG. 4. Upper bounds on the number of qubits that can be re-
liably transmitted over a depolarizing channel with p = 0.1 and
ε = 0.05. The red dashed line is the bound from Theorem 2. The
green dashed-dotted and blue dotted lines are upper bounds from [4]
and [3], respectively.

ing holds for every input state ρA ∈ D(HA):

NA→B(ρA) = KRAB̂→B(ρA ⊗ ωRB̂), (177)

where KRAB→B is a k-extendible channel.
Note that a teleportation-simulable channel, as given in

Definition 2, is a particular example of a k-simulable channel,
whenever the LOCC channel in (16) is a 1W-LOCC channel.

For a k-simulable channel, an (n, M, ε) quantum commu-
nication protocol assisted by k-extendible channels simplifies
in such a way that it is equivalent to an (n, M, ε) entangle-
ment distillation protocol starting from the resource state ω⊗n

RB̂
and assisted by a k-extendible postprocessing channel. This
kind of observation was made in [1,36] and extended to any
resource theory in [61]. See Figure 5 of [61] for a summary of
the reduction that applies to our case of interest here. We then
have the following:

Corollary 1. Let N be a k-simulable channel as in Defi-
nition 10. The following bound holds for all k ∈ N and for
every (n, M, ε) quantum communication protocol conducted
over the quantum channel N and assisted by k-extendible
channels:

− log2

[
1

M
+ 1

k
− 1

Mk

]
� E ε

k (Rn; B̂n)ω⊗n , (178)

where ωRB̂ is the resource state in Definition 10.

V. EXAMPLES

We now showcase the above bounds for depolarizing and
erasure channels.

A. Depolarizing channel

The action of a qubit-depolarizing channel Dp
A→B on an

input state ρ is as follows:

Dp
A→B(ρ) := (1 − p)ρ + p

3
(XρX + Y ρY + ZρZ ), (179)

where p ∈ [0, 1] is the depolarizing parameter and X , Y , and Z
are the Pauli operators. A depolarizing channel is a covariant
channel for all p ∈ [0, 1], which is a fact that is easy to see
after expressing its action as Dp

A→B(ρ) = (1 − q)ρ + qI/2,
for q = 4p/3. This property is crucial to obtain an upper
bound on the unextendible ε-hypothesis-testing divergence of
the depolarizing channel.

To this end, we first argue that the optimal input state
for n independent uses of the depolarizing channel is an n-
fold tensor product of the maximally entangled state �RA =
1
2

∑
i, j∈{0,1} |i〉〈 j|R ⊗ |i〉〈 j|A. For tensor-product channels, we

can restrict the input state to be invariant under permutations
of the input systems, due to Lemma 16 in Appendix C. Also,
for covariant channels, the input states that optimize the k-
extendible relative entropy are of the form given in Lemma
16 in Appendix C. Therefore, it suffices to restrict the input
state to be a tensor-power maximally entangled state; i.e., we
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FIG. 5. Upper bounds on the number of qubits that can be re-
liably transmitted over a depolarizing channel with p = 0.25 and
ε = 5 × 10−5. The red dashed line is the bound from Theorem 2. The
green dashed-dotted and blue dotted lines are upper bounds from [4]
and [3], respectively.

conclude that

E ε
k ([Dp]⊗n)

= inf
σRnBn ∈EXTk (Rn:Bn )

Dε
h

([
Dp

A→B(�RA)
]⊗n∥∥σRnBn

)
. (180)

We make a particular choice of the k-extendible state σRnBn

above (which is not necessarily optimal) to be a tensor product
of the isotropic states σ

(t,2)
AB , defined as

ρ
(t,d )
AB = t�d

AB + (1 − t )
IAB − �d

AB

d2 − 1
, (181)

where �d
AB denotes a maximally entangled state of Schmidt

rank d , and t ∈ [0, 1]. Note that the action of Dp on
a maximally entangled state results in an isotropic state
σ

(p,2)
AB parametrized by p. Since the states (σ (p,2)

AB )⊗n and
(σ (t,2)

AB )⊗n are diagonal in the same basis, the ε-hypothesis-
testing relative entropy between the two states is equal to
the ε-hypothesis-testing relative entropy between the product
Bernoulli probability distributions {1 − p, p}×n and {t, 1 −
t}×n. We therefore obtain the following bound on the number
of ebits transmitted by n channel uses of the depolarizing
channel:

1

n
log2 M � 1

n
log2

(
k − 1

k

)
− 1

n
log2

(
2−Dε

h ({1−p,p}×n‖{t,1−t}×n ) − 1

k

)
. (182)

The resulting classical hypothesis testing relative entropy be-
tween the product Bernoulli distributions can be distinguished
exactly by the optimal Neyman-Pearson test [63].

Note that (182) converges to the upper bound given in [4] in
the limit as k → ∞. Refer to Figs. 4 and 5 for a comparison
of various upper bounds on the nonasymptotic quantum ca-
pacity of the depolarizing channel. For tensor products of the

isotropic states σ
(t,2)
AB , the numerics suggest that the minimiz-

ing state is either a k = 2 extendible state or a separable state.
If the minimizing state is a separable state, then the bound in
(182) is equal to the TBR bound from [4].

B. Erasure channel

The action of a qubit erasure channel [64] on an input
density operator ρ is as follows:

E p
A→B(ρA) := (1 − p)ρB + p|e〉〈e|B, (183)

where p ∈ [0, 1] is the erasure parameter and |e〉〈e| is a pure
state, orthogonal to any input state. The optimal input state
for n uses of the erasure channel, when considering its unex-
tendible generalized divergence, is the n-fold tensor product
maximally entangled state �⊗n

A′A. This follows also from the
covariance of the erasure channel and Lemma 16.

Our goal is to obtain upper bounds on the entanglement
transmission rate when using the erasure channel n times.
Consider sending n shares of the maximally entangled state
�AA′ over n uses of the erasure channel E p

A′→B. The output
state ρA1B1A2B2...AnBn has the form

ρA1B1A2B2...AnBn =
∑

xn∈{0,1}n

p(xn)

(
n⊗

j=1

τ
x j

A j B j

)
, (184)

where for all j ∈ [n],

τ
x j

A j B j
∈ {�Aj B j , πAj ⊗ |e〉〈e|Bj

}
, (185)

and for all xn ∈ {0, 1}n, p(xn) ∈ [0, 1] is a product distribu-
tion such that

∑
x∈{0,1}n p(xn) = 1. Due to an independent

and identically distributed application of the channels, we
find that the probabilities p(xn) corresponding to a state
τ xn

A1B1A2B2...AnBn
with the same number of erasure symbols are

equal. The total probability for having � erasure symbols in
the state ρA1B1A2B2...AnBn is equal to

(n
�

)
(1 − p)n−� p�, where

� ∈ {0, . . . , n}.
Without loss of generality, the block-diagonal form of the

output state of n uses of an erasure channel, when inputting a
tensor-power maximally entangled state, allows us to restrict
the class of k-extendible states σ ∈ EXTk(An; Bn), over which
we optimize the unextendible ε-hypothesis-testing relative
entropy, to be of the form in (184), except with p(xn) a prob-
ability distribution that is not necessarily product and chosen
such that the state is k-extendible. This follows because the
state ρA1B1A2B2...AnBn is invariant under n independent bilateral
twirls, along with n independent and incomplete measure-
ments of the form {|0〉〈0| + |1〉〈1|, |e〉〈e|} by Bob, while such a
1W-LOCC channel symmetrizes the k-extendible state to have
the aforementioned form. We let σA1B1A2B2...AnBn be of the form
in (184) with coefficients (probabilities) set to q(xn). Further-
more, we note that ρA1B1A2B2...AnBn is permutation invariant after
Alice and Bob perform a coordinated random permutation
channel on their composite systems locally. This allows us to
restrict the form of σA1B1A2B2...AnBn to be permutation invariant
under such a symmetrizing permutation channel because it is
a k-extendible channel.

From the argument above, we find that the minimizing state
has the block structure given in (184), and the coefficients for
states in the sum with the same number of erasure symbols are
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equal. We now want to obtain conditions on the probabilities
q(xn), where xn ∈ {0, 1}n, from the k-extendibility of the state
σA1B1A2B2...AnBn . The constraints that we impose on q(xn) are
not unique. That is, there could exist other constraints such
that the state σA1B1A2B2...AnBn is still k extendible.

Let us first consider n = 2 channel uses. By what we dis-
cussed above, the minimizing k-extendible state σA1B1A2B2 then
has the form

σA1B1A2B2
:= c0�A1B1 ⊗ �A2B2 + c1

(
�A1B1 ⊗ πA2 ⊗ |e〉〈e|B2

+�A2B2 ⊗ πA1 ⊗ |e〉〈e|B1

)
+ c2πA1 ⊗ |e〉〈e|B1 ⊗ πA2 ⊗ |e〉〈e|B2 , (186)

where {ci}i for i ∈ {0, 1, 2} is a probability distribution such
that c0 + 2c1 + c2 = 1. Focusing on the special case k = 2,
we now want to obtain constraints on each ci such that
σA1B1A2B2 is a two-extendible state. To this end, we replace all
the terms �AiBi in the above state with the two-extendible state
1
2�AiBi + (1 − 1

2 )πAi ⊗ |e〉〈e|Bi . We obtain the following state,
which is guaranteed to be two-extendible by construction:

c0

4
�A1B1 ⊗ �A1B1 +

(c0

4
+ c1

2

)(
�A1B1 ⊗ πA2 ⊗ |e〉〈e|B2

+πA1 ⊗ |e〉〈e|B1 ⊗ �A2B2

)
+
(

c0

4
+ c1 + c2

)(
πA1 ⊗ |e〉〈e|B1 ⊗ πA2 ⊗ |e〉〈e|B2

)
.

(187)

Abbreviating the new coefficients as b0, b1, and b2, the above
approach leads to the following constraint on them such that
the state σA1B1A2B2 is two-extendible:⎡⎣b0

b1

b2

⎤⎦ =

⎡⎢⎣
1
4 0 0
1
4

1
2 0

1
4 2 · 1

2 1

⎤⎥⎦
⎡⎣c0

c1

c2

⎤⎦. (188)

We now generalize the above procedure of obtaining
two-extendible states for two channel uses to obtaining k-
extendible states for n channel uses. We obtain the following
condition on the coefficients bi:⎡⎢⎢⎢⎢⎣

b0

b1

b2
...

bn

⎤⎥⎥⎥⎥⎦ = M

⎡⎢⎢⎢⎢⎢⎢⎣

(n
0

)
c0(n

1

)
c1(n

2

)
c2

...(n
n

)
cn

⎤⎥⎥⎥⎥⎥⎥⎦, (189)

where the general form of the matrix M(n+1)×(n+1) = [mu,v] is
given as

mu,v =
(

n − v

u − v

)(
1 − 1

k

)u−v(1

k

)n−u

(190)

if u � v and, otherwise, mu,v = 0, where n is the number of
channel uses and u, v ∈ {0, . . . , n}. The coefficients are such
that c0, c1, . . . , cn ∈ [0, 1] and

∑n
j=0

(n
j

)
c j = 1. We then have

that

inf
σ ′

A1B1 ...AnBn
∈EXTk

Dε
h

(
ρA1B2...AnBn

∥∥σ ′
A1B1...AnBn

)
� min

b0,b1,...,bn

Dε
h({a0, a1, . . . , an}‖{b0, b1, . . . , bn}),

(191)
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FIG. 6. Upper bounds on the number of qubits that can be re-
liably transmitted over an erasure channel with p = 0.35 and ε =
0.05. The red dashed line is the bound from Theorem 2. The green
dashed-dotted line is an upper bound from [4].

where the distribution {a0, a1, . . . , an} is induced by measur-
ing the number of erasures in ρA1B2...AnBn and the coefficients
{b0, b1, . . . , bn} are chosen as discussed above. The inequality
follows from restricting the form of the minimizing state.
By exploiting the dual formulation of the hypothesis-testing
relative entropy [65], we can now write the expression in (191)
as the following linear program:

min
c0,c1,...,cn

Dε
h({a0, a1, . . . , an}‖{b0, b1, . . . , bn})

= − log2

(
max

{c0,c1,...,cn},{αi}i,y
y(1 − ε) −

n∑
i=0

αi

)
, (192)

such that

∀ i ∈ [0, n], αi − yai + bi � 0, (193)

bi =
n∑

j=0

mi, jc j, (194)

0 � ci � 1, (195)

y � 0, αi � 0, (196)
n∑

j=0

(
n

j

)
c j = 1. (197)

For the plots in Figs. 6 and 7, we have taken σA1B1A2B2...AnBn

to be in a particular set of extendible states as defined above.
Within this set, we have optimized over at most k = 10 ex-
tendible states.

VI. PRETTY STRONG CONVERSE FOR
ANTIDEGRADABLE CHANNELS

As a direct application of Theorem 3, we revisit the
“pretty strong converse” of [66] for antidegradable channels.
A channel NA→B is antidegradable [67,68] if the output state
NA→B(ρRA) is two-extendible for every input state ρRA. Due to
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this property, antidegradable channels have zero asymptotic
quantum capacity [12,69]. Theorem 3 implies the following
bound for the nonasymptotic case:

Corollary 2. Fix ε ∈ [0, 1/2). The following bound holds
for every (n, M, ε) quantum communication protocol employ-
ing n uses of an antidegradable channel N interleaved by
two-extendible channels:

1

n
log2 M � 1

n
log2

(
1

1 − 2ε

)
. (198)

Proof. Let NA→B be an antidegradable channel, and sup-
pose that ρRA is a state input to the channel. Then the output
state NA→B(ρRA) is always a two-extendible state (due to an-
tidegradability) [68]. As a direct consequence of Theorem 3,
the following bound applies to every (n, M, ε) quantum com-
munication protocol employing n uses of an antidegradable
channel N interleaved by two-extendible channels:

−1

n
log2

[
1

M
+ 1

2
− 1

2M

]
� 1

n
log2

(
1

1 − ε

)
. (199)

This follows by setting k = 2 and noticing that
supψRA

Emax
k (R; B)τ = 0, where τRB := NA→B(ψRA), for

such antidegradable channels. After some basic algebraic
steps, for ε < 1

2 , we can rewrite this bound as

1

n
log2 M � 1

n
log2

[
1

2(1 − ε) − 1

]
. (200)

These steps are as follows:

−1

n
log2

[
1

M
+ 1

2
− 1

2M

]
� 1

n
log2

(
1

1 − ε

)
⇔ log2

[
2M

M + 1

]
� log2

(
1

1 − ε

)
(201)

⇔ 2

1 + 1/M
� 1

1 − ε
(202)

⇔ 2(1 − ε) � 1 + 1/M (203)

⇔ 2(1 − ε) − 1 � 1/M (204)

⇔ 1 − 2ε � 1/M. (205)

This concludes the proof. �
We conclude from the above inequality that, for an an-

tidegradable channel, there is a strong limitation on its ability
to generate entanglement whenever the error parameter ε < 1

2 ,
as is usually desired for applications in quantum computation.
We also remark that the bound above is tighter than related
bounds given in [66] and, furthermore, the bound applies
to quantum communication protocols assisted by interleaved
two-extendible channels, which were not considered in [66].

More generally, if the output of the channel is always a
k-extendible state, then we have the following bound:

Corollary 3. Fix ε ∈ [0, 1 − 1/k). Let NA→B be a k-
extendible channel, in the sense that NA→B(ρRA) is k
extendible for every input state ρRA. Then the following
bound holds for every (n, M, ε) quantum communication pro-
tocol employing n uses of the channel N interleaved by
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FIG. 7. Upper bounds on the number of qubits that can be re-
liably transmitted over an erasure channel with p = 0.49 and ε =
0.05. The red dashed line is the bound from Theorem 2. The green
dashed-dotted line is an upper bound from [4].

k-extendible channels:

1

n
log2 M � 1

n
log2

(
1

1 − k
k−1ε

)
. (206)

Proof. This follows by the same reasoning as in the pre-
vious proof. If the output of the channel is k extendible, then
employing Theorem 3 gives that

−1

n
log2

[
1

M
+ 1

k
− 1

Mk

]
� 1

n
log2

(
1

1 − ε

)
. (207)

We then employ the following algebraic steps:

−1

n
log2

[
1

M
+ 1

k
− 1

Mk

]
� 1

n
log2

(
1

1 − ε

)
, (208)

−1

n
log2

[
k − 1 + M

kM

]
� 1

n
log2

(
1

1 − ε

)
, (209)

kM

k − 1 + M
� 1

1 − ε
, (210)

k

(k − 1)/M + 1
� 1

1 − ε
, (211)

k(1 − ε) � (k − 1)/M + 1, (212)[
k(1 − ε) − 1

k − 1

]
� 1/M, (213)

1 − k

k − 1
ε � 1/M. (214)

We then get that

1

n
log2 M � 1

n
log2

(
1

1 − k
k−1ε

)
. (215)

This concludes the proof. �
Thus, for a fixed ε ∈ [0, 1 − 1/k), we conclude that the rate

of quantum communication for a single-sender single-receiver
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k-extendible channel decays to zero as n → ∞. Related, if the
communication rate for a sequence of codes used over such a
channel is strictly greater than zero, then it must be the case
that the error in communication is greater than or equal to
1 − 1/k, which is a higher jump than discussed in the previous
case. An example of a channel for which this effect occurs is
a quantum erasure channel with erasure probability 1 − 1/k.

Another example of a channel for which the bound in
Corollary 3 holds is the universal cloning machine channel
(a 1 → k universal quantum cloner followed by a partial trace
over k − 1 of the clones) [46]. When the dimension of the
channel input is M, the bound in Corollary 3 is in fact satu-
rated, as observed in the proof of [54, Theorem III.8].

VII. CONCLUSIONS

In this paper, we obtained tight nonasymptotic bounds on
the rates of entanglement transmission of a channel assisted
by a k-extendible channel. To obtain these tight bounds, we
developed the resource theory of unextendibility. The free
states in this resource theory are k-extendible states, which
have been studied previously for quantifying the entanglement
present in a quantum state. We define k-extendible chan-
nels, and prove that these are free channels in the resource
theory of k-unextendibility. We then obtain nonasymptotic
upper bounds on the rate at which qubits can be transmitted
over a finite number of uses of a given quantum channel, by
utilizing the monotones introduced for the resource theory
of unextendibility. We show that these bounds are signifi-
cantly tighter than those in [3,4] for depolarizing and erasure
channels.

An interesting research direction would be to further ex-
plore the resource theory of unextendibility. One plausible
direction would be to use this resource theory to obtain
nonasymptotic converse bounds on the entanglement distilla-
tion rate of bipartite quantum interactions and compare with
the bounds obtained in [70]. Another direction is to analyze
the bounds in Theorem 2 for other noise models that are
practically relevant. Finally, it remains open to link the bounds
developed here with the open problem of finding a strong
converse for the quantum capacity of degradable channels
[66]. To solve that problem, recall that one contribution of
[66] was to reduce the question of the strong converse of
degradable channels to that of establishing the strong converse
for symmetric channels.
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APPENDIX A: CLASS OF k-EXTENDIBLE CHANNELS

Before stating the proposition, we state an alternate repre-
sentation of 1W-LOCC channels, which is of relavance in the
proof. 1W-LOCC channels can also be represented as

DC′B→B′ ◦ PC̄→C′ ◦ MC→C̄ ◦ EA→A′C, (A1)

where EA→A′C is an arbitrary channel, MC→C̄ is a measure-
ment channel, PC̄→C′ is a preparation channel, such that C̄ is
a classical system, and DC′B→B′ is an arbitrary channel.

Proposition 5. The diamond distance of the channel
Kk

AB→A′B′ in (33) to a 1W-LOCC channel is bounded from
above as

inf
LAB→A′B′ ∈1W−LOCC

∥∥Kk
AB→A′B′ − LAB→A′B′

∥∥
� � |C| 2|C|2

|C|2 + k
,

(A2)

where |C| = |ABA′B′|, and 1W-LOCC denotes the set of all
1W-LOCC channels acting on input systems AB and with
output systems A′B′.

Proof. Letting Sk
C→C′

1C′
2···C′

k
denote an extension channel for

Ak
C→C′ , observe that

inf
LAB→A′B′ ∈1W−LOCC

∥∥Kk
AB→A′B′ − LAB→A′B′

∥∥
�

� inf
P◦M

∥∥TrCk−1 ◦Sk
C→C′

1C′
2...C

′
k
◦ EA→A′C

−PC̄→C′ ◦ MC→C̄ ◦ EA→A′C
∥∥

� (A3)

= inf
P◦M

max
ψRA

∥∥TrCk−1 ◦Sk
C→C′

1C′
2...C

′
k
◦ EA→A′C (ψRA)

−PC̄→C′ ◦ MC→C̄ ◦ EA→A′C (ψRA)
∥∥

1 (A4)

� inf
P◦M

∥∥TrCk−1 ◦Sk
C→C′

1C′
2...C

′
k
− PC̄→C′ ◦ MC→C̄

∥∥
�. (A5)

The first inequality follows from (33), by choosing a particular
1W-LOCC and from the monotonicity of trace norm with re-
spect to quantum channels. The first equality follows from the
definition of diamond distance. The second inequality follows
from the definition of diamond distance, which has an implicit
maximization over all the input states. We now observe that

inf
P◦M

∥∥TrC′k−1 ◦Sk
C→C′

1C′
2...C

′
k
− PC̄→C′ ◦ MC→C̄

∥∥
�

� |C| inf
�EB

R′C′

∥∥�k,S
R′C′/|C| − �EB

R′C′/|C|∥∥1 (A6)

� |C| 2|C′|2
|C′|2 + k

, (A7)

where

�k,S
R′C′/|C| = TrC′k−1 ◦Sk

C→C′
1C′

2...C
′
k
(�RC ) (A8)

∈ EXTk(R :C′), (A9)

�EB
R′C′/|C| = PC̄→C′ ◦ MC→C̄ (�RC ) (A10)

∈ SEP(R :C′). (A11)

The first inequality follows from bounding the diamond dis-
tance between the two channels by the trace norm between the
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corresponding Choi operators (see, e.g., [71, Lemma 7]). The
last inequality follows from [72, Eq. (11)], which in turn built
on the developments in [73]. �

APPENDIX B: AMORTIZATION DOES NOT ENHANCE
THE MAX-k-unextendibility OF A CHANNEL

The amortized entanglement EA(N ) of a channel NA→B is
defined as the following optimization [61] (see also [74–78]):

EA(N ) := sup
ρRAARB

[E (RA; BRB)τ − E (RAA; RB)ρ], (B1)

where E is an entanglement measure, τRABRB = NA→B(ρRAARB )
for a state ρRAARB and RA, RB are reference systems associated
with the systems A, B, respectively. The supremum is with
respect to all input states ρRAARB and the systems RA, RB are
finite dimensional but could be arbitrarily large. Thus, in
general, EA(N ) need not be computable. The amortized en-
tanglement quantifies the net amount of entanglement that can
be generated by using the channel NA→B, if the sender and the
receiver are allowed to begin with some initial entanglement
in the form of the state ρRAARB . That is, E (RAA; RB)ρ quantifies
the entanglement of the initial state ρRAARB , and E (RA; BRB)τ
quantifies the entanglement of the final state produced after
the action of the channel.

The purpose of this Appendix is to prove that the un-
extendible max-relative entropy of a quantum channel does
not increase under amortization. Similar results are known
for the squashed entanglement of a channel [60], a channel’s
max-relative entropy of entanglement [76], and the max-Rains
information of a quantum channel [62]. Our proof of this
result is strongly based on the approach given in [62], which
in turn made use of the developments in [3].

We begin by establishing equivalent forms for the unex-
tendible max-relative entropy of a state and a channel. Let−−→
EXTk (A; B) denote the cone of all k-extendible operators.
This set is defined in the same way as the set of k-extendible
states, but there is no requirement for a k-extendible opera-
tor to have trace equal to one. Then we have the following
alternative expression for the max-relative entropy of unex-
tendibility:

Lemma 14. Let ρAB ∈ D(HA ⊗ HB). Then,

Emax
k (A; B)ρ = log2 Wk (A; B)ρ, (B2)

where

Wk (A; B)ρ := inf
XAB∈−−→

EXTk (A;B)
{ Tr{XAB} : ρAB � XAB}. (B3)

Proof. Employing the definition of k-unextendible max-
relative entropy, consider that

Emax
k (A; B)ρ = inf

σAB∈EXTk (A:B)
Dmax(ρAB‖σAB) (B4)

= log2 inf
μ,σAB

{μ : ρAB � μσAB, σAB ∈ EXTk(A :B)} (B5)

= log2 inf
XAB

{ Tr
{
XAB} : ρAB � XAB, XAB ∈ −−→

EXTk (A; B)}.
(B6)

This concludes the proof. �

Let Emax
k (N ) denote the unextendible max-relative entropy

of a channel N , as defined in (35), but with the generalized
divergence D replaced by the max-relative entropy Dmax. We
can write Emax

k (N ) in an alternate way, by employing similar
reasoning as given in the proof of [79, Lemma 6]:

Emax
k (N ) = max

ρS∈D(HS )
inf

σSB∈EXTk (S;B)
Dmax

(
ρ

1/2
S �N

SBρ
1/2
S

∥∥σSB
)
,

(B7)

where �N
SB is the Choi operator for the channel N .

An alternative expression for the unextendible max-relative
entropy Emax

k (N ) of the channel N is given by the following
lemma:

Lemma 15. For any quantum channel NA→B,

Emax
k (N ) = log2 �k (N ), (B8)

where

�k (N ) = inf
YSB∈−−→

EXTk (S;B)

{|| TrB{YSB}||∞ : �N
SB � YSB

}
, (B9)

and �N
SB is the Choi operator for the channel NA→B.

Proof. The proof follows by employing (B7) and Lemma
14, and following arguments similar to those needed to prove
[62, Lemma 7], given that

−−→
EXTk is also a cone. �

Proposition 6 (Amortization inequality). Let ρRAARB be a
state, and let NA→B be an arbitrary quantum channel. Then the
following inequality holds for the k-unextendible max-relative
entropy of a channel N :

Emax
k (RA; BRB)ω � Emax

k (RAA; RB)ρ + Emax
k (N ), (B10)

where ωRABRB
:= NA→B(ρRAARB ).

Proof. We adapt the proof steps of [62, Proposition 8] to
show that amortization does not enhance the unextendible
max-relative entropy of an arbitrary channel.

By removing logarithms and applying Lemmas 14 and 15,
the desired inequality is equivalent to the following one:

Wk (RA; BRB)ω � Wk (RAA; RB)ρ�k (N ), (B11)

and so we aim to prove this one. Exploiting the identity in
Lemma 14, we find that

Wk (RAA; RB)ρ = inf Tr
{
CRAARB

}
, (B12)

subject to the constraints

CRAARB ∈ −−→
EXTk (RAA; B), (B13)

CRAARB � ρRAARB , (B14)

while the identity in Lemma 15 gives that

�k (N ) = inf || TrB{YSB}||∞, (B15)

subject to the constraints

YSB ∈ −−→
EXTk (S; B), (B16)

YSB � �N
SB. (B17)

The identity in Lemma 14 implies that the left-hand side of
(B11) is equal to

Wk (RA; BRB)ω = inf Tr
{
ERABRB

}
, (B18)
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subject to the constraints

ERABRB ∈ −−→
EXTk (RA; BRB), (B19)

ERABRB � NA→B
(
ρRAARB

)
. (B20)

Once we have these optimizations, we can now show that
the inequality in (B11) holds by making an appropriate choice
for ERABRB . Let CRAARB be optimal for Wk (RAA; RB)ρ , and let
YRABRB be optimal for �(N ). Let |�〉SA be the maximally
entangled vector. Choose

ERABRB = 〈�|SACRAARB ⊗ YSB|�〉SA. (B21)

We need to prove that ERABRB is feasible for Wk (RA; BRB)ω. To
this end, we have

〈�|SACRAARB ⊗ YSB)|�〉SA

� 〈�|SAρRAARB ⊗ �N
SB)|�〉SA

= NA→B
(
ρRAARB

)
. (B22)

Now, since CRAARB ∈ −−→
EXTk (RAA; RB) and YSB ∈ −−→

EXTk (S; B),
it immediately follows that 〈�|SACRAARB ⊗ YSB)|�〉SA ∈−−→
EXTk (RA; RBB).

Consider that

Tr{ERABRB} = Tr
{〈�|SA

(
CRAARB ⊗ YSB

)|�〉SA
}

= Tr
{
CRAARB TA(YAB)

}
= Tr

{
CRAARB TA(TrB{YAB)}}

� Tr
{
CRAARB

}||TA(TrB{YAB})||∞
= Tr

{
CRAARB

}|| TrB{YAB}||∞
= Wk (RAA; RB)ρ�(N ). (B23)

The inequality is a consequence of Hölder’s inequality [80].
The final equality follows because the spectrum of a positive-
semidefinite operator is invariant under the action of a full

transpose (note, in this case, TA is the full transpose as it acts
on reduced positive-semidefinite operator YA).

Therefore, we can infer that our choice of ERABRB is feasible
for Wk (RA; BRB)ω. Since Wk (RA; BRB)ω involves a minimiza-
tion over all ERABRB satisfying (B19) and (B20), this concludes
our proof of (B11). �

Remark 6. We briefly remark here that if a channel NA→B

can be simulated by the action of a k-extendible channel
KARB′→B on the channel input ρA as well as a resource
state ωRB′ [i.e., NA→B(ρA) = KARB′→B(ρA ⊗ ωRB′ )], then the
k-unextendible divergence of that channel does not increase
under amortization, for divergences that are subadditive with
respect to tensor-product states. This is a special case of the
more general observation put forward in [61, Section 7] for
general resource theories.

APPENDIX C: EXPLOITING SYMMETRIES

In this Appendix, we provide the following Lemma 16,
similar to Proposition 2 of [81], which is helpful in deter-
mining the form of the state that optimizes the unextendible
generalized channel divergence of a quantum channel that has
some symmetry. Its proof is identical to that given for [81,
Proposition 2], but we give it here for completeness.

Lemma 16. Let NA→B be a covariant channel with re-
spect to a group G. Let ρA ∈ D(HA), and let ψ

ρ
RA be a

purification for it. Define ρRB := NA→B(ψρ
RA) and ρ̄A :=

1
|G|
∑

g∈G UA(g)ρAU †
A (g). Let φ

ρ̄
RA be a purification of ρ̄A and

ρ̄RB := NA→B(φρ̄
RA). Then,

Ek (R; B)ρ̄ � Ek (R; B)ρ. (C1)

Proof. Define

|φ〉PRA := 1√|G|
∑
g∈G

|g〉P[IR ⊗ UA(g)]|ψ〉RA, (C2)

so that φPRA is a purification of ρ̄A. Let τPRB ∈ EXTk(PR :B),
and, given that a local channel is a k-extendible channel,
observe that

∑
g∈G

|g〉〈g|PτPRB|g〉〈g|P =
∑
g∈G

p(g)|g〉〈g|P ⊗ τ
g
RB ∈ EXTk(PR :B), (C3)

where τ
g
RB = 1

p(g) 〈g|τPRB|g〉P and p(g) = Tr{〈g|τPRB|g〉P}. Then,

D(NA→B(φPRA)‖τPRB) = D

⎛⎝NA→B

⎛⎝∑
g,g′∈G

1

|G| |g〉〈g
′|P ⊗ [IR ⊗ UA(g)]ψρ

RA[IR ⊗ U †
A (g′)]

⎞⎠∥∥∥∥∥∥τPRB

⎞⎠ (C4)

� D

⎛⎝∑
g∈G

1

|G| |g〉〈g|P ⊗ NA→B
(
UA(g)ψρ

RAU †
A (g)

)∥∥∥∥∥∥
∑
g∈G

p(g)|g〉〈g|P ⊗ τ
g
RB

⎞⎠ (C5)

= D

⎛⎝∑
g∈G

1

|G| |g〉〈g|P ⊗ VB(g)NA→B
(
ψ

ρ
RA

)
V †

B (g)

∥∥∥∥∥∥
∑
g∈G

p(g)|g〉〈g|P ⊗ τ
g
RB

⎞⎠ (C6)

= D

⎛⎝∑
g∈G

1

|G| |g〉〈g|P ⊗ NA→B
(
ψ

ρ
RA

)∥∥∥∥∥∥
∑
g∈G

p(g)|g〉〈g|P ⊗ V †
B (g)τ g

RBVB(g)

⎞⎠ (C7)
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� D

⎛⎝NA→B
(
ψ

ρ
RA

)∥∥∥∥∥∥
∑
g∈G

p(g)V †
B (g)τ g

RBVB(g)

⎞⎠ (C8)

� inf
τ ′

RB∈EXTk (R;B)
D(NA→B(ψRA)‖τ ′

RB) (C9)

= Ek (R; B)ρ. (C10)

The first inequality follows because any general divergence is
monotonically nonincreasing under the action of a quantum
channel, which in this case is the completely dephasing chan-
nel (·) → ∑

g∈G |g〉〈g|P(·)|g〉〈g|P. The second equality follows
because the channel N is covariant. To arrive at the third
equality, we use the fact that any generalized divergence is
invariant under the action of isometries. To get the second
inequality, we apply the partial trace over the classical register
P, which is a quantum channel. The last inequality follows
because the state

∑
g∈G p(g)V †

B (g)τ g
RBVB(g) is k extendible,

given that it arises from the action of a 1W-LOCC channel

on the k-extendible state τPRB. Noticing that the chain of
inequalities holds for arbitrary τPRB ∈ EXTk(PR; B), we can
then take an infimum over all possible τPRB ∈ EXTk(PR; B),
and we arrive at the following inequality:

Ek (PR; B)N (φ) � Ek (R; B)ρ. (C11)

The desired inequality in the statement of the lemma then fol-
lows because all purifications of a given state are related by an
isometry acting on the purifying system, and the unextendible
generalized divergence is invariant under the action of a local
isometry. �
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Winter, Everything you always wanted to know about LOCC
(but were afraid to ask), Commun. Math. Phys. 328, 303
(2014).

[19] J. von Neumann, Mathematische Grundlagen der Quanten-
mechanik (Springer, Berlin, 1932).

[20] H. Umegaki, Conditional expectations in an operator algebra,
IV (entropy and information), Kodai Math. Seminar Rep. 14,
59 (1962).

[21] A. Mueller-Hermes and D. Reeb, Monotonicity of the quantum
relative entropy under positive maps, Ann. Henri Poincaré 18,
1777 (2017).

[22] Y. Polyanskiy and S. Verdú, Arimoto channel coding converse
and Rényi divergence, in Proceedings of the 48th Annual Aller-
ton Conference on Communication, Control, and Computing,
2010 (IEEE, Piscataway, NJ, 2010), pp. 1327–1333.

[23] N. Sharma and N. A. Warsi, On the strong converses for the
quantum channel capacity theorems, arXiv:1205.1712.

[24] M. Müller-Lennert, F. Dupuis, O. Szehr, S. Fehr, and M.
Tomamichel, On quantum Rényi entropies: A new definition
and some properties, J. Math. Phys. 54, 122203 (2013).

[25] M. M. Wilde, A. Winter, and D. Yang, Strong converse for
the classical capacity of entanglement-breaking and Hadamard
channels via a sandwiched Rényi relative entropy, Commun.
Math. Phys. 331, 593 (2014).

[26] F. Buscemi and N. Datta, The quantum capacity of channels
with arbitrarily correlated noise, IEEE Trans. Inf. Theory 56,
1447 (2010).

022401-21

https://doi.org/10.1103/PhysRevA.54.3824
https://doi.org/10.1109/18.850671
https://doi.org/10.1109/TIT.2018.2874031
https://doi.org/10.1038/ncomms11419
https://doi.org/10.1103/PhysRevLett.123.070502
https://doi.org/10.1103/RevModPhys.81.865
https://doi.org/10.1007/BF00399761
https://doi.org/10.1103/PhysRevLett.88.187904
https://doi.org/10.1103/PhysRevA.69.022308
https://doi.org/10.1103/PhysRevA.60.179
https://doi.org/10.1109/18.959270
https://doi.org/10.1103/PhysRevLett.78.3217
https://doi.org/10.1103/PhysRevA.97.062333
https://doi.org/10.1007/s10107-021-01650-1
https://doi.org/10.1007/s10107-021-01650-1
https://doi.org/10.1016/0034-4877(76)90060-4
https://doi.org/10.1103/RevModPhys.91.025001
https://doi.org/10.1103/PhysRevA.59.1070
https://link.springer.com/article/10.1007%2Fs00220-014-1953-9
https://doi.org/10.2996/kmj/1138844604
https://doi.org/10.1007/s00023-017-0550-9
http://arxiv.org/abs/arXiv:1205.1712
https://doi.org/10.1063/1.4838856
https://doi.org/10.1007/s00220-014-2122-x
https://doi.org/10.1109/TIT.2009.2039166


KAUR, DAS, WILDE, AND WINTER PHYSICAL REVIEW A 104, 022401 (2021)

[27] L. Wang and R. Renner, One-Shot Classical-Quantum Capacity
and Hypothesis Testing, Phys. Rev. Lett. 108, 200501 (2012).

[28] R. L. Frank and E. H. Lieb, Monotonicity of a relative Rényi
entropy, J. Math. Phys. 54, 122201 (2013).

[29] S. Beigi, Sandwiched Rényi divergence satisfies data processing
inequality, J. Math. Phys. 54, 122202 (2013).

[30] N. Datta, Min- and max-relative entropies and a new en-
tanglement monotone, IEEE Trans. Inf. Theory 55, 2816
(2009).

[31] N. Datta, Max-relative entropy of entanglement, alias log ro-
bustness, Int. J. Quantum Inf. 7, 475 (2009).

[32] A. S. Holevo, Remarks on the classical capacity of quantum
channel, arXiv:quant-ph/0212025.

[33] A. S. Holevo, Complementary channels and the additivity prob-
lem, Theory Probab. Applicat. 51, 92 (2007).

[34] A. S. Holevo, Quantum Systems, Channels, Information: A
Mathematical Introduction, Volume 16 (Walter de Gruyter,
Berlin, 2013).

[35] M. Horodecki, P. Horodecki, and R. Horodecki, General tele-
portation channel, singlet fraction, and quasidistillation, Phys.
Rev. A 60, 1888 (1999).

[36] A. Müller-Hermes, Transposition in quantum information the-
ory, Master’s thesis, Technical University of Munich, 2012.

[37] S. Pirandola, R. Laurenza, C. Ottaviani, and L. Banchi, Fun-
damental limits of repeaterless quantum communications, Nat.
Commun. 8, 15043 (2017).

[38] M. M. Wilde, M. Tomamichel, and M. Berta, Converse bounds
for private communication over quantum channels, IEEE Trans.
Inf. Theory 63, 1792 (2017).

[39] M. Takeoka, K. P. Seshadreesan, and M. M. Wilde, Un-
constrained Capacities of Quantum Key Distribution and
Entanglement Distillation for Pure-Loss Bosonic Broadcast
Channels, Phys. Rev. Lett. 119, 150501 (2017).

[40] R. F. Werner, All teleportation and dense coding schemes, J.
Phys. A: Math. Gen. 34, 7081 (2001).

[41] G. Chiribella, G. M. D’Ariano, and P. Perinotti, Realization
schemes for quantum instruments in finite dimensions, J. Math.
Phys. 50, 042101 (2009).

[42] F. G. S. L. Brandão and G. Gour, Reversible Framework for
Quantum Resource Theories, Phys. Rev. Lett. 115, 070503
(2015).

[43] L. Gurvits, Classical deterministic complexity of Edmonds’
problem and quantum entanglement, in Proceedings of the
Thirty-Fifth Annual ACM Symposium on Theory of Comput-
ing, San Diego, California, 2003 (ACM, New York, 2003),
pp. 10–19.

[44] S. Gharibian, Strong NP-hardness of the quantum separability
problem, Quantum Inf. Comput. 10, 343 (2010).

[45] P. van Loock and S. L. Braunstein, Multipartite Entanglement
for Continuous Variables: A Quantum Teleportation Network,
Phys. Rev. Lett. 84, 3482 (2000).

[46] V. Scarani, S. Iblisdir, N. Gisin, and A. Acín, Quantum cloning,
Rev. Mod. Phys. 77, 1225 (2005).

[47] R. Duan and A. Winter, No-signalling-assisted zero-error ca-
pacity of quantum channels and an information theoretic
interpretation of the Lovász number, IEEE Trans. Inf. Theory
62, 891 (2016).

[48] M. Piani, M. Horodecki, P. Horodecki, and R. Horodecki, Prop-
erties of quantum nonsignaling boxes, Phys. Rev. A 74, 012305
(2006).

[49] F. G. S. L. Brandão and A. W. Harrow, Quantum de Finetti the-
orems under local measurements with applications, Commun.
Math. Phys. 353, 469 (2017).

[50] L. Pankowski, Fernando G. S. L. Brandão, M. Horodecki,
and G. Smith, Entanglement distillation by extendible maps,
Quantum Inf. Comput. 13, 751 (2013).

[51] A. Kitaev, Quantum computations: algorithms and error correc-
tion, Russian Math. Surveys 52, 1191 (1997).

[52] M. Horodecki and P. Horodecki, Reduction criterion of separa-
bility and limits for a class of distillation protocols, Phys. Rev.
A 59, 4206 (1999).

[53] R. F. Werner, Quantum states with Einstein-Podolsky-Rosen
correlations admitting a hidden-variable model, Phys. Rev. A
40, 4277 (1989).

[54] P. D. Johnson and L. Viola, Compatible quantum correlations:
Extension problems for Werner and isotropic states, Phys. Rev.
A 88, 032323 (2013).

[55] D. P. DiVincenzo, D. W. Leung, and B. M. Terhal, Quantum
data hiding, IEEE Trans. Inf. Theory 48, 580 (2002).

[56] A. Winter, Tight uniform continuity bounds for quantum en-
tropies: Conditional entropy, relative entropy distance and
energy constraints, Commun. Math. Phys. 347, 291 (2016).

[57] V. Vedral and M. B. Plenio, Entanglement measures and purifi-
cation procedures, Phys. Rev. A 57, 1619 (1998).

[58] M. Ohya and D. Petz, Quantum Entropy and its Use (Springer,
Berlin, 1993).

[59] N. Datta, M. Tomamichel, and M. M. Wilde, On the second-
order asymptotics for entanglement-assisted communication,
Quantum Inf. Process. 15, 2569 (2016).

[60] M. Takeoka, S. Guha, and M. M. Wilde, The squashed entangle-
ment of a quantum channel, IEEE Trans. Inf. Theory 60, 4987
(2014).

[61] E. Kaur and M. M. Wilde, Amortized entanglement of a
quantum channel and approximately teleportation-simulable
channels, J. Phys. A: Math. Theor. 51, 035303 (2018).

[62] M. Berta and M. M. Wilde, Amortization does not enhance the
max-Rains information of a quantum channel, New J. Phys. 20,
053044 (2018).

[63] Y. Polyanskiy, H. V. Poor, and S. Verdú, Channel coding rate in
the finite blocklength regime, IEEE Trans. Inf. Theory 56, 2307
(2010).

[64] M. Grassl, T. Beth, and T. Pellizzari, Codes for the quantum
erasure channel, Phys. Rev. A 56, 33 (1997).

[65] F. Dupuis, L. Kraemer, P. Faist, J. M. Renes, and R. Renner,
Generalized entropies, XVIIth International Congress on Math-
ematical Physics (World Scientific, Singapore, 2013), pp.
134–153.

[66] C. Morgan and A. Winter, “Pretty strong” converse for the
quantum capacity of degradable channels, IEEE Trans. Inf.
Theory 60, 317 (2014).

[67] F. Caruso and V. Giovannetti, Degradability of bosonic Gaus-
sian channels, Phys. Rev. A 74, 062307 (2006).

[68] G. O. Myhr, Symmetric extension of bipartite quantum states
and its use in quantum key distribution with two-way postpro-
cessing, Ph.D. thesis, Universität Erlangen-Nürnberg, 2010.

[69] A. S. Holevo, Entanglement-breaking channels in infinite di-
mensions, Problems Inf. Transmission 44, 171 (2008).

[70] S. Das, S. Bäuml, and M. M. Wilde, Entanglement and secret-
key-agreement capacities of bipartite quantum interactions and
read-only memory devices, Phys. Rev. A 101, 012344 (2020).

022401-22

https://doi.org/10.1103/PhysRevLett.108.200501
https://doi.org/10.1063/1.4838835
https://doi.org/10.1063/1.4838855
https://doi.org/10.1109/TIT.2009.2018325
https://doi.org/10.1142/S0219749909005298
http://arxiv.org/abs/arXiv:quant-ph/0212025
https://doi.org/10.1137/S0040585X97982244
https://doi.org/10.1103/PhysRevA.60.1888
https://doi.org/10.1038/ncomms15043
https://doi.org/10.1109/TIT.2017.2648825
https://doi.org/10.1103/PhysRevLett.119.150501
https://doi.org/10.1088/0305-4470/34/35/332
https://doi.org/10.1063/1.3105923
https://doi.org/10.1103/PhysRevLett.115.070503
https://dl.acm.org/doi/10.5555/2011350.2011361
https://doi.org/10.1103/PhysRevLett.84.3482
https://doi.org/10.1103/RevModPhys.77.1225
https://doi.org/10.1109/TIT.2015.2507979
https://doi.org/10.1103/PhysRevA.74.012305
https://doi.org/10.1007/s00220-017-2880-3
https://dl.acm.org/doi/10.5555/2535680.2535682
https://doi.org/10.1070/RM1997v052n06ABEH002155
https://doi.org/10.1103/PhysRevA.59.4206
https://doi.org/10.1103/PhysRevA.40.4277
https://doi.org/10.1103/PhysRevA.88.032323
https://doi.org/10.1109/18.985948
https://doi.org/10.1007/s00220-016-2609-8
https://doi.org/10.1103/PhysRevA.57.1619
https://doi.org/10.1007/s11128-016-1272-5
https://doi.org/10.1109/TIT.2014.2330313
https://doi.org/10.1088/1751-8121/aa9da7
https://doi.org/10.1088/1367-2630/aac153
https://doi.org/10.1109/TIT.2010.2043769
https://doi.org/10.1103/PhysRevA.56.33
https://doi.org/10.1109/TIT.2013.2288971
https://doi.org/10.1103/PhysRevA.74.062307
https://doi.org/10.1134/S0032946008030010
https://doi.org/10.1103/PhysRevA.101.012344


RESOURCE THEORY OF UNEXTENDIBILITY AND … PHYSICAL REVIEW A 104, 022401 (2021)

[71] J. J. Wallman and S. T. Flammia, Randomized benchmarking
with confidence, New J. Phys. 16, 103032 (2014).

[72] J. Chen, Z. Ji, N. Yu, and B. Zeng, Detecting consistency of
overlapping quantum marginals by separability, Phys. Rev. A
93, 032105 (2016).

[73] M. Christandl, R. König, G. Mitchison, and R. Renner, One-
and-a-half quantum de Finetti theorems, Commun. Math. Phys.
273, 473 (2007).

[74] M. S. Leifer, L. Henderson, and N. Linden, Optimal entangle-
ment generation from quantum operations, Phys. Rev. A 67,
012306 (2003).

[75] C. H. Bennett, A. W. Harrow, D. W. Leung, and J. A. Smolin,
On the capacities of bipartite Hamiltonians and unitary gates,
IEEE Trans. Inf. Theory 49, 1895 (2003).

[76] M. Christandl and A. Müller-Hermes, Relative entropy bounds
on quantum, private and repeater capacities, Commun. Math.
Phys. 353, 821 (2017).

[77] K. B. Dana, M. García Díaz, M. Mejatty, and A. Winter, Re-
source theory of coherence: Beyond states, Phys. Rev. A 95,
062327 (2017).

[78] L. Rigovacca, G. Kato, S. Baeuml, M. S. Kim, W. J.
Munro, and K. Azuma, Versatile relative entropy
bounds for quantum networks, New J. Phys. 20, 013033
(2018).

[79] T. Cooney, M. Mosonyi, and M. M. Wilde, Strong
converse exponents for a quantum channel dis-
crimination problem and quantum-feedback-assisted
communication, Commun. Math. Phys. 344, 797
(2016).

[80] R. Bhatia, Matrix Analysis (Springer, New York,
1997).

[81] M. Tomamichel, M. M. Wilde, and A. Winter, Strong converse
rates for quantum communication, IEEE Trans. Inf. Theory 63,
715 (2017).

022401-23

https://doi.org/10.1088/1367-2630/16/10/103032
https://doi.org/10.1103/PhysRevA.93.032105
https://doi.org/10.1007/s00220-007-0189-3
https://doi.org/10.1103/PhysRevA.67.012306
https://doi.org/10.1109/TIT.2003.814935
https://doi.org/10.1007/s00220-017-2885-y
https://doi.org/10.1103/PhysRevA.95.062327
https://doi.org/10.1088/1367-2630/aa9fcf
https://doi.org/10.1007/s00220-016-2645-4
https://doi.org/10.1109/TIT.2016.2615847

