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First law of quantum thermodynamics in a driven open two-level system
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Assigning the variations of internal energy into heat or work contributions is a challenging task due to the
fact that these properties are trajectory dependent. A number of proposals have been put forward for open
quantum systems following an arbitrary dynamics. We here focus on nonequilibrium thermodynamics of a
two-level system and explore in addition to the conventional approach, two definitions motivated by either
classical work or heat in which the driving Hamiltonian or the trajectory itself, respectively, are used to set
up a reference basis. We first give the thermodynamic properties for an arbitrary dynamics and illustrate the
results on the Bloch sphere. Then, we solve the particular example of a periodically driven qubit interacting with
a dissipative and decoherence bath. Our results illustrate the trajectory-dependent character of heat and work
and how contributions originally assigned to dissipation in the Lindblad equation can become a coherent part
assigned to work.
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I. INTRODUCTION

Deriving the laws of thermodynamics from microscopic
theory has been a long-time endeavor that has given rise to
quantum thermodynamics, a blossoming field of research that
brings advances in foundations of physics as well as experi-
mental progress [1–3]. Proposals for quantum microengines
[4–6] have been experimentally implemented in technological
platforms [7–11].

In this context, the definition of physical properties on the
nanoscale, such as energy, heat, and work, becomes all the
more relevant. However, although the variation of internal en-
ergy is well defined from the total energy of a given system, its
work and heat components are trajectory dependent [12–15].
These thermodynamic process functions become, in the quan-
tum regime, stochastic variables that cannot be described by
observable Hermitian operators [16]. Heat is generally consid-
ered as being generated by irreversible processes stemming
from random motion and can only be transferred when the
system of interest interacts with some environment. In addi-
tion, interactions blur the clear separation between the system
and the bath, making the distinction between heat and work
all the more ambiguous.

A widely used framework to distinguish between the two
contributions of internal energy change is that put forward
in the late 1970s [17,18]. This now “conventional” approach
was derived in the weak-coupling regime, assigning changes
in the Hamiltonian to work and variations in the state to
heat. In turn, the definition of heat and work in arbitrary
open quantum dynamics has triggered a number of proposals.
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The two-point measurement of work in isolated systems [16]
has been extended to driven open systems [19,20] including
strong coupling [21] or arbitrary dynamics [22–24]. For work
reservoir, measuring work stored in the reservoir by quantify-
ing the ergotropy [25] avoids violation of the Carnot bound
[26]. Among other proposals to identify heat and work in the
strong-coupling regime are those using the Hamiltonian of
mean force [27–30] to describe the open system at equilibrium
with the environment and obtain the system partition func-
tion from which free energy and the system entropy follow;
semiclassical approaches [31,32] that introduce the concept
of a diagonal entropy [33] and operational approaches based
on measurements [34–37]. Recently, a definition of heat has
been proposed based on the von Neumann entropy [38,39]
and building on the concept of reference trajectory [40,41]. In
this approach, part of what is conventionally (in the sense of
Ref. [18]) considered as heat becomes assigned to work. Here,
we analyze the conventional approach [18] together with the
two approaches that are motivated by either work [33] or heat
[38,39] and where the driving Hamiltonian or the trajectory is
used to set a reference basis in a two-level system undergoing
an arbitrary open dynamics and illustrate the specific example
in a periodically driven open qubit.

II. HEAT AND WORK IN A GENERIC OPEN
TWO-LEVEL SYSTEM

Let an open two-level system (TLS) follow an arbitrary
trajectory described by the reduced density matrix,

ρt =
∑

i, j={e,g}
ρ

i j
t |i〉 〈 j| = 1

2
(1 + �nt · �σ ), (1)
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where ρ
i j
t ≡ 〈i| ρt | j〉 , �σ ≡ (σx, σy, σz ) are the Pauli matri-

ces and �nt = [2 Re(ρeg
t ),−2 Im(ρeg

t ),�t ] is the Bloch vector
with �t = ρee

t − ρ
gg
t the population inversion. This trajectory

can include the TLS interaction with an environment, the
only assumptions being it is trace preserving and continu-
ous in time. It takes a diagonal form ρt = n+,t |n+,t 〉 〈n+,t | +
n−,t |n−,t 〉 〈n−,t | where the eigenvalues are given by the Bloch
vector norm through n±,t = 1

2 (1 ± nt ). The eigenstates read

|n+,t 〉 = cos φt |e〉 + eiϕt sin φt |g〉 , (2a)

|n−,t 〉 = −e−iϕt sin φt |e〉 + cos φt |g〉 , (2b)

with e−iϕt = ρ
eg
t /|ρeg

t |, cos(2φt ) = �t/nt , and tan(2φt ) =
2|ρeg

t |/�t . The norm of the Bloch vector depends on the pop-
ulation inversion and the amplitude of the coherence (defined
as off-diagonal terms in the TLS basis), specifically,

nt ≡ |�nt | =
√

4
∣∣ρeg

t

∣∣2 + �2
t , (3)

and determines the state purity,

Pt ≡ Tr
(
ρ2

t

) = (
1 + n2

t

)
/2. (4)

We consider that the TLS is driven by the general Hamil-
tonian,

Ht = �ht · �σ =
∑

k∈{±}
Ek,t |Ek,t 〉 〈Ek,t | , (5)

where we omit any constant term shifting the energy and with
�ht ≡ (hx,t , hy,t , hz,t ) ∈ R3. The eigenenergies are E±,t = ±ht

with ht ≡ |�ht |, and the eigenstates read

|E+,t 〉 = cos θt |e〉 + ei�t sin θt |g〉 , (6a)

|E−,t 〉 = −e−i�t sin θt |e〉 + cos θt |g〉 . (6b)

The angles are defined from 〈e| Ht |g〉 ≡ |Heg
t |e−i�t in

the TLS, physical basis, and cos(2θt ) = hz,t/ht , tan(2θt ) =
|Heg

t |/hz,t . We interpret this Hamiltonian as the one generating
the unitary part of the dynamics and containing the Lamb-shift
corrections [42].

The internal energy of the system Ut ≡ Tr(Htρt )
can be explicit using either the Hamiltonian
basis,

∑
k Ek,t 〈Ek,t | ρt |Ek,t 〉, or the state basis,∑

k nk,t 〈nk,t | Ht |nk,t 〉. It is useful to remark that it also
reads

Ut = �nt · �ht = nt ht cos αt , (7)

where αt denotes the angle between the unit vector n̂t and ĥt ,
see Fig. 1(a), and we can verify that

cos αt = cos(2φt ) cos(2θt ) + sin(2φt ) sin(2θt ) cos(ϕt − �t )

= |〈E+,t |n+,t 〉|2 − |〈E−,t |n+,t 〉|2. (8)

Although the variation of internal energy is unambiguously
defined from the time derivative of Eq. (7), its separation into
heat and work according to the first law of thermodynamics
can be seen from different points of view, and various defini-
tions have been put forward as mentioned in the Introduction.
We focus on: (i) today’s rather conventional framework and
two other approaches motivated from the classical definition
of either (ii) work or (iii) heat. The first law for these three

(a) (b)

FIG. 1. (a) Bloch representation of the state and driving Hamil-
tonian. (b) Division of heat and work according to the “Hamiltonian-
based” (HB) and the “entropy-based” (EB) approaches. The former
approach assigns changes in eigenenergies to work, the rest of inter-
nal energy changes being heat; in turn, the latter approach assigns
heat to changes in entropy. The difference between these two ap-
proaches is that a portion (the white circle) of heat in the first one is
attributed to work in the second one.

approaches reads

dUt = d̄ Wwc
t +d̄ Qwc

t = d̄ wt +d̄ qt = d̄Wt +d̄ Qt . (9)

(i) First, we consider the conventional framework that was
established in the weak-coupling slowly varying regime [18].
It defines work and heat from the variation of the Hamiltonian
and the trajectory as Ẇwc

t = Tr(Ḣtρt ) and Q̇wc
t = Tr(Ht ρ̇t ),

respectively. For a TLS, these read

Ẇwc
t = �̇ht · �nt , (10a)

Q̇wc
t = �ht · �̇nt . (10b)

Now, because the master equation for an open system is not
unique, the dissipative part depends on the choice made for the
unitary dynamics [42]. Similarly, heat and work are trajectory
dependent, and contributions originally assigned to dissipa-
tion in the Lindblad equation can become a coherent part
assigned to work. We look at two other approaches motivated
by classical thermodynamics.

(ii) Second, we consider the “semiclassical” or
Hamiltonian-based (HB) thermodynamics framework [33]
in which the Hamiltonian basis is used as a reference.
This approach corresponds to the classical definition of
work, that relates work to changes in the coordinates that
characterize the system [43], in associating work with changes
in the eigenenergies. Heat is then related to the rest of the
internal energy variation, i.e., to the variation of probabilities
p±,t ≡ 〈E±,t | ρt |E±,t 〉 = (1 ± Ut/ht )/2 = (1 ± nt cos αt )/2.
Specifically, the changes over a small increment of time read

ẇt =
∑

k∈{±}
pk,t Ėk,t = ḣt

ht
Ut = ḣt nt cos αt , (11a)

q̇t =
∑

k∈{±}
ṗk,t Ek,t = ht

d

dt
(nt cos αt ). (11b)

In this framework, entropy variations are not necessarily re-
lated to changes in heat only.

(iii) Third, we consider the approach where heat is defined
from the change in the von Neumann entropy [38,39] and
is, thus, motivated by the classical definition of heat [43].
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The von Neumann entropy St = −Tr(ρt ln ρt ) varies as Ṡt =
−∑

k ṅk,t ln nk,t . That is, the TLS entropy varies only with
changes in the state eigenvalues or, equivalently, changes in
the norm of the Bloch vector. This variation also determines
the purity change, which from Eqs. (3) and (4) readily reads
Ṗt = ṅt nt and yields

Ṡt = 1

2
ṅt ln

(
1 − nt

1 + nt

)
= Ṗt

2nt
ln

(
1 − nt

1 + nt

)
. (12)

In the entropy-based (EB) approach, a variation of the eigen-
values leads to a change in heat (accompanied with the
entropy change) whenever the internal energy does not vanish,
cf. Eq. (13). The variation of the internal energy (7) attributed
to heat changes is, thus, defined as

Q̇t = ṅt

nt
Ut = ṅt ht cos αt

= q̇t − nt ht
d

dt
cos αt= Q̇wc

t − ht nt ĥt · ˙̂nt . (13)

It can be verified that this definition of heat is consistent with
Q̇t = ∑

k=± ṅk,t 〈nk,t | Ht |nk,t 〉, which is the form proposed in
Ref. [38]. The remaining terms in the internal energy change
are assigned to work exchange,

Ẇt = nt
d

dt
(ht cos αt )

= ẇt + nt ht
d

dt
cos αt= Ẇwc

t + ht nt ĥt · ˙̂nt . (14)

The difference between the EB approach and the conventional
method d̄ Qwc

t −d̄ Qt = ht nt ĥt · ˙̂nt is path dependent and as-
signed to environment-induced “dissipative work” [38].

So the three considered approaches are equivalent when
there is no change in the directions of neither the trajectory
nor the driving. Whenever these unit vectors vary, the assig-
nation of heat and work becomes approach dependent. The
HB and EB approaches are equivalent whenever the system
is driven along a trajectory with constant deviation (α̇t = 0).
When the angle varies, the contribution in α̇t is associated with
either heat (Hamiltonian-based framework with energy as the
preferred basis) or work (entropy-based approach, trajectory
basis used as a reference). Note that this contribution does not
alter entropy nor purity—cf. Eq. (12). From Eq. (8), we see it
requires a variation in, at least, one of the overlaps 〈Ek,t |nk′,t 〉,
which is related to a variation of the system coherence in
the energy eigenbasis [44]. A redefinition of the first law of
thermodynamics that splits internal energy change into three
contributions (heat, work, and coherence) has been recently
proposed [15]. Figure 1(b) presents a schematic of these dif-
ferent distributions of internal energy changes. Additionally,
in the weak-coupling definitions (i), the variation of αt is split
into work and heat exchanges, originating from the variation
of the unit vectors ĥt and n̂t , respectively.

Next, we use the definition of the instantaneous inverse
temperature of the system recently proposed for nonequilib-
rium settings [45],

βt = −cov(Ht , ln ρt )

(�Ht )2
= cos αt

2ht
ln

(
1 − nt

1 + nt

)
, (15)

with cov(AB) ≡ Tr(AB)/d − Tr(A)Tr(B)/d2 and (�H )2 =
Tr(H2)/d − Tr(H )2/d2, d being the dimension to compute
the irreversible entropy. The latter is approach dependent and
the EB result reads, using (13) for the heat,

ṠEB
i,t = Ṡt − βt Q̇t , (16a)

= 1

2
ṅt sin2 αt ln

(
1 − nt

1 + nt

)
. (16b)

In the example below, we compare this result with the other
approaches, that give the irreversible entropy as ṠHB

i,t = Ṡt −
βt q̇t and Ṡwc

i,t = Ṡt − βt Q̇wc
t .

III. APPLICATION TO A PERIODICALLY
DRIVEN OPEN ATOM

Let us now compute these definitions in a specific model
that represents a microscopic heat pump powered by a laser.
This example consists of a two-level atom periodically driven
by a classical laser field and interacting with both a photon
bath and a dephasing bath. The two baths can have different
temperatures and have different interactions with the system:
The first is diagonal in the system basis whereas the second is
purely off-diagonal, thus, causing decoherence only with no
population transition. Such a model is adequate to describe
different physical scenarios [46] including a quantum dot in-
teracting with acoustic phonons [47], an atom driven by an
optical field and immersed in a buffer gas [48] or also a driven
two-level molecule with variable dephasing of thermal origin
[49]. This open driven system has been considered and solved
in, e.g., Refs. [35,46,50,51]. We recast below the main points
of the derivation with details in Appendix A to obtain the
quantities relevant for the thermodynamics analysis. Note that
a similar model with the photon bath only has been looked
at using the Bloch equations [52] and that the conventional
thermodynamics approach has been investigated in a period-
ically driven qubit with a purely off-diagonal bath using the
stochastic Schrödinger equation [53]. Here, we combine the
two kinds of bath and consider the recently proposed entropy-
based formulation of thermodynamics [38,39].

The system is an atom driven by a monochromatic classical
field with Hamiltonian,

HS (t ) = ω0

2
σz + ε(eitσ− + e−itσ+), (17)

where ε = ε∗ is proportional to the laser intensity and σ+ =
|e〉 〈g| = σ

†
− are the atomic transition operators. This “renor-

malized” Hamiltonian includes the Lamb shift, so HS (t ) = �ht ·
�σ with �ht = (ε cos(t ), ε sin(t ), ω0

2 ) of constant norm ht =√
ε2 + (ω0/2)2 ≡ h0. Since Heg

t = εe−it , we have �t = t
here. We take h̄ = kB = 1.

The internal energy, defined in Eq. (7), reads for a general
state represented by the density matrix (1),

Ut = ω0

2
�t + 2ε

∣∣ρeg
t

∣∣ cos(ϕt − t ). (18)

Since the norm of the driving Hamiltonian is constant, ḣt = 0,
regardless of the trajectory, the Hamitonian-based definition
of work variation (11a) always vanishes. Indeed, ẇt = 0,
so the internal energy variation is completely assigned to
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heat change U̇t = q̇t . In turn, the conventional (10a) and
the entropy-based (14) definitions yield nonvanishing work
change, that read Ẇwc

t = 2ε|ρeg
t | sin(ϕt − t ) and Ẇt =

−α̇t nt h0 sin αt , respectively. The heat variation is, therefore,
reduced by the same quantity such that the variation of internal
energy matches in all approaches. The difference between
the approaches arises due to variations of the unit vectors
defining the direction of the trajectory and driving ˙̂nt and ˙̂ht ,
respectively. In the following, we solve the dynamics for a
dissipative system before presenting numerical results for heat
and work.

A. Model of the baths and dynamics

Consider the TLS interacts with an environment HB =
Hz + Hx formed by two baths of harmonic oscillators Hz =∑

k ωkb†
z,kbz,k and Hx = ∑

k ωkb†
x,kbx,k . The interaction is di-

vided into a purely dephasing term ( j = z) that is diagonal
in the atom basis, and an electromagnetic bath of photon
( j = x) that is purely off-diagonal. Namely, the interaction
Hamiltonian reads

V = Vz + Vx = λzσz ⊗ Bz + λxσx ⊗ Bx, (19)

with the bath operators Bj = ∑
k g j,k (b†

j,k + b j,k ) where the
couplings g j,k relate to the spectral density and λ j accounts
for a global coupling strength. The baths participate to the
dynamics through the Fourier transform of their correla-
tion functions, defined for positive frequency from Gj (ω) =∫ ∞
−∞ dτ eiωτ Tr[B†

j (τ )Bjρ j] = e−β jωGj (−ω), and that fulfills
detailed balance since the baths are considered at equilibrium
with a thermal density reading ρ j = e−β j Hj /Tr(e−β j Hj ). These
correlation functions together with the bath coupling strengths
and the laser parameters determine the decay rates �1, �2 of
two different decay channels, as detailed in Appendix A and
below.

The system is driven periodically HS (t ) = HS (t + T ) with
a period T = 2π/. Using Floquet theorem [54–56], the evo-
lution operator US (t ) = T exp(−i

∫ t
0 HS (t ′)dt ′), where T is

the time-ordering operator, can be decomposed into a periodic
operator Pt and a time-independent “average Hamiltonian,”
denoted H̄ . It can be verified through time differentia-
tion that US (t ) = Pt e−iH̄t , where Pt = e−it (/2)σz = Pt+2T and
H̄ = δ

2σz + εσx. Here, δ = ω0 −  is the detuning of the
driving laser with respect to the electronic transition and
r = √

4ε2 + δ2 is the Rabi frequency. Diagonalizing the
average Hamiltonian, H̄ = r

2 σ̄0 where σ̄0 ≡ σ̄z = |ē〉 〈ē| −
|ḡ〉 〈ḡ|, yields the “Floquet basis” (|ē〉 , |ḡ〉)† = M(|e〉 , |g〉)†

with

M =
(

cos θ sin θ

− sin θ cos θ

)
, (20)

where cos(2θ ) = δ/r and tan(2θ ) = 2ε/δ. The differences
between eigenvalues define the set of “quasi-Bohr frequen-
cies” ̄B = r� with � = {−1, 0, 1}. The system operators
σ j involved in the coupling (19) evolve, in the driven-system
interaction picture σ j (t ) = U †

S (t )σ jUS (t ), according to the
quasi-Bohr frequencies and the driving frequency. This is

clear from the Fourier decomposition,

σ j (t ) =
∑

q,p∈�

ei(qr+p)t s( j)
q,pσ̄q, (21)

where the real coefficients s( j)
q,p are detailed in Appendix A.

We denote σ̄q = MσqM† for q ∈ {−, 0,+} the Pauli matrices
in the Floquet basis.

B. Master equation and resolution

The dynamics is first written in the total interaction pic-
ture defined from the evolution with no interaction U (t ) =
US (t )e−iHBt in which the reduced density of the system is
denoted ρ̃t . Assuming weak coupling, the master equation
reads

dρ̃t

dt
= −

∑
j={z,x}

TrBj

∫ ∞

0
dτ [Vj (t ), [Vj (t − τ ), ρ̃t ⊗ ρ j]]

= D(ρ̃t ), (22)

with Vj (t ) = U †(t )VjU (t ) = λ jσ j (t ) ⊗ Bj (t ) and Bj (t ) =
eiHjt B je−iHjt . This form allows to get the dissipator and group
together all time-dependent terms so as to perform the rotating
wave approximation, that leads to a compact dissipator of
Lindblad form

D(ρ̃t ) =
∑
q∈�

γq

(
σ̄qρ̃t σ̄

†
q − 1

2
{σ̄ †

q σ̄q, ρ̃t }
)

. (23)

The Lindblad operators, thus, correspond to the Pauli ma-
trices in the Floquet basis. The relaxation rates account for
the two baths through γq = γ (x)

q + γ (z)
q , defined from γ

( j)
q =

λ2
j

∑
p∈�(s( j)

q,p)2Gj (−qr − p).
The master equation (22) is first solved in the interac-

tion picture with the density matrix obtained in the Floquet
basis. We then recast the density matrix in the Schrödinger
picture and express it in the atom basis—details are given in
Appendix A. The evolution of the quantum state,

ρt = 1
2 (1 + �Nt · Pt �̄σP†

t ) (24)

is set by the elements of the Bloch vector �Nt = (Xt ,Yt , Zt )
with

Xt = 2e−�2t Re
(
e−ir tρ

eg
0

)
, (25a)

Yt = −2e−�2t Im
(
e−ir tρ

eg
0

)
, (25b)

Zt = �̄t = e−�1t (�̄0 + 2κ ) − 2κ. (25c)

The initial population inversion in the Floquet basis reads
�̄0 = �0 cos(2θ ) + 2 Re(ρeg

0 ) sin(2θ ) and the coherence term
reads ρ

eg
0 = −�0

2 sin(2θ ) + Re(ρeg
0 ) cos(2θ ) + i Im(ρeg

0 ). The
population inversion and the norm of the Bloch vector evolve
as

�t = Zt cos 2θ − Xt sin 2θ, (26a)

n2
t = X 2

t + Y 2
t + Z2

t = e−2�2t 4
∣∣ρeg

0

∣∣2 + �̄2
t . (26b)
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The effects of the baths appear in the decay rates,

�1 = γ+ + γ− = γ
(z)
+ + γ

(z)
− + γ

(x)
+ + γ

(x)
− , (27a)

�2 = �1

2
+ 2γ0, (27b)

and through the dimensionless constant κ = 1
2

γ−−γ+
γ−+γ+

that is

related to steady-state (SS) values and bounded as |κ| � 1
2 .

Large values of γ± lead to large decay rates for the two
channels, leading to a fast exponential decay of the Bloch
vector coordinates. In turn, γ0 only modulates the second
decay channel and does not necessarily yield a fast decay.

The state coherence follows from Eqs. (24) and (25) as

ρ
eg
t = 1

2 (Xt cos 2θ − iYt + Zt sin 2θ )e−it . (28)

It also decays exponentially with time following the decay
of the Bloch vector coordinates. From ρ

eg
t ≡ |ρeg

t |e−iϕt , the
coherent term gives the relative angle between the vectors
characterizing the driving Hamiltonian and the state on the
(xy) plane, ϕt − �t , satisfying

cos(ϕt − t ) = 1

2
∣∣ρeg

t

∣∣ (Zt sin 2θ + Xt cos 2θ ). (29)

Substituting Eqs. (26a) and (29) into Eq. (18) yields

Ut = Zt

(
ω0

2
cos 2θ + ε sin 2θ

)

+ Xt

(
ε cos 2θ − ω0

2
sin 2θ

)
. (30)

The decay of the population inversion, coherence, and angle
is a biexponential with rates dictated by the laser intensity,
the bath coupling strengths and correlation functions—see
Eq. (A14) for the explicit expressions. In the SS, Eq. (25)
gives Xss = Yss = 0 and Zss = −2κ . The population inversion
becomes �ss = −2κ cos 2θ . The state coherence oscillate at
the driving frequency, namely, ρ

eg
ss = −κ sin 2θe−it , and �hxy

ss

and �nxy
ss , that denote the vectors on the (xy) plane, rotate in

phase. Consequently, the cosine on the left-hand side of (29)
is constant, cos(ϕss − t ) = −sgn(κ sin 2θ ). In addition, as
the z components of both �n and �h are then constant, the angle
between the two vectors αss is constant. The norm of the
Bloch vector reaches the SS value of nss = 2|κ|, which is
independent of γ0 and grows with the absolute value of the
difference between γ+ and γ−. This feature is translated in
the SS values of purity Pss = 2κ2 + 1/2 and entropy, Sss =
ln 2√

1−4κ2 + |κ| ln 1−2|κ|
1+2|κ| . A similar behavior is found for the

steady-state internal energy, that reads Uss = −κ (2ε sin 2θ +
ω0 cos 2θ ) but accounts for the sign of the difference between
γ+ and γ−.

C. Numerical simulations and discussion

From the resolution of the dynamics (25), it is straightfor-
ward to compute the variation of thermodynamics properties
of the driven open TLS using the time derivatives,

Ẋt = −�2Xt − rYt , (31a)

Ẏt = −�2Yt + rXt , (31b)

Żt = −�1(Zt + 2κ ). (31c)
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FIG. 2. Time evolution of (a) the Bloch vector �nt representing
the reduced density matrix and (b) its corresponding thermodynamic
quantities. The system is initialized in a thermal state at inverse
temperature βω0 = 1 and evolves according to Eqs. (26a)–(28) until
reaching the steady state where its representative vector oscillates
on the (xy) plane. The color bar shows the time evolution. (b) The
variation of internal energy (purple) directly gives the semiclassi-
cal HB heat in this example. During the transient, it differs from
the conventional definition (dashed blue) and the entropy-based ap-
proach (dotted red). The laser is tuned resonantly with the atom
transition  = 1 with intensity ε = 0.3. Decay rates are fixed to
γ+ = 0.1, γ− = 0.05, and γ0 = 0.05. All quantities are in units of
ω0.

The conventional approach (i) defined in Eqs. (10) gives the
variation of work as Ẇwc

t = εYt . Then, the Hamiltonian-
based approach (ii), Eq. (11), gives, as mentioned, zero work.
So all changes in internal energy are directly assigned to heat
and are straightforward from (30). Finally, the entropy-based
approach (iii), gives heat and work from Eqs. (13) and (14).

In order to compare the three considered thermodynamics
approaches, we present the evolution from an initial thermal
state in Fig. 2 and show the dependence of the thermodynamic
quantities on the decay rates in Fig. 3. Numerical applica-
tions for other initial states are presented in Appendix B.
Figure 2(a) illustrates the time evolution of the Bloch vector
�nt , computed from the coherence (28) and the population
inversion (26a), that decays exponentially in time up to the
steady state where it oscillates in time on the (xy) plane as

10-3 10 -2 10 -1
-0.3

0.0

0.3

0.1

0.2

0.3

0.4

10-3 10 -2 10 -1

(a) (b)

FIG. 3. Variation of thermodynamic quantities as a function of
the decay rates (a) γ+ = γ

(x)
+ + γ

(z)
+ with γ0 = 0.05 and (b) γ0 = γ

(x)
0

with γ+ = 0.1 for fixed γ− = 0.05 in both cases. The variation of
internal energy (purple) directly represents the variation of semi-
classical heat here. It differs from the variation of heat according
to the conventional (dashed blue) and entropy-based (dotted red)
approaches, see the text. The variation of entropy is also plotted
(orange). For each quantity, we plot the net variation, i.e., the change
integrated from the initial state to the onset of the steady state
(tss = 30/ω0). The atom and laser parameters are as in Fig. 2 and
all quantities are in units of ω0.
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predicted analytically. Figure 2(b) shows the evolution of the
exchange of heat according to the three approaches. All these
variations vanish at the steady state. The evolution of inter-
nal energy changes (purple), which also corresponds to the
semiclassical Hamiltonian-based heat exchange, drastically
differs from the other two approaches: It first increases until
reaching a maximum before decreasing and oscillating toward
the steady-state zero value. In turn, the conventional (dashed
blue) and entropy-based (dotted red) exchanges of heat evolve
similarly, decreasing from the initial time and then oscillating
before reaching the steady state. The HB approach does not
predict production of work. As commented, the difference
between the conventional and the EB heat is understood as
a dissipative contribution to work [38].

Figure 3(a) shows the entropy changes (orange) integrated

over the full transition (from the initial time to the onset of

the steady state, i.e., �S = ∫ tss

0 Ṡτ dτ ) as a function of the
relaxation rate γ+. It has an extremum at γ+ = γ− [vertical
line in Fig. 3(a)], around which point it is symmetric. At this
point, the steady state is maximally mixed, and the EB heat
shows a local peak. That is consistent with the fact that Sss de-
pends on |κ| = |γ+ − γ−|—the same behavior applies to the
purity, not shown here. Additionally, the variation of internal
energy grows with γ+ as expected since Uss ∝ (γ+ − γ−), so
the variation of HB heat also does. The conventional heat fol-
lows a similar trend with a quasiconstant offset. However, the
variation of EB heat grows up to γ+ ≈ γ− (vertical line) after
which point it stops being monotonic, which contrasts with
the behavior of the other approaches. Figure 3(b) shows the
dependency of the thermodynamics quantities as a function
the decay rate γ0. As expected, there is no variation of entropy
and internal energy. So HB heat is constant. However, the EB
approach predicts a larger increase in the variation of heat as a
function of this relaxation rate than the other models. This heat
increases at the expense of decreasing the dissipative work,
which originates from the coherence part of the dynamics
[38]. As mentioned above, it is the energy changes due to the
coherent part of the dynamics that make the difference and are
either assigned to work (EB) or heat (conventional approach).
This figure also shows that the considered three approaches
lead to very different characterizations of the thermodynamics
evolution of this system over a wide range of decay rates.

Finally, Fig. 4 presents the evolution of the entropy and
irreversible entropy according to the different approaches.
The inset illustrates the evolution of the instantaneous inverse
temperature (pink), according to Eq. (15) and the population
inversion (cyan). At short times, the ground state is more pop-
ulated than the excited state (i.e., �t > 0), and the temperature
is positive—as expected from the populations. The conven-
tional and EB irreversible entropies (dashed blue and dotted
red, respectively) are non-negative and exhibit very similar
trends because of similar heat predictions—cf. Fig. 2(b). In
turn, the HB irreversible entropy (dot-dashed green) starts
decreasing and being negative until reaching a minimum. At
the crossing βt = 0, the irreversible entropy coincides with the
von Neuman entropy regardless of the approach. At longer
times, the temperature becomes negative whereas the popu-
lation inversion oscillates toward its steady-state zero value
as expected for resonant excitation of the atom—note that
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0.02

0.00

-0.02

10-2 10-1 101100

0

100 10110-110-2

1

FIG. 4. Time evolution of the irreversible entropy as obtained
from the different approaches, Eq. (16a) and below, for the initial
thermal state with parameters as in Fig. 2. The inset shows the
evolution of the system instantaneous inverse temperature Eq. (15)
and population inversion �t . All quantities are in units of ω0.

states with negative temperatures are physically relevant [57]
and have been experimentally demonstrated [58,59]. Simul-
taneously, irreversible entropy decays to zero for the three
approaches. However, the decay of HB irreversible entropy is
accompanied by sharp oscillations with positive and negative
values, whereas conventional and EB approaches predict a
softer decay without oscillations and reaching negative values
only at final times. We remark that the conventional and EB
predictions are very similar as expected from the heat rates
with the small difference assigned to production of dissipative
work.

Note that the three approaches coincide only for very spe-
cific conditions, such as when the system is initialized in a
maximally mixed state—see Appendix B for details.

IV. CONCLUSION

We presented the thermodynamics of a two-level system on
the Bloch sphere, focusing on three selected approaches to as-
sign the change in internal energy into quantum heat or work:
One approach motivated by work as changes in the system
energy, another motivated by heat as changes in the system
entropy, and the one conventionally used today. The two con-
tributions that can switch from heat to work between different
approaches originates from variations in the direction of the
trajectory or the driving Hamiltonian. Changes in the rela-
tive directions—directly given by the variation of the angle
between the respective vectors on the Bloch sphere—can be
interpreted as purely quantum and are physically related to
the system quantum coherence in the energy basis.

We solved the dynamics of a microscopic heat pump
powered by a laser to illustrate the differences. Even in the
case of weak coupling and Markovian evolution, the con-
sidered approaches lead to different assignations of heat and
work. This is because an open quantum system does not
have a unique Lindblad description and work can still be
extracted from the open dissipative part. With this in mind, we
still find that the semiclassical HB approach predicts results
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very distant from the conventional approach, developed in
the weak-coupling regime that we are considering. The EB
approach, in turn, shows small differences which can be inter-
preted as a corrections to the conventional approach emerging
from the dissipative work contribution. We also find larger
discrepancies on the HB irreversible entropy with sharper os-
cillations and negative values over a longer time. Considering
that the differences between approaches mainly come from
the system coherence in the energy basis, experiments with
pure dephasing could provide more intuition to give a definite
recommendation.
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APPENDIX A: DETAILS FOR THE DERIVATION
OF THE MODEL DYNAMICS AND ITS RESOLUTION

We recast below the main points for the derivation of the
master equation and its resolution.

1. Floquet decomposition

The system is driven periodically, HS (t ) = HS (t + T )
with a period T = 2π/. The evolution with periodically
driving Hamiltonians can be obtained using the Floquet the-
orem [54–56]. In that case, the evolution operator US (t ) =
T exp(−i

∫ t
0 HS (t ′)dt ′), where T is the time-ordering oper-

ator, can be decomposed into a periodic operator Pt and a
time-independent average Hamiltonian, denoted H̄ . It can be
verified through time differentiation that

US (t ) = Pt e
−iH̄t , (A1)

where Pt = e−it (/2)σz = Pt+2T and H̄ = δ
2σz + εσx. The av-

erage Hamiltonian is diagonalized as H̄ = r
2 σ̄0 in the

eigenbasis,

|ē〉 = cos θ |e〉 + sin θ |g〉 , |ḡ〉 = − sin θ |e〉 + cos θ |g〉 ,

(A2)

with cos(2θ ) = δ
r

and tan(2θ ) = 2ε
δ

. The eigenstates define
the Floquet basis, whereas the differences between eigenval-
ues define the set of quasi-Bohr frequencies ̄B = r� with
� = {−1, 0, 1}.

Let us first look at the evolution in the driven-system
interaction picture of the system operators σ j involved in
the coupling, i.e., σ j (t ) = U †

S (t )σ jUS (t ). The first one easily
follows from Eqs. (A1) and (A2) as

σz(t ) = eit (r/2)σ̄0σze
−it (r/2)σ̄0

= cos(2θ )σ̄0 − sin(2θ )(eir t σ̄+ + e−ir t σ̄−), (A3)

where the evaluation in the last line follows from the Baker-
Campbell-Hausdorff (BCH) formula and the commutator

[σ̄0, σz] = 4ε
r

(σ̄− − σ̄+). The second operator of interest is

σx(t ) = ei(r/2)σ̄0t (eitσ+ + e−itσ−)e−i(r/2)σ̄0t

= eit

(
sin(2θ )

2
σ̄z + cos(2θ )+1

2
eir t σ̄+

+cos(2θ )−1

2
e−ir t σ̄−

)
+H.c., (A4)

as readily follows from evaluating P†
t σzPt thanks to the

BCH formula and the commutator [σ̄z, σ+] = 2(cos2 θσ̄+ +
sin2 θσ̄−). The time evolution is, thus, dictated by the quasi-
Bohr frequencies and the driving frequency. Indeed, it can be
recast into the Fourier decomposition,

σ j (t ) =
∑

q,p∈�

ei(qr+p)t s( j)
q,pσ̄q, (A5)

with the real coefficients s(z)
0,0 = cos(2θ ), s(z)

±,0 = − sin(2θ ),

and s(z)
q,± = 0 for the dephasing bath and s(x)

0,± =
1
2 sin(2θ ), s(x)

±,± = 1
2 [cos(2θ ) + 1], s(x)

±,∓ = 1
2 [cos(2θ ) − 1],

and s(x)
q,0 = 0 for the photon bath.

2. Master equation

Let us now look at the master equation of the reduced
system in the total interaction picture defined from the evo-
lution with no interaction U (t ) = US (t )e−iHBt , and in which
the reduced density matrix is denoted with a tilde, ρ̃t . The von
Neumann equation for the total density-matrix �t reads d �̃t

dt =
−i[V (t ), �̃t ] and leads, assuming the Born-Markov approx-
imation �̃t = ρ̃t ⊗ ρB and uncorrelated baths, to the master
equation for the reduced density matrix,

d ρ̃t

dt
= −

∑
j={z,x}

TrB

∫ ∞

0
dτ [Vj (t ), [Vj (t − τ ), �̃t ]]

= Dz(ρ̃t ) + Dx(ρ̃t ). (A6)

The interacting Hamiltonian, in the interaction picture,
reads Vj (t ) = U †(t )VjU (t ) = λ jσ j (t ) ⊗ Bj (t ) with Bj (t ) =
eiHjt B je−iHjt . This form allows to get the dissipator and
group together all time-dependent terms so as to perform
the rotating-wave approximation, that leads to the compact
Lindblad form

D j (ρ̃t ) =
∑
q∈�

γ ( j)
q

(
σ̄qρ̃t σ̄

†
q − 1

2
{σ̄ †

q σ̄q, ρ̃t }
)

(A7)

provided that G∗(−ω) = G(ω). The Lindblad operators,
thus, correspond to the Pauli matrices in the Floquet basis.
The relaxation rates are defined by γ

( j)
q = λ2

j

∑
p∈�(s( j)

q,p)2Gj

(−qr − p). Specifically, the rates for the diagonal cou-
pling involve dephasing only γ

(z)
± = λ2

z sin2(2θ )Gz(∓r ),
since γ

(z)
0 = λ2

z cos2(2θ )Gz(0) is zero. In turn, the rates from
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the electromagnetic bath read γ
(x)

0 = λ2
x

sin2(2θ )
4 [Gx() + Gx(−)] and

γ
(x)
± = λ2

x

[(
cos(2θ ) + 1

2

)2

Gx(∓+) +
(

cos(2θ ) − 1

2

)2

Gx(±−)

]
, (A8)

where ± ≡  ± r .

3. Solution of the dynamics

We solve the master equation for the density matrix in the interaction picture. This is equivalent to solving the system in the
Floquet basis,

dρ̃t

dt
=

[
−γ− 〈ē| ρ̃t |ē〉 + γ+ 〈ḡ| ρ̃t |ḡ〉 −(

γ++γ−
2 + 2γ0

) 〈ē| ρ̃t |ḡ〉
−(

γ++γ−
2 + 2γ0

) 〈ḡ| ρ̃t |ē〉 γ− 〈ē| ρ̃t |ē〉 − γ+ 〈ḡ| ρ̃t |ḡ〉

]
. (A9)

Equivalently,

d

dt
〈ē| ρ̃t |ē〉 = γ+ − (γ+ + γ−) 〈ē| ρ̃t |ē〉 , (A10a)

d

dt
〈ē| ρ̃t |ḡ〉 = −

(γ+ + γ−
2

+ 2γ0

)
〈ē| ρ̃t |ḡ〉 . (A10b)

Thus, introducing the decay rates �1 = γ+ + γ− and �2 = �1
2 + 2γ0, we find

〈ē| ρ̃t |ē〉 = γ+
�1

+
(
ρee

0 − γ+
�1

)
e−�1t = 1

2
− κ + e−�1t

(
�̄0

2
+ κ

)
≡ 1

2
+ �̄t

2
, (A11a)

〈ē| ρ̃t |ḡ〉 = e−�2t 〈ē| ρ0 |ḡ〉 , (A11b)

where �̄t = 〈ē| ρ̃t |ē〉 − 〈ḡ| ρ̃t |ḡ〉 and κ = (γ− − γ+)/2(γ− + γ+). The latter is bounded |κ| � 1/2 for positive correlation
functions G(ω).

The solution of the density matrix can readily be recast in the Schrödinger picture. Its elements in the atom basis read

�t

2
= �̄t

2
cos(2θ ) − Re(〈ē| ρ̃t |ḡ〉 e−ir t ) sin(2θ ), (A12)

eitρ
eg
t = �̄t

2
sin(2θ ) + 〈ē| ρ̃t |ḡ〉 e−ir t cos2 θ − 〈ḡ| ρ̃t |ē〉 eir t sin2 θ

= �̄t

2
sin(2θ ) + Re(〈ē| ρ̃t |ḡ〉 e−ir t ) cos(2θ ) + i Im(〈ē| ρ̃t |ḡ〉 e−ir t ). (A13)

The density matrix can be written in a compact form using the Bloch vector that we give in the main text Eqs. (24) and (25).
For completeness, we give the decay rates using the atom and laser parameters,

�1 = 1

42
r

{
λ2

z (4ε2)gz,+(r ) + λ2
x (ω0 − −)2gx,+(+) + λ2

x (ω0 − +)2gx,+(−)
}
, (A14a)

�2 = 1

82
r

{
λ2

x (ω0 − −)2gx,+(+) + λ2
x (ω0 − +)2gx,+(−) + (4ε)2[λ2

xgx,+() + λ2
z gz,+(r )

]}
, (A14b)

κ = 1

82
r �1

{
λ2

x (ω0 − −)2gx,−(+) − λ2
x (ω0 − +)2gx,−(−) + λ2

z (4ε)2gz,−(r )
}
, (A14c)

where g j,±(ω) ≡ Gj (ω) ± Gj (−ω).

APPENDIX B: NUMERICAL SIMULATIONS
FOR DIFFERENT INITIAL STATES

We show below the results when the system is initialized
in the maximally mixed state (Figs. 5 and 6) or in the pure
ground state (Figs. 7 and 8). The dynamics is solved as in
the main text with the same laser parameters, i.e., resonant
with the atom transition frequency ω0 =  and with intensity
ε = 0.3ω0.

When the initial state is maximally mixed, the initial
population inversion �0 and coherence ρ

eg
0 are both zero.

Equation (25) leads to Xt = Yt = 0 and Zt = 2κ (e−�1t −
1). The state vector �nt = 2 Zt

r
[ε cos(t ), ε sin(t ), δ/2]

is, thus, aligned with the system Hamiltonian �ht =
[ε cos(t ), ε sin(t ), ω0/2]. Since the angle αt is constant
in time, the HB and EB thermodynamic approaches coin-
cide for this particular initial state and, thus, the variation
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FIG. 5. Initial maximally mixed state. Time evolution of the
(a) Bloch vector and (b) exchange of heat for the three approaches.
The decay rates are fixed to γ+ = 0.1ω0 and γ− = γ0 = 0.05ω0.

of internal energy is fully assigned to heat exchange in
both approaches. Besides, the conventional production of

work is given according to Eq. (10a) as �̇ht · �nt . Since �̇ht =
ε[− sin(t ), cos(t ), 0], hence, the conventional work also
vanishes and, thus, the three thermodynamics approaches
agree for the maximally mixed initial state, as illustrated in
Figs. 5 and 6.

In Fig. 5(a) we observe the exponential decay to the SS
on the z = 0 plane during all the transient, i.e., the state
remains maximally mixed along the evolution. In Fig. 5(b)
the heat variation—identical for the three approaches—shows
a monotonic decay without oscillations when reaching the SS
or a maximum for the variation of internal energy as found for
the thermal state in Fig. 2(b).

Additionally, since U0 = 0, hence, �U = ∫ tss

0 U̇τ dτ = Uss.
As mentioned in the main text, Uss is proportional to (γ+ −
γ−), leading to �U = 0 when γ+ = γ− as shown in Fig. 6(a).
At this point (γ+ = γ−), the purity—not shown here—and
entropy total variation from the initial to the SS show an
extremum as seen in Fig. 6(a). This extremum corresponds
to a maximally mixed SS and, hence, both purity and entropy
variations vanish in this case. The same behavior holds for
the total variation of conventional and EB heat in Fig. 6(a).
Furthermore, in Fig. 6(b) we observe that the three ap-
proaches lead to the same evolution of irreversible entropy
as expected since the exchange of heat is identical in all of
them. More interestingly, we see a negative temperature along
with production of irreversible entropy during the transient,
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10110 -2
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FIG. 6. Initial maximally mixed state. (a) Total variation of en-
tropy (orange) and heat according to the three thermodynamics
approaches from the initial time to the onset of the steady state
tssω0 = 30 as function of γ+—the other decay rates are fixed again
as γ− = γ0 = 0.05ω0. (b) Evolution of entropy (orange) and ir-
reversible entropy. The inset shows the evolution of the system
instantaneous temperature (pink) and population inversion (cyan).
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FIG. 7. Initial ground state. Time evolution of the (a) Bloch vec-
tor and (b) exchange of heat for the three approaches. The decay rates
are fixed to γ+ = 0.1ω0 and γ− = γ0 = 0.05ω0.

accompanied by a zero population inversion as the trajectory
remains in the maximally mixed state along the decay.

Starting from an initially pure ground state, Fig. 7(a) shows
the evolution of the Bloch vector. In Fig. 7(b) the evolution
of the heat exchanged according to the three thermodynamics
approaches is illustrated. The latter resembles to the evolution
shown in Fig. 2(b) for the thermal state, namely: (i) the ex-
change of EB and conventional heat is similar and decrease
monotonically with oscillations when reaching the steady
state, and (ii) the variation of internal energy (i.e., exchange
of HB heat) drastically differs to the EB and conventional heat
evolution, showing a maximum around tω0 ≈ 2. In contrast
with the behavior for the initial thermal state in Fig. 2(b),
since the variation of EB heat at initial time does not coin-
cide with the variation of internal energy in Fig. 7(b), now
the EB approach predicts a production of work at the initial
time already. In Fig. 8(a) we observe that the variation of
the thermodynamics quantities—from the initial to the steady
state—as a function of the relaxation rates exhibit a behavior
similar to that of Fig. 3(a), which follows from an initial
thermal state. However, we now observe that the net variation
of entropy is always positive, as expected for an initial pure
state. Figure 8(a) shows again that for maximally mixed SS
(i.e., the vertical line at γ+ = γ−), the variations of purity and
entropy as functions of γ+ exhibit an extremum whereas the
variations of EB heat present local peaks. The evolution of the
entropy and irreversible entropy for the different thermody-
namics approaches is illustrated in Fig. 8(b) with the evolution
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FIG. 8. Initial ground state. (a) Total variation of entropy (or-
ange) and heat according to the three thermodynamics approaches
from the initial time to the onset of the steady-state tssω0 = 30 as a
function of γ+—the other decay rates are fixed again as γ− = γ0 =
0.05ω0. (b) Evolution of entropy (orange) and irreversible entropy.
The inset shows the evolution of the system instantaneous tempera-
ture (pink) and population inversion (cyan).
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of the instantaneous inverse temperature of the system and the
population inversion in the inset. We observe that the variation
of entropy as well as the inverse temperature diverge at the

initial time as expected for a pure state. Additionally, we find
again negative irreversible entropy production according to
the HB approach.
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