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Nitrogen vacancy (NV) centers in diamond have attracted considerable recent interest for use in quantum
sensing, promising increased sensitivity for applications ranging from geophysics to biomedicine. Conventional
sensing schemes involve monitoring the change in red fluorescence from the NV center under green laser and
microwave illumination. Due to the strong fluorescence background from emission in the NV triplet state and low
relative contrast of any change in output, sensitivity is severely restricted by a high optical shot noise level. Here,
we propose a means to avoid this issue, by using the change in green pump absorption through the diamond as
part of a semiconductor external cavity laser run close to the lasing threshold. We show that theoretical sensitivity
to the magnetic field on the pT/

√
Hz level is possible using a diamond with an optimal density of NV centers. We

discuss the physical requirements and limitations of the method, particularly the role of amplified spontaneous
emission near threshold and explore realistic implementations using current technology.
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I. INTRODUCTION

Optical manipulation of material defects represents an
ideal method for quantum sensing, exploiting properties such
as entanglement and superposition [1]. The nitrogen-vacancy
(NV) center in diamond, possessing long quantum coher-
ence times at room temperature, has in particular drawn
considerable interest [2–4]. Diamond is an ideal material for
sensing, being mechanically hard, chemically stable, isotopi-
cally pure, as well as biocompatible [5,6]. The negatively
charged nitrogen-vacancy center (NV−) has an energy level
structure that results in optical properties that are highly sen-
sitive to temperature [7], strain (pressure) [8], electric field [9],
and, particularly, magnetic field. Sensing is conventionally
performed by detecting changes in the intensity of red fluores-
cence (≈637–750 nm) under irradiation with green light and
resonant microwaves via a process termed optically detected
magnetic resonance (ODMR) spectroscopy [4,10–12]. It can
be done using a continuous wave (cw) method [13] or by using
short laser and microwave pulses [14,15].

However, measuring via red fluorescence suffers from two
considerable physical limitations. First, the signal to be mea-
sured has a very low contrast on bright emission from decay in
the NV− triplet state. For a single NV− or for a smaller ensem-
ble where the NV centers are preferentially aligned through
growth engineering [16], spin-dependent contrast can be up
to 30% [17]. However, for bulk sensing using an ensemble of
many billions of NV centers in a region encompassing a large
volume of the diamond sensor (up to the whole diamond), the
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contrast that is realized is often, at most, a few percent [18,19].
The sensitivity is therefore limited by this low contrast and
the high level of shot noise from the bright background rising
from triplet state fluorescence emission. The second physical
limitation is the high refractive index of diamond, which traps
the majority of the fluorescence inside the diamond. Micro-
fabrication schemes have been proposed to mitigate this issue,
but have yet to deliver significant improvements [20,21].

An alternative method is to use optical absorption of
the pump light by the NVs. Previous work has used the
change in green absorption in an optical cavity [22,23] or
by using changes in infrared (IR) absorption by the singlet
state [24]. These schemes are technically demanding, requir-
ing an optical cavity or unusual wavelength (1042 nm) laser.
A promising alternative is laser threshold sensing [25], using
changes in optical absorption resulting from the parameter
to be sensed (e.g., magnetic field or temperature) to push a
medium across the lasing threshold. This method eliminates
the bright background that limits sensitivity using conven-
tional fluorescence detection. A further attraction is the wide
applicability to any material with variable optical absorption,
including a wider range of defects in diamond, SiC, and two-
dimensional (2D) materials [26,27].

Building on the work by Dumeige et al. [28] and our own
previous work on diamond absorption magnetometry [22,23],
here we outline a scheme to use laser threshold sensing of the
magnetic field with green light in a standard external cavity
laser. We show it is possible to achieve high sensitivity in the
pT/

√
Hz range with realistic assumptions for the key phys-

ical parameters. Our proposal differs from that of previous
work by using simpler green pump absorption rather than
IR absorption and by using an ordinary current driven laser
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FIG. 1. (a) Schematic of the external cavity setup with a Fabry-
Perot semiconductor laser diode of cavity length Lm and end facet
power reflectivities R1 and R2 coupled to an external cavity of length
Lr via mirror R3 and diamond of thickness d . Laser emission (dashed
line) is through R1. We model our external cavity laser with the
diamond as a single cavity with equivalent end reflectance Re and
the diamond absorption loss αd included in the total cavity loss
αt . (b) Simplified schematic of the laser threshold process, where
a reduction in diamond absorption through application of resonant
microwaves reduces the threshold current to Ion

th , producing lasing
output Pout when driven at Ioff

th .

diode or gain chip medium without the need for an additional
pump laser. We show that this configuration, which is highly
suitable for miniaturization, can deliver high sensitivity, and
we discuss the key physics required to reach such sensitivity
levels. Finally, we discuss and calculate limiting factors that
may prevent these levels from being reached in practice. This
includes factors that may not have been previously considered,
such as amplified spontaneous emission near to the lasing
threshold.

II. METHODS

A. External cavity laser model

We place the diamond into a standard external cavity laser
setup as described schematically in Fig. 1(a). This consists
of a Fabry-Perot semiconductor laser diode or gain chip of
length L with end facet reflectivities R1 and R2 coupled to an
external cavity formed by mirror R3 via an external cavity of
length Lr containing the diamond of thickness d . We assume
normal incidence and that transmission through the diamond

is high, with minimal reflection from the diamond facets.
For simplicity, we assume a single optical mode at a single
wavelength. We consider the optical loss due to absorption in
a diamond of thickness d . The change in laser intensity Î on a
pass through the diamond is given by

�Î = Î0 − Î0e−αd z, (1)

where Î0 is the intensity of the laser emission with no diamond
present in the external cavity, αd is the absorption coefficient
in the diamond, and z is the path length taken within the
diamond. For normal incidence, z = d and the absorption co-
efficient can be derived from the rate equation model given in
the following section or can be measured experimentally. For
the semiconductor lasing medium between mirrors 1 and 2,
we assume a total cavity loss αt , given by the sum of intrinsic
cavity loss due to the gain medium αc and losses from the
mirrors and end facets αm, giving a total loss αt ,

αt = αc + αm = αc + 1

Lm
ln

(
1√

R1R2

)
. (2)

In order to simplify the analysis of the external cavity
structure, we use the three mirror model [29–32] to treat the
complete diode and external cavity structure as a single cavity
of length L = Lm + Lr , with mirror R2 replaced by an effective
reflectivity Re, with the single cavity containing the optical
losses of the external cavity and diamond, the internal losses
of the gain medium in the laser diode, and the loss from the
cavity through the mirrors. By assuming that the losses due
to the diamond are spread evenly throughout, we redefine the
loss coefficient due to the diamond as αe = (αd/L)d , and our
total cavity loss as

αt = αc + αe + 1

L
ln

(
1√

R1Re

)
, (3)

where Re = |re|2 relates the power reflectivity to the com-
plex field reflectivity re. We use the model for the effective
reflectivity by Voumard et al. [33], detailed further in the
Supplemental Material [34]. Neglecting phase components, at
threshold, R1Ree(�g−αt )2L = 1, where g = gth is the (threshold)
gain coefficient.

For the full structure, the rate equations for photon (S) and
carrier (N) density are given by the standard equations for a
laser diode as

dN

dt
= I

qV
− N

τN
− GS (4)

and

dS

dt
= GS − S

τP
+ βN

τN
. (5)

Here, I is the drive current, V the volume of the gain region,
G the gain of the lasing medium, and q the electronic charge.
The term GS arises from stimulated emission in the laser
diode gain medium and S/τP includes the cavity loss from
the mirrors, gain medium, and diamond. Further, τP is the
photon lifetime in the cavity and τN the carrier lifetime in the
laser diode. Carriers are generated by a current I in a volume
V , where V = L × w × th, where th is the thickness and w

the width of the laser diode active region. The term βN/τN
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relates to spontaneous emission, governed by the spontaneous
emission factor β.

We can define gain G phenomenologically, in the form [35]

G = �g = �a(Nth − Ntr )(1 − εS), (6)

where � is the confinement factor and ε is the gain compres-
sion factor that phenomenologically accounts for effects such
as spectral hole burning at higher optical power. The carrier
density at transparency is given by Ntr . The rate equations
for photon and carrier density can be solved for a steady
state condition (dS/dt = 0, dN/dt = 0). For carrier density
N = Nth close to Ntr and neglecting spontaneous emission
(β = 0), the gain balances the cavity loss. The factor a is
the differential gain coefficient, a material specific property
defining how well the semiconductor can generate carriers for
population inversion. Equation (6) is valid for heterostructure
laser diodes and certain quantum well structures where the
threshold is close to the transparency carrier density. Unless
otherwise stated, we use the model of Eq. (6) in this work.

Using Eqs. (4)–(6) at lasing threshold, where S = 0, G =
1/τp, and �gth = αt , we can derive an equation for carrier
density at threshold Nth,

Nth = Ntr + αt

�a
, (7)

and inserting this result into the rate equation for carrier den-
sity [Eq. (4)] allows us to calculate the threshold current,

Ith = qV

ηiτN
Nth = qV

ηiτN

(
Ntr + αt

�a

)
. (8)

Here we introduce the quantum efficiency of the carrier to
photon conversion ηi. By using Eq. (8) in the rate equations
at I > Ith, we can calculate the photon density at any current
above the lasing threshold. We can then calculate the laser
light power that can be emitted from the left-hand side mirror
R1 using the factor ηo, the output coupling efficiency, which
is defined as the ratio of photons lost through the mirror R1 to
the total cavity loss αt = αm + αc + αe,

Pout = ηo
hc

λτp

V

�
S, (9)

where V/� is the effective mode volume of the cavity, λ the
wavelength, and h and c Plank’s constant and the speed of
light, respectively. In the limit of εS → 0 where there is no
limiting effect on the gain, the power output can be rewritten
directly in terms of the threshold current,

Pout = ηoηi
hc

qλ
(I − Ith). (10)

In both of these expressions,

ηo = αm1

αm + αc + αe
=

ln 1√
R1

ln 1√
R1Re

+ (αe + αc)L
. (11)

For larger finite values of ε well above threshold or in-
cluding finite spontaneous emission through nonzero β, we
can numerically solve the steady state rate equations [Eqs. (4)
and (5)] to calculate N , S, and the laser power output.

The total cavity absorption αt will change when mi-
crowaves are applied to the diamond at a frequency equal to

the splitting of the NV triplet ground state levels, reducing
the lasing threshold current, �Ith = Ioff

th − Ion
th , where Ion

th is the
threshold current on microwave resonance and Ioff

th the thresh-
old current off resonance. By running at drive current equal
to Ioff

th , the laser output is generated only while on microwave
resonance. This is shown schematically in Fig. 1(b).

B. Absorption model

We use the rate equation model from [36] in order to
calculate the optical absorption of green pump light by the
diamond and the maximum change in absorption when on
microwave resonance. The parameters we use for the transi-
tion rates are the same as those in [28], derived from [37–40].
We calculate the normalized occupancies of each energy level
with microwaves supplied non

i and without microwaves noff
i ,

where
∑

i ni = 1 and index i = 1–8, where i = 1 refers to the
ms = 0 ground state level, i = 2 the ms = ±1 ground state
levels, i = 3, 4 the spin triplet excited states, i = 5, 6 the spin
singlet shelving states, and i = 7, 8 the ground and excited
state of the NV0. We define a total NV− density NNV in ppm.
Off resonance, the total number density of NV− in each state
Noff

i is given by

Noff
i = NNV

noff
i∑

i noff
i

. (12)

We define a measurement axis along one of the four possi-
ble crystallographic axes for the NV. We calculate that when
microwaves are applied, we drive only the NVs aligned along
one axis such that the total number density on resonance Non

i
is given by

Non
i = 1

4
NNV

non
i∑

i non
i

+ 3

4
NNV

noff
i∑

i noff
i

. (13)

We calculate the change in intensity on a single pass when
on and off microwave resonance as

ˆIon = Î0e−αond , ˆIoff = Î0e−αoff d , (14)

where d is the thickness of the diamond, and the absorption
coefficient α on and off resonance is given by

αon = σg
(
Non

1 + Non
2

) + σg0Non
7 + σe

(
Non

3 + Non
4

) + σrNon
8 ,

(15)

αoff = σg
(
Noff

1 + Noff
2

) + σg0Noff
7 + σe

(
Noff

3 + Noff
4

)+σrNoff
8 .

(16)

Here, σg and σg0 are, respectively, the absorption cross sec-
tions of green light for NV− and NV0, and σe and σr are
the ionization cross sections for transfer between the charged
and uncharged defect states. This allows us to calculate the
change in absorption when the diamond is present without
microwaves, ˆIoff/Î0, the change when driven on microwave
resonance, ˆIon/Î0, and the change between these, which we
term the absorption contrast,

C = ( ˆIoff/Î0) − ( ˆIon/Î0). (17)
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C. Key physical parameters

The key physical parameters of the model can be divided
into those that are intrinsic to the semiconductor gain medium,
those intrinsic to the diamond, and those defined by the setup.
Examples of the latter include the mirror reflectivities R1,
R2, R3, the cavity length L, and any other losses, such as
reflection out of the cavity or from absorption by other optical
components such as lenses, included in the cavity loss factor
αc. These factors will also influence the photon lifetime in
the cavity τP. The maximum Rabi frequency �R that can be
reached also depends on the microwave power and how well
the microwaves can be coupled into the diamond.

The parameters which are intrinsic to the diamond are the
diamond thickness d , NV − density NNV , ensemble dephas-
ing time T ∗

2 defining the ODMR linewidth, and absorption
contrast C arising from changes in pump absorption on or
off microwave resonance. These factors define the diamond
absorption factor αd .

A number of these parameters are interrelated. The ODMR
linewidth is proportional to the inverse of T ∗

2 , which in turn
is dependent on NNV concentration in the limit of high ni-
trogen content and the abundance of 13C for low nitrogen
content [41]. There is also a dependence on other material
properties such as strain [42], which makes the relationship
between the parameters difficult to determine. We therefore
consider values in the experimental literature as a guide.
Figure 2 shows a plot of T ∗

2 versus NV− density NNV for a
range of diamonds from the literature [16,38,43–47]. Typical
NV− densities range from 10−4 ppm up to tens of ppm [48]. In
general, T ∗

2 < 1 μs for samples with natural (1.1%) 13C con-
tent [49,50]. Experiments typically realize Rabi frequencies
�R of 1–5 MHz, with up to 10 MHz using optimal antenna
geometries [51].

We include only the uncharged NV0 and negatively
charged NV− nitrogen vacancy centers in our model and we
do not consider the role of other types of defects in or on the
diamond, including substitutional nitrogen or other materials
that may be present (e.g., Si, boron). Furthermore, we assume
a uniform distribution of nitrogen vacancies throughout the
diamond, such that we can consider a single, fixed absorption
cross section throughout. These are simplifications introduced
due to the poorly known absorption cross sections of certain
types of defects or dopants and the experimental difficulty
in quantifying density within (or on) diamonds. We highlight
that this implies that the sensitivities estimated by our model
represent a best-case scenario, with no optical loss from the
NV− system used for sensing due to the presence of other
defects, dopants, or adsorbents in or on the diamond.

Those parameters, intrinsic to the laser diode or gain chip
that is used, are the carrier density at transparency Ntr , the
gain compression factor ε that arises from effects that limit
the gain well above threshold, the differential gain coefficient
a that relates the gain and carrier density, the threshold carrier
lifetime τN , the confinement factor �, the volume of the gain
medium V , and the spontaneous emission factor β. For our
gain medium, we take a III-V semiconductor heterostructure
device, such as the nitride compounds capable of emission
at green wavelengths (e.g., InGaN) [66]. Table I shows a
typical range of values for each of these parameters. We

FIG. 2. Dephasing time T ∗
2 vs NV− density NNV , where both val-

ues are given in other works (citations given in the main text). T ∗
2 in

those with low NV concentration are limited by interaction with 13C
spin, with the highest values given by diamonds isotropically purified
with 12C spin during growth. T ∗

2 in those with high NV concentration
are limited by dipolar interaction between defects, including other
substitutional nitrogen defects such as P1 centers. Note that the NV−

density for the work by Childress et al. is an upper estimate made
here assuming a 10% NV− fraction; total substitutional nitrogen
content for this diamond was given as � 0.1 ppm. (Both axes use
a log10 scale.)

take the typical ranges shown based on experimental results
from different structures (quantum well, vertical cavity) and
from calculations based on bulk material properties such as
effective mass. Ntr effectively defines the size of the lasing
threshold current Ith. The desired change in threshold current
on change in absorption factor αt is defined, in particular, by
� and the gain coefficient a in Eqs. (3) and (7).

TABLE I. Typical ranges for the key semiconductor gain
medium parameters. Here, Ntr , τN , and a are taken for typical III-
nitride semiconductors. The range for � is given for laser diodes
with a thin (sub-μm) active layer and is typically no more than a few
percent. The range of β is given for the literature values for a range
of laser diodes where confinement is not deliberately sought, e.g.,
microcavities, and where values several orders of magnitude higher
than the given range are possible [65].

Parameter Range Ref.

Transp. carrier density, Ntr 3 × 1018–2 × 1019 cm−3 [52–56]
Carrier lifetime, τN 1–5 ns [57,58]
Differential gain factor, a 10−17–10−22 m2 [59,60]
Confinement factor, � 0.01–0.1 [61,62]
Spont. emission factor, β 10−5–10−2 [63,64]
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FIG. 3. (a) Absorption contrast percentage calculated from the rate model for diamond D3. This is the maximum change in absorption
between on microwave resonance and off microwave resonance as a function of Rabi frequency �R and laser intensity Î in W/m2. (b)–
(d) Normalized level occupancy for the NV− triplet ground state, responsible for green absorption, the uncharged NV0 defect state, and the
NV− singlet state. At high laser intensities, population transfer to NV0 limits the achievable absorption contrast. For reference, 10 mW of laser
power with a 1-mm-diameter circular beam on the diamond gives an intensity Î = 104 W/m2. The black spot indicates the Rabi frequency and
power for calculations later in this work. (All x and y axes use a log10 scale.)

III. RESULTS

A. Absorption contrast

We first calculate, from the rate model, the fraction of
incident pump light which is absorbed by the diamond and the
change in this absorption (C) when on microwave resonance.
We choose to model three different diamonds covering differ-
ent regimes: D1, D2, and D3 with parameters (NV density
and T ∗

2 ) representative of the values seen in the literature
(Fig. 2). For diamond D1, we choose a low NV− concentra-
tion NNV = 0.001 ppm and high T ∗

2 = 5 μs, representative
of 12C enriched diamonds. For diamond D2, we choose a
medium NV− concentration NNV = 0.1 ppm and T ∗

2 = 0.75
μs, representative of chemical vapor deposition (CVD)-grown
diamond with natural 13C abundance. For diamond D3, we
choose NNV = 10 ppm and T ∗

2 = 0.1 μs, characteristic of high
nitrogen content high-pressure high-temperature (HPHT) di-
amond. We use a diamond thickness d = 500 μm for all,
representative of commercially available single-crystal plates.

Using the rate model, we can calculate the absorption of
light incident on the diamond D1: ˆIoff/Î0, where Î0 is the in-
tensity of the incident light and ˆIoff is the intensity of the light
after the diamond (without supplying microwaves). The calcu-
lated absorption for diamonds D1–D3 is 0.015%, 1.498%, and
77%, respectively, as expected from increasing NV density.
We can also calculate the change in absorption when on and
off microwave resonance. This is shown in Fig. 3 as absorp-
tion contrast C for D3 as a function of microwave drive power
(as Rabi frequency �R) and laser output (as intensity). The
equivalent plots for D1 and D2 are given in the Supplemental
Material [34]. The maximum C = 0.22% for D3 and lowest

for D1 with the lowest NV density with C = 10−4%. This
contrast is comparable to our previous absorption experiments
using a diamond with equivalent ppb-level NV− density [22].
We note that at Rabi frequencies above 100 kHz and laser
outputs above 106 W/m2, the absorption contrast begins to
drop. This results from depopulation of the triplet ground
state 3A2 [normalized occupancy in Fig. 3(b)] in favor of
the NV0 [Fig. 3(c)] and the singlet shelving state [Fig. 3(d)].
However, since we aim to operate near the lasing threshold,
laser intensity will be low in our scheme, avoiding this issue
and ensuring that we remain in the region of highest contrast.

To further validate the absorption modeling, we have
also measured diamond absorption on a high-density sample
consisting of a 1-mm-thick HPHT diamond with 200 ppm ni-
trogen content, irradiated with 10 MeV electrons and annealed
at 900 ◦C. The estimated NV content for this sample was 10–
20 ppm. The absorption contrast for this sample is shown in
Fig. 4. The sample was found to be moderately polycrystalline
and was therefore measured without an offset field to produce
a single central dip in fluorescence, with a number of satellite
features resulting from the polycrystallinity and residual mag-
netic field in the laboratory. Here, total off-resonance diamond
absorption was 90% of incident pump light and maximum ab-
sorption contrast C = 0.13%. For comparison to experiment,
we model absorption contrast with our model with NV density
of 15 ppm and T ∗

2 = 100 ns, derived from an estimate of the
resonance linewidth, an estimated Rabi frequency of 1 MHz,
and the same 100 mW laser power as used experimentally.
This gives a total off-resonance absorption of 89% of the
pump light and absorption contrast of C = 0.14%, in good
agreement with our measurements.
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FIG. 4. Experimental absorption contrast percentage as a func-
tion of microwave drive frequency and microwave power before the
amplifier (Minicircuits ZHL-16W), measuring through the diamond
with 100 mW of laser light (Î = 2.5 × 104 W/m2). The sample was
used to test the absorption model using estimates of NV density and
T ∗

2 from the observed linewidth (values in the main text). Note that
due to input loss, we remain below the maximum gain threshold of
the amplifier for all microwave powers shown, which is exceeded at
+3 dBm.

B. Change in threshold current

We first calculate the lasing threshold current Ith with the
diamond absent from the cavity. To do this, we fixed some
of the parameters of the semiconductor gain medium. We
choose a transparency carrier density of Ntr = 1 × 1025 m−3

in the range typical for InGaN laser structures [52], a gain
region volume of V = 1.25 × 10−16 m3 (25 μm × 100 nm ×
100 μm), zero total cavity absorption αt = 0, a typical differ-
ential gain factor a = 5 × 10−20 m2, a confinement factor �

of 2%, and a carrier lifetime τN = 4 ns, giving a reasonable
lasing threshold current of 50 mA [66]. We take the relation
between the gain and the carrier density to be linear, with the
carrier density close to transparency. We make the simplifying
assumption that due to the low power, running close to lasing
threshold we do not encounter gain compression effects, such
that the factor ε → 0. We also initially make the simplifying
assumption that the spontaneous emission rate is low, with
β → 0 (the importance of this second assumption will be
tested in the final section of this work). These assumptions
allow the threshold current Ith to be calculated easily from
Eq. (8). We define Lr = 10 mm, which is sufficient to include
the diamond and any necessary optics in a practical imple-
mentation. We set mirror reflectivity R3 = 0.99 and collect
laser output from transmission through mirror R1. We calcu-
late reflectivity R2 from the Fresnel equations assuming an
InxGa1−xN-air interface with refractive index n ≈ 2.6–2.9 for
InxGa1−xN [67].

We impose two feasibility limits on the threshold current
Ith. The first is that it should not exceed 300 mA, based on
the limits discussed in the technical documentation, in order
to maintain thermal stability and for practical heat sinking for

FIG. 5. (a) Threshold current as a function of differential gain
factor a and confinement factor � for diamond D3. (b) Change in
threshold current due to the diamond absorption contrast C = 0.02%
for diamond D3. Here, external cavity length Lr was 10 mm and
output mirror reflectivity R1 = 0.9. (Both the x and y axes use a log10

scale.)

a miniaturized diode or gain chip medium. The second is that
the change in the threshold caused by the diamond absorp-
tion must exceed the shot noise of the drive current. From
Fig. 5, we can see that these are mutually exclusive objectives.
Setting an absorption contrast C = 0.2% (diamond D3) and
output mirror reflectivity R1 = 0.9 in order to achieve laser
output while keeping the threshold current reasonably low, a
low confinement factor � and high differential gain coefficient
a result in the highest change in the threshold current �Ith

and thus the strongest effect for sensing, but for very high Ith.
Conversely, a higher value of � or lower a gives lower Ith, but
�Ith shifts which are too small to be resolved.

Although Ntr is a factor usually defined by the semicon-
ductor material, we note that the other parameters here which
define Ith, �, a, and total cavity loss αt including the mirror
reflectivity and cavity output through R1, are all factors which
are well understood and can be controlled and optimized at
either the semiconductor growth stage or in the external cavity
design.
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C. Simulated ODMR

Here we calculate the ODMR spectrum that would be
produced from the external cavity laser. We model a single
microwave resonance from a single ms = 0 → ms = ±1
transition using a Lorentzian line shape typical of ODMR for
diamond [18]. We center our resonance at 2.82 GHz, repli-
cating an ODMR resonance feature associated with a single
NV axis, split from resonance features from other axes by
an arbitrary weak DC offset magnetic field. The maximum
amplitude is defined by the maximum change in threshold
current between on and off microwave resonance and full
width half maximum linewidth fl . For simplicity, we assume
that we can reach the pulsed readout linewidth defined by
T ∗

2 . We calculate the external cavity laser output power using
Eq. (10). Figure 6(a) shows the simulated ODMR for diamond
D3, with a laser power output in the mW range for reasonable
values of � < 0.1 and a = 10−17–10−21 m2. The equivalent
plots for diamonds D1 and D2 are given in the Supplemental
Material [34], with maximum power outputs in the range of
nW and μW, respectively. Unlike for conventional red fluo-
rescence ODMR, the spectrum using this method is a peak
at microwave resonance with zero background, rather than a
small percentage change on a bright background.

D. Magnetic field sensitivity

We calculate the sensitivity to a magnetic field by tak-
ing the background noise level, dividing by the maximum
ODMR slope, and by assuming a maximum frequency shift
of ≈ 28 Hz–1 nT [13]. In our model, the primary sources
of noise are readout from the photodetector and the noise
on the drive current. The ultimate limit on both of these is
shot noise of the output laser light and the drive current shot
noise. We make no account for other direct sources of noise
which are difficult to quantify, such as vibration or tempera-
ture fluctuations. Figure 7 shows a plot of the sensitivity for
diamond D3 versus laser diode parameters for (a) the optical
shot noise and (b) drive current shot noise limited regimes.
We highlight that these calculated values neglect any effects
from amplified spontaneous emission near threshold, which
we explicitly include in Sec. III E. We note that in practice, the
shot noise limited operation may be experimentally difficult
to realize and we include an estimate based on a commercial
current source with ppm-level noise in the Supplemental Ma-
terial [34].

The noise limitations as a function of diode parameters are
highlighted in Fig. 8 for diamond D3. Here, regions A and
C represent where the operation is noise limited, and region
B represents the region in which the system can operate. In
region A, the change in the threshold current is less than the
shot noise of the laser drive current (�Ith < Ish). In region
C, the threshold current Ith > 300 mA exceeds a reasonable
maximum drive current in order to maintain thermal stability.
The limitations we impose mean that diamonds D1 or D2 have
no viable operating region. For completeness, their sensitivity
plots are included in the Supplemental Material [34].

By solving the rate model and calculating for laser diode
output, we can calculate the sensitivity to a magnetic field
for any valid physical parameters of the system, regardless
of whether a diamond can be created with the requisite prop-

FIG. 6. (a) Simulated ODMR for diamond D3 at a range of
differential gain factors a = 10−21 → 10−19.5 m2 (exponents given
in legend) measured by calculating the external cavity laser output
power P as a function of microwave frequency for a Lorentzian
line shape transition centered at 2.83 GHz and of linewidth defined
by fl = 1

πT ∗
2

= 3.2 MHz. (b) Maximum laser power output Pmax

on resonance as a function of gain coefficient a for confinement
factor � = 0.01, 0.05, 0.1. (c) The lasing threshold current for Ith <

300 mA, for the same three values of �. [The x axis in (b) and (c) uses
a log10 scale.]

erties. This includes whether a value of T ∗
2 can be realized

for a corresponding NNV , making no assumption regarding the
relation between these parameters or whether NNV can be re-
alized experimentally. Here we choose parameters R1, �, T ∗

2 ,
a, and NV− density NNV as the optimization variables, while
fixing the diamond thickness (d = 500 μm), Rabi frequency
(�R = 1 MHz), laser beam width (0.5 mm), power (200 mW),
and mirror reflectivities. We limit our laser power to 200 mW
based on our rate model calculations to ensure that the major-
ity of light is absorbed by the NV− defects. We optimize using
standard gradient descent methods. Figure 9 shows a plot of
optical shot noise limited field sensitivity as a function of T ∗

2
and NV density. Sensitivity increased with higher T ∗

2 as would
be expected, with maximum sensitivity at NV density of
10 ppm, above which high overall absorption by the diamond
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FIG. 7. (a) Optical shot noise limited sensitivity for diamond D3
within a viable range for diode parameters a and �. Sensitivity is in
the picotesla range, enabled by the elimination of the high noise from
the background in the conventional fluorescence detection scheme.
(b) The ultimate sensitivity limit imposed by shot noise on the laser
drive current, worse by up to two orders of magnitude. These plots
do not consider practical viability, with threshold currents >4 A at
low �. Zoomed-in plots in the low-�, low-a range are included in
the Supplemental Material [34] for clarity. (Both the x and y axes use
a log10 scale.)

acted to excessively reduce laser output. Subpicotesla level
sensitivity is predicted for T ∗

2 > 1 μs (0.3–0.02 pT/
√

Hz for
T ∗

2 = 1–10 μs). Here the optimal parameters were a = 1.6 ×
10−20 m2, R1 = 0.154, and � = 0.025. These are parameters
within the achievable range for a semiconductor gain medium
(see Table I). We note that current demonstrations show that
achieving long T ∗

2 times (e.g., 10 μs) becomes impractical for
high NV densities (e.g., 10 ppm), as detailed by Fig. 2, due to
the impact of N-N interaction.

We note that in general, the highest sensitivity is realized
for the lowest differential gain factor a. A standard laser diode
demands a large a, maximizing gain vs carrier density (steeper
output power vs drive current slope). Our scheme requires the
reverse: that a small change in gain produced by the diamond
on-off microwave resonance results in a large change in Nth

and Ith. In this respect, a quantum well structure with a flatter

FIG. 8. Regions where the sensor can and cannot operate due to
imposed limitations. In regions A and C, operation is constrained by
having a change in threshold that is less than the shot noise of the
drive current and Ith > 300 mA, respectively. In region B, operation
is possible. (Both the x and y axes use a log10 scale.)

logarithmic relation between gain and carrier density would
seem preferable. However, as we demonstrate in Fig. 10,
using our model, with modifications to the phenomenological

FIG. 9. Best field sensitivity optimizing variables listed in the
main text as a function of (a) NV− density and (b) T ∗

2 in μs, with
the inset showing a zoomed plot at the highest simulated values of
T ∗

2 . The best sensitivity was observed at the highest T ∗
2 , for NV−

density of 10 ppm. Above this, the total absorption for the diamond
was too high, limiting laser output and sensitivity. [The x and y axes
in (a) and x axis in (b) use a log10 scale.]
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FIG. 10. Calculated magnetic field sensitivity (left y axis) and
laser diode threshold current (right y axis, dashed) as a function of
differential gain factor a using an empirical model for a quantum
well laser diode. The lasing threshold current increases such that
subpicotesla sensitivity is not reached at a feasible threshold current
(<300 mA). Here we take confinement factor � = 0.01 as an exam-
ple of the low values that are typical of a quantum well laser diode.
(The x and y axes use a log10 scale.)

description of the medium gain (detailed in the Supplemental
Material [34]) and with the same optimization methodology as
above results in the threshold current exponentially exceed-
ing drive current feasibility limits before subpicotesla/

√
Hz

sensitivity is reached, for any typical value for � in the low
percentage range.

E. Effect of spontaneous emission

In the previous sections and past literature, the physi-
cal role of spontaneous emission in the semiconductor gain
medium that was used was not considered. In order to max-
imize sensitivity, it is necessary to operate at or close to the
off-resonance lasing threshold. Without spontaneous emis-
sion, this can be treated as a step cut-on, with zero or near-zero
emission before lasing begins at Ith. With spontaneous emis-
sion included, modeled by finite β in Eqs. (4) and (5) above,
the power-current relationship close to threshold instead fol-
lows a shallow curve, resulting from weak amplification of
spontaneous emission near threshold producing light emission
below Ith. Figure 11(a) shows this effect for varying β. This
acts to severely limit sensitivity [Fig. 11(b)] by reducing the
contrast and adding background shot noise. Typical values of
β range from 10−3 to 10−5, depending on the laser diode
structure. We estimate approximately an order of magnitude
worse sensitivity at the low end of this range than with β = 0.

IV. CONCLUSION

In this work, we propose a scheme for laser threshold sens-
ing using an external cavity laser configuration with a current
driven semiconductor lasing medium. Using the change in
lasing threshold, light emission only occurs on microwave
resonance. This eliminates the bright background that lim-
its sensitivity using conventional red fluorescence emission.
Predicted sensitivities (summarized in Table II) for magne-
tometry with realistic cavity parameters and intrinsic material
parameters are in the pT/

√
Hz range, offering a route to

FIG. 11. (a) External cavity laser output P as a function of
semiconductor laser medium drive current I , varying spontaneous
emission factor β. The result of increasing β is that there is no longer
a sharp lasing cut-on at the threshold. (b) The effect on the achievable
sensitivity of this effect, with sensitivity considerably reduced by up
to two orders of magnitude for β = 10−2.

improvement over existing methods. We find that these sensi-
tivities may be reachable at far lower laser power (< 200 mW)
than realized in equivalent fluorescence-based diamond bulk
sensing schemes, including our recent experimental work
which utilized up to 2 W of green pump laser to obtain equiv-
alent sensitivities in the tens of pT range [68]. This significant
decrease of laser power may facilitate sensor miniaturization
and thus the implementation of portable sensing schemes.

Our model has limitations: we base our calculations on
emission into a single laser mode and do not calculate the
dynamics of the system, such as rapid switching in a pulsed
operation scheme. Although beyond the focus of this work,
we note that the latter may be a promising route for future
investigation. A scheme where the laser medium could be
initially pumped and then the pump shut off while retaining
population inversion during sensing, typical of a Q-switched
setup, would only be limited by the optical shot noise of any
emitted laser light. This is, however, challenging to achieve for
a semiconductor laser due to the short excited state (carrier)
lifetime.

A key physical limitation of any laser threshold scheme
is the role of amplified spontaneous emission. This blurs the
sharp lasing transition, giving nonzero light emission even
below threshold and compromising sensitivity. A broad tran-
sition can be avoided by minimizing gain factor β, although
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TABLE II. Summary of key values from our calculations for modeled diamonds D1–D3 and an optimal (ideal) diamond, including the
assumed NV density, T ∗

2 , maximum shift in threshold current, and best calculated sensitivities within the modeled parameter ranges of a, �,
with and without spontaneous emission (SE) taken into account. We present the best sensitivity within the modeled range limited by either the
optical shot noise (SN) of the laser emission or limited by the shot noise of the drive current (brackets). For D1 and D2, * denotes not viable,
as the drive current shot noise exceeds the change in threshold �Ith.

NV density T ∗
2 Maximum threshold Best sensitivity, without SE, Best sensitivity, including SE,

Diamond (ppm) (μs) shift (μA) optical (current) SN limit pT/
√

Hz optical SN limit, β = 10−5 → 10−3 pT/
√

Hz

D1 10−3 5 0.00122 4.6 (1834*)
D2 0.1 0.75 41.4 3.1 (124*)
D3 10 0.1 6.2 × 103 4.3 (53) 22–73
Ideal 10 1–10 7.3 × 103–8.4 × 103 0.3–0.02 (-)

this is difficult for a semiconductor laser, particularly since
β can scale inversely with the size of the gain medium [69].
Obtaining a gain chip or antireflective coated laser diode with
the right parameters is challenging, especially for green wave-
lengths. This problem also exists for infrared absorption since
the laser emission must match the 1042 nm gap in the singlet
state. In our scheme, running in the infrared could be achieved
by extending the external cavity design proposed here using a
diffraction grating in a Littrow and Littman-Metcalf configu-
ration to create a tunable system.

We consider, in this work, a normal incidence beam path
through a fixed diamond thickness d = 500 μm. We note that
a higher sensitivity within feasible limits of threshold current
could potentially be reached with a thinner diamond with
a very high NV density. However, in the limit of d → 0,
other effects not considered in our model may act to limit
performance, such as variation in NV density and the role of
other types of defects. Measurements of absorption and T ∗

2 as
a function of diamond thickness would be extremely useful
in determining behavior in this regime. We also consider that
it may be possible to reach higher sensitivity in the low NV
density regime using an extended beam path achieved through
internal reflection in a thicker diamond. This again requires
new experimental measurements to precisely quantify the
losses (due to reflection or absorption) in such a geometry.

We note that the fundamental limit for the scheme is the
level of contrast C generated between the on-off microwave
resonance states, which is very low for a large diamond en-
semble. However, the scheme is not specifically limited to
diamond and is broadly applicable for any material where
a large enough, controllable difference in optical absorption
could be generated. The advantage of using diamond is the
ability to coherently manipulate the desired states in a quan-
tum sensing scheme. Our calculations indicate the scheme
will likely only work for diamonds with a high (> 1 ppm)
NV− density. Such diamonds have a worse ensemble T ∗

2 time,
limited by nitrogen spin interaction. A developing solution
here may be to use optimal control methods in order to better
control the ensemble. Such methods are widely implemented
for nuclear magnetic resonance and electron spin resonance
on bulk samples, but have yet to be fully developed for sensing
using diamond defects [70].
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