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Energetic advantages of nonadiabatic drives combined with nonthermal quantum states

Camille L. Latune *

Quantum Research Group, School of Chemistry and Physics, University of KwaZulu-Natal, Durban, KwaZulu-Natal 4001, South Africa
and National Institute for Theoretical Physics (NITheP), KwaZulu-Natal 4001, South Africa

(Received 25 February 2021; accepted 14 June 2021; published 25 June 2021)

Unitary drivings of quantum systems are ubiquitous in experiments and applications of quantum mechanics
and the underlying energetic aspects, particularly relevant in quantum thermodynamics, are receiving growing
attention. We investigate energetic advantages in unitary driving obtained from initial nonthermal states. We
introduce the noncyclic ergotropy to quantify the energetic gains, from which coherent (coherence-based) and
incoherent (population-based) contributions are identified. In particular, initial quantum coherences appear to be
always beneficial, whereas nonpassive population distributions not systematically. Additionally, these energetic
gains are accessible only through nonadiabatic dynamics, contrasting with the usual optimality of adiabatic
dynamics for initial thermal states. Finally, following frameworks established in the context of shortcut to
adiabaticity, the energetic cost related to the implementation of the optimal drives are analyzed and, in most
situations, are found to be smaller than the energetic cost associated with shortcut to adiabaticity. We treat
explicitly the example of a two-level system and show that energetic advantages increase with larger initial
coherences, illustrating the interplay between initial coherences and the ability of the dynamics to consume and
use coherences.
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I. INTRODUCTION

Most quantum experiments and quantum technologies re-
quire manipulation of quantum systems’ Hamiltonian. Among
the infinite variety of drivings realizing the desired Hamil-
tonian transformation, the least energy-consuming ones are
of high interest for energy controlled applications, like in
thermodynamics but soon in quantum information processing
and computation [1,2].

These least energy-consuming unitary evolutions are com-
monly associated with the well-known family of adiabatic
drives. The traditional criterion for adiabaticity relies on the
slow variation of the driving with respect to the velocity
of the system’s evolution [3] (see also [4–6] for recent re-
formulation and extension). The energetic aspects and the
origin of nonadiabaticity—the breakdown of adiabaticity—
were recently shown to stem from the noncommutativity
of the time-dependent Hamiltonian [7–9], giving rise to the
generation of quantum coherences and consequently extra
energetic costs [10] as well as irreversible work [11–13].
Such manifestations of quantum friction [7–9] can be cir-
cumvented using techniques like shortcut to adiabaticity
[14–17], widely applied in theoretic and experimental ther-
modynamics [18–24], adiabatic quantum computing [25],
experimental state engineering [26], and quantum information
processing [27].

Nevertheless, the above considerations and results are valid
for initial thermal states. Here, we focus on initial nonthermal
states and the energetic consequences for driving operations.
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We show that nonadiabatic drives become energetically op-
timal, highlighting the ongoing interplay between the initial
coherences contained in the system and the capacity of the
drive to consume coherences. We introduce the concept of
noncyclic ergotropy to quantify the corresponding energetic
gains. We also investigate the energetic cost required for the
implementation of the optimal drives. Compared to shortcut-
to-adiabaticity techniques, we show explicitly in an example
with a two-level system that nonadiabatic drives combined
with initial nonthermal states can bring higher energetic gains
simultaneously with lower energetic costs.

Let us consider the operation consisting in driving a quan-
tum system S from an initial Hamiltonian Hi to a final one Hf ,
with their respective eigenvalues and eigenvectors denoted
by ex

n and |ex
n〉, for x = i, f , in increasing order, ex

n+1 � ex
n.

We start the analysis by one of the central quantities of the
problem: E f := Tr(ρ f Hf ), the energy of the final state ρ f ,
reached at the end of the driving. For a given arbitrary initial
state ρi of initial energy Ei := Tr(ρiHi ), there is an infinite
variety of driving Hamiltonians H (t ) satisfying H (ti ) = Hi

and H (t f ) = Hf , leading to an infinity of different final en-
ergy. Independently of whether the driving operation injects
energy in S (E f � Ei) or extracts energy from S (E f � Ei),
the optimal drive, which is in fact not unique, has to minimize
E f , so that it minimizes the energetic costs or maximizes
the energetic gains of the operation. Therefore, our first aim
is to find the minimum Ẽ f := minU∈UTr(UρiU †Hf ), where
U is the ensemble of unitary operations generated by drives
H (t ) satisfying H (ti ) = Hi and H (t f ) = Hf . As we will see
in the following, U is indeed simply equal to the ensemble
of all unitary transformations—in other words, any unitary
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transformation can be expressed as a unitary transforma-
tion generated by a time-dependent Hamiltonian satisfying
H (ti ) = Hi and H (t f ) = Hf .

Since all unitarily accessible final states have necessarily
the same entropy as ρi, one might first think of Ẽ f as the
smallest energy over the ensemble of states of the same en-
tropy as ρi. Then, given that the state of smallest energy at
fixed entropy is a thermal state, one would conclude that Ẽ f

corresponds to the energy of (ρi )th
f , the thermal state with

respect to Hf of the same entropy as ρi. However, reminding
one that unitary evolutions conserve eigenvalues, (ρi )th

f cannot
in general be reached unitarily, unless the eigenvalues rn of the
initial state ρi are equal to the populations of a thermal state of
Hf , as highlighted in [28]. Therefore, the state of lower energy
which is always achievable through unitary operations is not
(ρi )th

f but (̃ρi ) f , a state diagonal in the eigenbasis of Hf with
eigenvalues equal to rn,

(̃ρi ) f :=
∑

n

rn

∣∣e f
n

〉〈
e f

n

∣∣, (1)

where rn+1 � rn. The associated minimal difference of energy
is

−Enc := Tr[(̃ρi ) f Hf ] − Tr(ρiHi ) =
∑

n

rne f
n − Tr(ρiHi ).

(2)
The state in (1) belongs to the family of passive states

[29,30], defined as follows. For a given Hamiltonian H =∑
n en|en〉〈en|, where the energies are ordered in increasing

order, en+1 � en, a state ρ is said to be passive with respect to
H if (i) it is diagonal in the energy eigenbasis {|en〉}n; and (ii)
it has decreasing populations, pn+1 = 〈en+1|ρ|en+1〉 � pn =
〈en|ρ|en〉. The violation of any of these two conditions leads
to two different types of nonpassivity: nonpassivity stemming
from populations when (ii) is not fulfilled, and nonpassivity
stemming from coherences when (i) is not fulfilled. These dif-
ferent physical origins of nonpassivity will be used in the next
paragraph. Of course, it is also possible to have nonpassivity
stemming from both populations and coherences when neither
(i) nor (ii) is fulfilled. Finally, a famous example of passive
states is the thermal states.

In the context of cyclic work extraction, where the aim
is to extract as much work as possible from a quantum
state ρ through time-dependent driving under the cyclic con-
straint H (ti ) = H (t f ) = H , it was shown in pioneering studies
[28,31] that no work can be cyclically extracted from passive
states with respect to H . For states which are not passive,
the maximal amount of cyclically extractable work is called
ergotropy. Contrarily to what one could have expected, the
ergotropy is not directly related to the minimal energy dif-
ference −Enc—the relevant quantity in our problem. We call
the quantity Enc the noncyclic ergotropy since it is related
to noncyclic operations Hi �= Hf . In particular, contrasting
with the ergotropy, the noncyclic ergotropy can be positive
or negative. When positive, it represents the maximal energy
extractable from ρi while realizing the driving from Hi to
Hf . When negative, its absolute value represents the minimal
energy needed to take the system from Hi to Hf when starting
from ρi. Additionally, passive states with respect to Hi are not
always the states of smallest noncyclic ergotropy, as shown

in the following (neither are the passive states with respect
to Hf ). Before continuing, a small note on the notations: σ̃

denotes the passive state of the same entropy as σ (also called
the passive state of σ ) with respect to Hi. (̃σ ) f denotes the
passive state of σ with respect to Hf .

II. NECESSITY OF INCOHERENT AND COHERENT
NONADIABATIC TRANSFORMATIONS

It should be emphasized that any dynamics leading to a
final passive state is necessarily nonadiabatic if and only if the
initial state is a nonpassive state with respect to Hi, contrasting
with the usual adiabatic dynamics required for initial thermal
states [10–13]. This can be easily seen by writing the initial
state in its diagonal form.

Furthermore, we notice that there are two kinds of nona-
diabatic transformations: the incoherent ones, which generate
transitions between different initial and final energy levels but
do not generate coherences in the eigenbasis of Hf , and the
coherent ones, which do generate coherences in the eigenba-
sis of Hf . This finds an interesting parallel with the type of
nonpassive features—with respect to Hi—initially present in
ρi. If the initial state contains nonpassive features stemming
only from populations, nonadiabatic evolutions yielding (̃ρi ) f
are incoherent (see Appendix A). Alternatively, if the nonpas-
sivity of ρi is coherence based, evolutions yielding (̃ρi ) f are
necessarily coherent nonadiabatic. This highlights the inter-
play between coherences contained in ρi and the ability of the
evolution to consume and use coherences.

This difference in the nature of the required transformation
is mirrored in Enc: the noncyclic ergotropy can be decomposed
in a sum of an incoherent, a passive, and a coherent contri-
bution, Enc = E inc

nc + Epas
nc + Ecoh

nc . The incoherent contribution
can be defined as E inc

nc := Tr(ρiHi ) − Tr[ρ̃i|D Hi], where ρi|D :=∑
n〈ei

n|ρi|ei
n〉|ei

n〉〈ei
n| is the “diagonal cut” of ρi and ρ̃i|D its

associated passive state with respect to Hi. The passive contri-
bution can be identified as Epas

nc := Tr[ρ̃i|D Hi] − Tr[˜(ρi|D ) f Hf ]

where ˜(ρi|D ) f is the passive state of ρi|D with respect to Hf .
Finally, the coherent contribution can be identified as Ecoh

nc =
Tr[˜(ρi|D ) f Hf ] − Tr[(̃ρi) f Hf ]. Additional technical details can
be found in Appendix A.

This extends similar considerations presented in [12,32] on
ergotropy.

III. ENERGETIC GAINS

We are now in a position to evaluate the energetic advan-
tages in driving operations provided by nonpassivity. These
advantages are given by the amount of energy gained (or
saved) thanks to the use of the best strategy starting from a
nonthermal state compared to the best strategy starting from a
thermal state of the same energy.

As detailed in the following, such energy gain is directly
given by the difference of noncyclic ergotropies between the
initial thermal and nonthermal states.

More precisely, for an initial thermal state, it is well known,
as mentioned in the Introduction, that energetically optimal
drives are either adiabatic (quasistatic), or use shortcut-
to-adiabaticity techniques [14–17]. Then, from the initial
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thermal state ρ th
i = ∑

n pth
i,n|ei

n〉〈ei
n|, where pth

i,n := Z−1e−βei
n ,

Z := Tr(e−βHi ) and β plays the role of the inverse temper-
ature, such drives yield the final passive state (̃ρ th

i ) f , given

by (1) substituting rn by pth
i,n. Note that (̃ρ th

i ) f is generally
not a thermal state if the energy spectrum of Hf is not “pro-
portional” to that of Hi. The noncyclic ergotropy, applicable
also for initial thermal states, is reached by these optimal
drives and is given by (2) Enc = Tr(ρ th

i Hi ) − Tr[(̃ρ th
i ) f Hf ] =∑

n pth
i,n(ei

n − e f
n ).

Thus, the noncyclic ergotropy difference, representing the
energy difference between the best strategies starting either
from a thermal state ρ th

i or from a nonthermal ρi of the same
energy, is given by

�Enc := Tr
[(̃

ρ th
i

)
f Hf

] − Tr[(̃ρi ) f Hf ]

=
∑

n

(
pth

i,n − rn
)
e f

n . (3)

Is �Enc always positive? Quite surprisingly, the answer is
no, contrasting with cyclic ergotropy. This means that some
thermal states have a larger noncyclic ergotropy than some
nonpassive states of the same energy, or in other words, more
work can be extracted noncyclically from some thermal states
than from some nonpassive states of the same energy. We
provide explicit examples in Appendix B.

A general condition guaranteeing the positivity of �Enc is
given by the property of majorization. We recall that for any
two density operators ρ and σ , ρ majorizes σ when [28,33]

k∑
n=1

rn �
k∑

n=1

sn (4)

for all k � 1, where rn and sn are, respectively, the eigenval-
ues of ρ and σ , in decreasing order. Then, the positivity of
�Enc is guaranteed when ρi majorizes ρ th

i , which can be seen
using summation by part [28], �Enc = ∑

n(pth
i,n − rn)e f

n =∑
k�1(e f

k+1 − e f
k )
∑k

n=1(rn − pth
i,n) � 0.

In particular, this implies that coherence-based nonpas-
sivity always leads to positive �Enc, while this is not true
for population-based nonpassivity. This unexpected difference
stems from the passive contribution to �Enc, which is zero
for coherence-based nonpassivity, whereas it can take any
sign—and, in particular, the negative one—for population-
based nonpassivity (Appendix A 3).

We mention briefly an alternative figure of merit quanti-
fying the energetic advantages stemming from the optimal
driving itself. It simply consists in the energy gained or saved
by applying an optimal drive to a given initial state ρi instead
of applying an adiabatic drive or a shortcut to adiabaticity. It is
given by Gρi := Tr{[UadρiU

†
ad − (̃ρi ) f ]Hf } = ∑

n(pi
n − rn)e f

n ,
where Uad denotes the unitary transformation generated by the
adiabatic drive or shortcut to adiabaticity and pi

n := 〈ei
n|ρi|ei

n〉
are the populations in the initial energy eigenbasis. This quan-
tity corresponds to the cyclic ergotropy of the state UadρiU

†
ad

(and therefore also of ρi) with respect to Hf , and thus is always
positive by contrast with �Enc. Note that for initial states with
nonpassivity stemming from coherences, as in the examples
considered below, we have �Enc = Gρi .

IV. UPPER BOUND AND ACHIEVABILITY

The noncyclic ergotropy is naturally upper bounded by

Enc = Tr(ρiHi ) − Tr[(̃ρi) f Hf ]

� Tr(ρiHi ) − Tr
[
(ρi )

th
f Hf

]
, (5)

where (ρi )th
f is the thermal state of Hf of the same entropy as

ρi, already introduced previously. We denote by βi its inverse
temperature. The ergotropy difference (3) is therefore upper
bounded by

�Enc � Tr
[(̃

ρ th
i

)
f Hf

] − Tr
[
(ρi )

th
f Hf

]
= β−1

i �S + β−1
i S

[(̃
ρ th

i

)
f

∣∣(ρi )
th
f

]
, (6)

where �S := S(ρ th
i ) − S(ρi ) is the difference of von Neu-

mann entropy and is positive since ρ th
i and ρi have the same

energy. This upper bound is automatically saturated when the
final passive state (̃ρi ) f is a thermal state [and therefore equal
to (ρi )th

f ]. However, when (̃ρi ) f �= (ρi )th
f , the upper bound

can still be saturated asymptotically by using many copies
of the nonthermal state ρi (see Appendix C). This relies on
the theorem shown in [31]. Similarly, Gρi is upper bounded
by Gρi � Tr{[UadρiU

†
ad − (ρi )th

f ]Hf }, which can be saturated
in the same conditions as Eq. (6) thanks to [31].

As a result, any nonthermal features are energetically ben-
eficial in the asymptotic limit of many copies, whereas for
a single copy, nonthermality and even nonpassivity are not
sufficient to guarantee some energetic benefits with respect
to initial thermal states—only majorization is sufficient.

V. COST OF DRIVING

The remaining questions concern the existence, the explicit
form, and the associated energetic cost of optimal drivings
saturating the noncyclic ergotropy. For a given initial nonther-
mal state ρi = ∑

n rn|ri
n〉〈ri

n|, we are looking for Hamiltonians
H (t ) that generate the final unitary transformation R =∑

n eiφn |e f
n 〉〈ri

n| with the constraints H (ti ) = Hi and H (t f ) =
Hf at initial and final times ti and t f . The phases φn can be
chosen freely if one assumes an experimental setup able to
control and adjust them, otherwise they will be left random.

For arbitrary initial and final Hamiltonian Hi and Hf

we define H0(t ) := λi(t )Hi + λ f (t )Hf , where λi(t ) and λ f (t )
are real positive functions such that λi(ti ) = λ f (t f ) = 1 and
λi(t f ) = λ f (ti ) = 0. Besides these initial and final conditions,
λi(t ) and λ f (t ) can be chosen freely, in particular to suit
experimental constraints.

One can show (Appendix D) that a family of driv-
ings reaching (̃ρi ) f is of the form H (t ) = H0(t ) + V (t )
with V (t ) = −h̄ ḟ (t )U0(t )χU †

0 (t ). We introduced U0(t ) :=
e−(i/h̄)T

∫ t
ti

duH0(u) as the unitary transformation generated by
the original drive H0(t ), T is the time-ordering operator, χ :=
−i ln[U †

0 (t f )R] represents a kind of “overlap” between the
aimed transformation R and the one actually generated by the
original drive H0(t ), and f (t ) is a real function which can be
chosen freely besides the following conditions f (ti ) = ḟ (ti ) =
ḟ (t f ) = 0 and f (t f ) = 1. This also shows that the ensemble U
introduced in the beginning of the paper contains indeed all
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unitary evolutions since the above reasoning can be repeated
for any unitary instead of R.

The additional driving V (t ) seems energetically cost-
less at first sight since it does not contribute explicitly to
the total work,

∫ t f

ti
du Tr{ρu

d
du [H0(u) + V (u)]} = Tr(ρ f Hf ) −

Tr(ρiHi ). Still, there is an intrinsic energetic cost associated
with the additional driving V (t ). This was pointed out in
the context of shortcut to adiabaticity [34–37] and captured
by the time-averaged norm of the additional Hamiltonian or
instantaneous additional driving energy [38]. Note that the
Hamiltonian norm is also shown to be the relevant quantity
to express energetic cost in extended Landauer principle [39].
Following these energetic analyses, the energetic cost asso-
ciated with the additional drive V (t ) is w := 1

τ

∫ t f

ti
dt‖V (t )‖,

where τ := t f − ti and ‖V (t )‖ is the Frobenius norm of V (t ),
equal to

‖V (t )‖ := {Tr[V (t )V †(t )]}1/2 = h̄| ḟ (t )|[Tr(χχ†)]1/2. (7)

The relation defining χ can be rewritten as
eiχ = ∑

n eiφn |ei
n′〉〈ri

n| with |ei
n′〉 := U †

0 (t f )|e f
n 〉. Since∑

n eiφn |ei
n′〉〈ri

n| is a unitary matrix, it is diagonalizable
in the form

∑
n eiθn |un〉〈un|, with θn ∈ [−π ; π [ and |un〉

is the associated eigenvector. Then, a suitable choice is
χ = ∑

n θn|un〉〈un|, implying ‖V (t )‖ = h̄| ḟ (t )|(∑n θ2
n )1/2,

and an energetic cost equal to w = (
∑

n θ2
n )1/2 h̄

τ

∫ t f

ti
dt | ḟ (t )|.

Since
∫ t f

ti
dt | ḟ (t )| � 1, with the inequality saturated when

ḟ (t ) � 0 for all t ∈ [ti; t f ], we have the following achievable
lower bound:

w � wmin := h̄

τ

(∑
n

θ2
n

)1/2

. (8)

The term (
∑

n θ2
n )1/2 can depend on the choice of the

phases φn. If we assume that we have experimentally the
full control of such phases, we can choose them in order to
minimize (

∑
n θ2

n )1/2. Otherwise, the phases are random and
we will simply average (

∑
n θ2

n )1/2 over all possible phases to
obtain an average cost. Finally, note that (

∑
n θ2

n )1/2 is upper
bounded by π

√
d , where d is the dimension of the system.

VI. ILLUSTRATIVE EXAMPLES

So far, we showed that nonthermal features can be used to
gain or save energy in driving operations. On the other hand,
we also saw that there is an intrinsic energetic cost associ-
ated with optimal drives. Then comes the following question:
how large can the energetic gains and the intrinsic energetic
costs be? We answer this question in two practical exam-
ples involving a two-level system. In the first example, we
analyze the situation where Hi is proportional to Hf and
compare the energetic gains provided by quantum coherences
versus the energetic costs associated with the optimal drives.
In the second example, we consider the more general situation
where Hi and Hf are not proportional. Then, the bare dy-
namics U0(t ) is not adiabatic and shortcuts to adiabaticity are
needed in order to reach (̃ρ th

i ) f when starting from a thermal

state ρ th
i . Thus, in this second example, beyond evaluating

the energetic gains provided by quantum coherences, we also

FIG. 1. Top panel: Plot of the energy gain �Enc = Gρi (textur-
ized surface) and the energetic cost wmin (solid green surface) both
in units of h̄λ f ω, in functions of the initial population pi ∈ [0; 1]
and coherence |ci| ∈ [0;

√
pi(1 − pi )]. We assume a driving velocity

slower than the free evolution, setting 1/τ = λ f ω/10, which allows
one to convert h̄/τ in units of h̄λ f ω. Bottom panel: Same plot with
the upper bound 0.89 h̄π

τ
(yellow horizontal plane) and the lower

bound 0.77 h̄π

τ
(green horizontal plane just below the yellow plane)

of the average energetic cost wmin (when no experimental control of
the phases is available).

compare the intrinsic energetic costs between the optimal
drives and shortcut to adiabaticity.

A. Example 1

We start by analyzing the simple but common situation of
a two-level system driven by a drive of the form H0(t ) :=
λ(t )h̄ ω

2 σz, which is naturally adiabatic since [H0(t ), H0(t ′)] =
0 for all t and t ′ [7,8]. The time-dependent parameter takes
the initial and final positive value λ(ti ) := λi and λ(t f ) := λ f ,
and σz denotes the z-Pauli matrix, with |1〉 and |0〉 the excited
and ground states, respectively. A general initial nonthermal
state is of the form ρi = (pi ci

c∗
i 1 − pi

) in the basis {|1〉, |0〉}. The
associated noncyclic ergotropy is given by (2) with the eigen-
values r1 and r0 functions of ci and pi (expressions detailed in
Appendix E). The minimum energetic cost associated with the
family of optimal drivings V (t ) is, according to the previous
paragraph, given by wmin =

√
2h̄
τ

arctan pi−r1

r0−pi
.

On the other hand, the initial thermal state of the same
energy as ρi is simply ρ th

i = diag(pi, 1 − pi ), and the original
drive H0(t ) is already adiabatic as commented above. Then,
the energetic gain provided by the coherences ci is given by
the noncyclic ergotropy difference (3), which gives here

�Enc = h̄λ f ω[
√

(1/2 − pi )2 + |ci|2 − 1/2 + pi] � 0,

and is also equal to the alternative figure of merit Gρi .
Figure 1(a) presents a plot of �Enc = Gρi and wmin as-

suming a driving velocity slower than the free evolution,
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1/τ = λ f ω/10. One can see that the energetic gain is always
larger than the cost for large initial coherences, as long as
pi � 0.025 (obtained numerically, not visible on the figure).
Note that, rigorously speaking, �Enc becomes ill-defined for
pi � 1/2 because then ρ th

i is no longer passive (negative
temperature). Still, we can use Gρi to consider the energetic
gain beyond pi = 1/2. Then, the sudden step in the driving
cost at pi = 1/2 happens because at this point the populations
become inverted. This implies that, for ci = 0, optimal drives
must swap the two eigenstates |0〉 and |1〉, whose cost is
precisely π h̄

τ
√

2
.

If the experimental setup does not offer control of the
phases φ1 and φ2, the average energetic cost wmin takes a value
between 0.77π h̄

τ
and 0.89π h̄

τ
, displayed in Fig. 1(b).

B. Example 2

We consider now the same system but with Hi := 1
2 h̄ω0σz

and Hf := h̄ω f

2 σz + h̄ε f

2 σx not commuting, implying that H0(t )
is necessarily nonadiabatic. We focus on the following fam-
ily of driving, H0(t ) = 1

2 h̄ω(t )σz + 1
2 h̄ε(t )σx, with ω(ti ) =

ω0, ε(ti ) = 0, ω(t f ) = ω f , and ε(t f ) = ε f . In order to allow
for analytic treatment of the dynamics, we assume that the
time-dependent frequencies are such that μ := ω̇(t )ε(t )−ε̇(t )ω(t )

�3(t )

is constant [8,23], where �(t ) :=
√

ω2(t ) + ε2(t ). This in-
cludes, for instance, time-dependent frequencies of the
form ω(t ) = ω0 cos[π (t − ti )/2τ ∗] and ε(t ) = ω0 sin[π (t −
ti )/2τ ∗], commonly used experimentally [40]. Such choice
implies μ = −π/(2ω0τ

∗), ω f = ω0 cos[πτ/2τ ∗], and ε f =
ω0 sin[πτ/2τ ∗], whose exact value will depend on one’s
choice of τ ∗. In particular, for ω0τ

∗ → ∞, the adiabatic pa-
rameter [23] μ goes to zero, indicating adiabaticity, while
|μ| → ∞ for ω0τ

∗ → 0, indicating strong nonadiabaticity.
Since H0(t ) is nonadiabatic (at least for finite ω0τ ), optimal

drives for initial thermal states ρ th
i use shortcut to adiabatic-

ity [18–24]. It consists in adding an extra drive, like for
instance the so-called counterdiabatic drive VCD(t ) [14–17],
whose aim is to suppress generation of coherences and level
transitions. Then, for an initial thermal state ρ th

i = pi|1〉〈1| +
(1 − pi )|0〉〈0|, the addition of the counterdiabatic drive VCD(t )
yields the final passive state (̃ρ th

i ) f := pi|e f
1 〉〈e f

1 | + (1 −
pi )|e f

0 〉〈e f
0 | (which happens to be also a thermal state since

there are only two energy levels), and reaches the noncyclic
ergotropy equal to ESTA

nc = Ei − Tr[(̃ρ th
i ) f Hf ]. The expression

of VCD(t ) tailored for our problem is provided in Appendix F 2
(see also [8,23]) as well as the derivation of the associated
energetic cost wSTA according to the criteria discussed above.
We find wSTA = |μ| h̄�̄

τ
, with �̄ := ∫ t f

ti
dt�(t ).

It is also interesting to estimate how much energy is
indeed gained or saved thanks to the shortcut to adiabaticity,
and compare it to wSTA. This requires one to compute the
energy of the final state ρ f we would obtain using only
the bare drive H0(t ). We obtain Tr(ρ f Hf ) = � f (p f − 1/2),
where � f := �(t f ) and p f = 〈e f

1 |ρ f |e f
1 〉 is the population

in the final excited state (analytical expression provided in
Appendix F). Thus, the energetic gain associated with
the counteradiabatic drive is �ESTA := Tr(ρ f Hf ) −
Tr[(̃ρ th

i ) f Hf ] = h̄� f ( 1
2 − pi )

μ2(1−νc )
1+μ2 , with νc := cos �̄

√
1 + μ2. Note that the energetic gain �ESTA is positive only

for initial positive temperature (pi � 1/2). This is because
thermal states of negative temperature are nonpassive, and
then shortcut-to-adiabaticity techniques stop being optimal.

We now focus the noncyclic ergotropy achieved by
an arbitrary nonpassive state ρi = (pi ci

c∗
i 1 − pi

) (in the ini-
tial eigenbasis). Using the family of optimal drives
V (t ), we can achieve the optimal final state (̃ρi ) f =
r1|e f

1 〉〈e f
1 | + r0|e f

0 〉〈e f
0 |, with the expressions of r1 and r0

as in example 1. The energetic gain with respect to
the performance of the shortcut-to-adiabaticity technique
applied to initial thermal states is �Enc = Enc − ESTA

nc =
h̄� f [

√
( 1

2 − pi )2 + |ci|2 − ( 1
2 − pi )] � 0, the same as in ex-

ample 1, which is also equal to the alternative figure of
merit Gρi . However, differently from example 1, one can now
compare the energetic costs wSTA and wmin, which provides
a fairer comparison of performances between initial thermal
states and nonpassive states. The values taken by wmin now
depend on some phases like the phase of the initial coherence
ci (see technical details in Appendix F 1). We find that wmin

belongs to the interval
√

2h̄
τ

|θ1,min − θ2,min| � wmin �
√

2h̄
τ

π ,

where θ1,min := arctan
√

pi−r1

r0−pi
corresponds to the minimal en-

ergetic cost in example 1 and θ2,min := arctan |μ|√1−νc√
2+μ2(1+νc )

is

only due to the nonadiabaticity of U0(τ ). Importantly, if one
has experimental control of the phases, the minimal energetic
cost

√
2h̄
τ

|θ1,min − θ2,min| can always be achieved.
In Fig. 2(a), we compare these energetic costs providing

a plot of wSTA for pi = 0.4 and wmin for pi = 0.4 and ci =√
0.4 × 0.6). We use the specific form of the time-dependent

frequencies mentioned above, implying �(t ) = ω0, � = ω0τ ,
and wSTA = h̄π

2τ ∗ . Thus, the plots are in units of h̄ω0 and in a
function of ω0τ

∗, directly related to the level of nonadiabatic-
ity, and ω0τ , related to how fast is the driving with respect
to the free evolution of the system. One can see that wmin

is smaller than wSTA for most values of ω0τ and ω0τ
∗. In

particular, while wSTA diverges for high nonadiabaticity, wmin

remains finite. However, wmin diverges for very fast drives.
Interestingly, one can show that this divergence of wmin is only
due to the contribution from θ1,min. In particular, for ci = 0,
wmin remains finite and strictly smaller than wSTA, meaning
that the driving V (t ) is more performant than shortcut to
adiabaticity.

In Fig. 2(b), we compare the energetic gain �Enc = Enc −
ESTA

nc (also equal to Gρi ) brought by the optimal drives with
its energetic cost wmin. In Fig. 2(c), we compare the energetic
gain �ESTA brought by shortcut to adiabaticity with its en-
ergetic cost wSTA. One can see that the performances of the
optimal drives are significantly better than the performances
of shortcut to adiabaticity. Additional plots in functions of
the more general parameters � and |μ| are available in Ap-
pendix F 3, allowing us to conclude that the above tendency
remains valid in more general settings.

VII. CONCLUSION

We initiate the exploration of energetic advantages in driv-
ing operations of quantum systems obtained from nonthermal
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FIG. 2. Plots of (a) wSTA (texturized surface) and wmin (blue solid
surface); (b) �Enc = Gρi (horizontal texturized plane) and wmin (blue
solid surface); and (c) �ESTA (lower blue surface) and wSTA (upper
yellow surface). All plots are in units of h̄ω0 and in functions of ω0τ

and ω0τ
∗, for pi = 0.4 and ci = √

0.4 × 0.6.

states. These energetic advantages with respect to initial ther-
mal states are captured by the noncyclic ergotropy, composed
by the sum of a coherent (coherence-based) contribution,
an incoherent (population-based) contribution, and a passive
contribution. A more specific figure of merit can be intro-
duced, Gρi , focusing on the energetic gain brought by the
optimal drive itself. It was shown to be equal to the noncyclic
ergotropy difference �Enc for coherence-based nonpassive
states, as considered in the examples.

We saw that any nonthermal feature can bring energetic
gains in the limit of many copies of the state. By contrast, for
single state, we show, relying on majorization properties, that
only quantum coherences can systematically bring energetic
gains compared to initial thermal states. In particular, such
gains are only achieved by dynamics able to consume co-
herences, emphasizing the interplay between the presence of
coherences and the ability to use them. It would be interesting
to see if this mechanism could be the underlying phenomena
behind the interference effects enhancing the performance of
cyclic engines pointed out in [41], which would allow one to
extend its applications.

Additionally, the energetic costs associated with optimal
drives can be significantly smaller than those associated with
shortcut-to-adiabaticity techniques while energetic gains can
be significantly larger. Future investigations should be con-
ducted to analyze other systems and potentially other criteria
to evaluate the energetic costs of drives [21].

All these energetic advantages rely on the availability of
nonthermal states. There are indeed many realistic situations
producing nonthermal states, including strong interaction with
a thermal bath [42,43], many-body systems interacting with
a common bath [44–50], non-Markovian evolution [51,52],
and interaction with several thermal baths at different temper-
atures [53].

Additional applications could be to explore questions sug-
gested by our approach, like the lower energetic cost offered
by the driving V (t ) compared to shortcut to adiabaticity, the
tradeoff speed versus energetic cost of usual (cyclic) work
extraction, as well as noncyclic work extractions in quantum
batteries. Finally, we anticipate direct applications in quantum
engines operating with strong bath coupling [54–58] or with
structured bath [59], where it has been reported mostly neg-
ative effects from the nonthermal properties and coherences
naturally generated by these rich dynamics. A possible reason
could be that such resources have not been fully exploited.
Our results provide one possible direction.
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APPENDIX A: INCOHERENT AND COHERENT
NONADIABATIC TRANSFORMATIONS

1. Nonadiabatic transformations

Any evolution leading to a passive state with respect to
Hf is necessarily nonadiabatic if and only if the initial state
is a nonpassive state with respect to Hi. This can be easily
seen by writing the initial state in its diagonal form, ρi =∑

n rn|ri
n〉〈ri

n|. The final state is passive if and only if the
applied evolution U satisfies the condition 〈e f

n |U |rn′ 〉 = δn,n′ ,
where δn,′n is the Kronecker delta. Then, if ρi is a passive state,
we have |rn′ 〉 = |ei

n′ 〉 for all n′, and the previous condition
becomes 〈e f

n |U |ei
n′ 〉 = δn,n′ , which corresponds to an adiabatic

transformation, or more precisely, to an “integral or global”
adiabatic transformation, a looser condition than a dynamics
which is adiabatic at all intermediate times. By contrast, if ρi

is not passive, it means there exists at least one n such that
|ri

n〉 �= |ei
n〉, implying that there exists at least another index

m �= n satisfying 〈ei
m|ri

n〉 �= 0. The condition for having a final
passive state requires 〈e f

n |U |rn〉 = 1, implying in fine that U
contains the transition |e f

n 〉〈ei
m|, so that U necessarily realizes

a nonadiabatic transformation.

2. Coherent and incoherent contributions

Nonthermal and nonpassive features have two distin-
guished contributions: one from populations and one from
coherences. It is possible to separate these two contributions in

062221-6



ENERGETIC ADVANTAGES OF NONADIABATIC DRIVES … PHYSICAL REVIEW A 103, 062221 (2021)

the noncyclic ergotropy, extending similar considerations pre-
sented in [32] on ergotropy. However, for noncyclic ergotropy,
it is convenient to introduce a passive contribution, described
in the following. For an initial state ρi, we denote by ρi|D :=∑

n〈ei
n|ρi|ei

n〉|ei
n〉〈ei

n| the corresponding dephased state. The
incoherent contribution to the noncyclic ergotropy is E inc

nc :=
Tr(ρiHi ) − Tr[ρ̃i|D Hi], where ρ̃i|D = ∑

n pi
σ (n)|ei

n〉〈ei
n| is the

passive state of ρi|D with respect to Hi, with pi
n := 〈ei

n|ρi|ei
n〉

are the populations in the initial energy basis, and σ (n)
is a permutation of the indices such that pi

σ (n+1) � pi
σ (n).

Obviously, in the particular situation where the popula-
tions pi

n of ρi are already in decreasing order we have
ρ̃i|D = ρi|D and the incoherent contribution is null since
Tr(ρi|D Hi ) = Tr(ρiHi ). By defining the unitary transforma-
tion Uσ := ∑

n eiψn |ei
n〉〈ei

σ (n)|, where ψn is a phase factor,
we obtain ρ̃i|D = Uσ ρi|DU †

σ = (Uσ ρiU †
σ )|D . Alternatively, ρ̃i|D

can be defined as [32] ρ̃i|D = argminσ∈S inc Tr(σHi ), where
S inc := {Uξ ρi|DU †

ξ }Uξ ∈U inc and U inc denotes the ensemble of
incoherent unitary transformations with respect to the ini-
tial energy eigenbasis. Incoherent unitaries are of the form∑

n ei�n |ei
n〉〈ei

ξ (n)|, where ξ (n) is a permutation of the indices
and �n a phase factor. Importantly, E inc

nc is always positive.
The second contribution is the passive one, defined

as Epas
nc := Tr[ρ̃i|D Hi] − Tr[˜(ρi|D ) f Hf ] with ˜(ρi|D ) f :=∑

n pi
σ (n)|e f

n 〉〈e f
n | the passive state of ρi|D with respect to

Hf . Note that ˜(ρi|D ) f is related to ρ̃i|D through adiabatic

transformations which are of the form Uad = ∑
n eiφn |e f

n 〉〈ei
n|.

Additionally, Epas
nc can be positive or negative.

The coherent contribution to the noncyclic ergotropy can
be defined as Ecoh

nc = Tr[˜(ρi|D ) f Hf ] − Tr[(̃ρi ) f Hf ]. Ecoh
nc is

always positive since Tr[˜(ρi|D ) f Hf ] = Tr[UadUσ ρiU †
σ U †

adHf ]

and (̃ρi ) f is the passive state associated with ρi but also to
UadUσ ρiU †

σ U †
ad. A similar expression as in [32] can be ob-

tained for the coherent noncyclic ergotropy:

Ecoh
nc = β−1

[
C(ρi ) + S

[
˜(ρi|D ) f

∣∣ρ th
f (β )

] − S
[
(̃ρi ) f

∣∣ρ th
f (β )

]]
,

(A1)

where ρ th
f (β ) denotes a thermal state of the final Hamiltonian

at arbitrary inverse temperature β, and C(ρi ) = S[ρi|D ] − S[ρi]
is the amount of initial coherences measured with the relative
entropy of coherence [60]. While ˜(ρi|D ) f can be reached by

incoherent nonadiabatic evolutions, for instance UadUσ , (̃ρi) f
can be reached only via coherent nonadiabatic evolutions. It
can be easily seen by remembering that applying an inco-
herent nonadiabatic evolution to an initial state containing
coherences necessarily yields a final state with coherences.
Alternatively, one can see it by noticing that an evolution able
to consume coherences is also able to generate coherences.

Finally, the three contributions add up to give the noncyclic
ergotropy: Enc = E inc

nc + Epas
nc + Ecoh

nc . Note that the passive
contribution can alternatively be defined before the incoherent
one or after the coherent one. This could in general change
the respective value of each contribution but without changing
their nature.

3. Consequences for energetic gain

The above decomposition of Enc is insightful to under-
stand the difference between coherence and population-based
nonpassivity. For coherence-based nonpassivity, the energetic
gain, given by the difference of noncyclic ergotropy [Eq. (3)
of the main text], can be decomposed as

�Enc = Enc(ρi ) − Enc
(
ρ th

i

)
= Epas

nc (ρi ) + Ecoh
nc (ρi ) − Epas

nc

(
ρ th

i

)
. (A2)

Since we assumed that ρi contains only coherence-based
nonpassive features, the populations are the same as the
thermal state ρ th

i of the same energy, and consequently the
passive contributions are also the same, Epas

nc (ρi ) = Epas
nc (ρ th

i ).
Consequently,

�Enc = Ecoh
nc (ρi ) � 0, (A3)

from which we conclude that coherences always bring ener-
getic gains.

By contrast, for a population-based nonpassive state, the
populations can be very different from the thermal state of
the same energy, so that the passive contributions can be very
different too. Then, we have

�Enc = Epas
nc (ρi ) + E inc

nc (ρi ) − Epas
nc

(
ρ th

i

)
= �Epas

nc + E inc
nc (ρi ), (A4)

which can be of any sign since �Epas
nc := Epas

nc (ρi ) − Epas
nc (ρ th

i )
can be positive or negative. This is illustrated in the next
section with three-level systems.

APPENDIX B: LARGER NONCYCLIC WORK
EXTRACTION FROM PASSIVE STATES THAN FROM

NONPASSIVE STATES

In this Appendix we provide an explicit example that
for noncyclic transformations, initial passive states can yield
a larger work extraction (for positive noncyclic ergotropy)
or require less driving energy (for negative noncyclic er-
gotropy) than nonpassive states. We consider a three-level
system and a noncyclic process with initial Hamilto-
nian Hi = ∑3

n=1 ei
n|ei

n〉〈ei
n| and the final Hamiltonian Hf =∑3

n=1 e f
n |e f

n 〉〈e f
n |. Without loss of generality, we assume that

ei
1 = e f

1 = 0 and ei
3 = e f

3 = 1, which implies that ei
2 and e f

2
belong to the interval [0; 1]. As passive state, we consider a
thermal state ρ th

i at inverse temperature β. We denote by pth
n

its initial populations associated with the eigenvector |ei
n〉. We

are looking for a nonpassive state such that its noncyclic er-
gotropy is strictly smaller than that of the thermal state. Since
we saw in the main text that initial coherences always increase
the noncyclic ergotropy, we choose a diagonal nonpassive
state ρi = ∑3

n=1 qi|ei
n〉〈ei

n|. In other words, we need to find

q1, q2, and q3 such that Ẽ f = q∗
3 + q∗

2e f
2 > Tr[(̃ρ th

i ) f Hf ] =
pth

3 + pth
2 e f

2 , remembering that (̃ρ th
i ) f is the final passive state

associated with ρ th
i . We introduced q∗

3 := minn=1,2,3 qn and q∗
2

is the second smallest population.
One can show for instance that choosing ei

2 such that β(1 −
ei

2) � 1, with q3 = pth
3 + α, q2 = pth

2 − α/ei
2, and q1 = 1 −

q2 − q3, where α := e−ββ(ei
2 − (ei

2)2)/3 guarantees q∗
3 > pth

3 .
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This implies that we can always have Ẽ f > Tr[(̃ρ th
i ) f Hf ] by

choosing e f
2 small enough.

Explicitly, let us take β = 1 (in units of kB) and ei
2 =

0.9. With these values we obtain according to the above
choices pth

1  0.564, pth
2  0.229, pth

3  0.207, q1  0.565,
q2  0.217, and q3  0.218. Thus, we have for the final popu-
lations q∗

3 − pth
3 = q3 − pth

3  0.009 54 and pth
2 − q∗

2 = pth
2 −

q3 = 0.0108, so that any value of e f
2 smaller than 0.88 leads

to Ẽ f > Tr[(̃ρ th
i ) f Hf ].

APPENDIX C: ASYMPTOTIC ACHIEVABILITY OF THE
UPPER BOUND EQ. (7)

The theorem shown in [31] states that for any state ρ and
for N going to infinity, there exists a unitary transformation
UN (not unique) such that

1

N
Tr(UN ⊗N ρU †

N HN ) →
N→∞

Tr(ρ thH ), (C1)

where H can be an arbitrary Hamiltonian, HN :=∑N−1
k=0 ⊗kI ⊗ H ⊗N−k−1 I, I is the identity, and ρ th is

the thermal state of same entropy as ρ associated with
the Hamiltonian H . Then, it implies the existence of a
unitary transformation mapping asymptotically well (in the
sense stated above) ⊗Nρi to ⊗N (ρi )th

f , remembering that
(ρi )th

f denotes the thermal state with respect to Hf of same
entropy as ρi. In particular, it also means that we can find a
time-dependent Hamiltonian HN (t ) such that the generated
unitary transformation realizes this mapping with the
additional constraints HN (ti ) = ∑N−1

k=0 ⊗kI ⊗ Hi ⊗N−k−1 I
and HN (t f ) = ∑N−1

k=0 ⊗kI ⊗ Hf ⊗N−k−1 I.

APPENDIX D: OPTIMAL DRIVINGS

One can verify easily that the family of driving V (t ) given
in the main text brings the initial state ρi to the optimal final
state ρ̃ f . The complete transformation is given by

U = e−iT
∫ t f

ti
dtH (t )

= e−iT
∫ t f

ti
dtH0(t )

×e−iT
∫ t f

ti
dte

iA
∫ t
ti

duH0 (u)
V (t )e

−iT
∫ t
ti

duH0 (u)

= e−iT
∫ t f

ti
dtH0(t )eiχ

∫ t f
ti

dt ḟ (t )

= e−iT
∫ t f

ti
dtH0(t )eiχ[ f (t f )− f (ti )]

=
∑

n

eiφn
∣∣e f

n

〉〈
ri

n

∣∣, (D1)

where we used the definition of χ and the properties f (ti ) = 0
and f (t f ) = 1. It is then straightforward to see that U brings
ρi to the optimal final state.

APPENDIX E: DETAILS ON THE ENERGETIC COST OF
DRIVING FOR TWO-LEVEL SYSTEMS

The eigenvalues and eigenvectors associated with the ini-
tial state ρi = (pi ci

c∗
i 1 − pi

) are, respectively,

r1 = 1
2 −

√
(pi − 1/2)2 + |ci|2, (E1)

r0 = 1
2 +

√
(pi − 1/2)2 + |ci|2, (E2)

and

|r1〉 =
√

r0 − pi

r0 − r1
|1〉 − e−iψi

√
pi − r1

r0 − r1
|0〉, (E3)

|r0〉 = eiψi

√
pi − r1

r0 − r1
|1〉 +

√
r0 − pi

r0 − r1
|0〉, (E4)

where ψi = arg(ci ). The unitary evolution U0(t ) is simply
given by U0(t ) = e−i�(ω/2)σz , with � := ∫ t f

t0
dtλ(t ). Since both

Hi and Hf are proportional to σ f , the initial and final energy
eigenstates are the same, namely, |1〉 and |0〉. As detailed in
the main text, optimal drivings can be obtained through the
matrix χ which is itself given by

eiχ =
∑

n

eiφnU †
0 (t f )

∣∣e f
n

〉〈
ri

n

∣∣
= eiφ1 ei�(ω/2)|1〉〈r1| + eiφ0 e−i�(ω/2)|0〉〈r0|. (E5)

The associated eigenvalues are eiθ+ and eiθ− with

θ± = φ0 + φ1

2
+ πκ (φ1 − φ0)

± arctan

√
r0 − r1

(r0 − pi ) cos2 (φ1 − φ0)/2
− 1, (E6)

where κ (φ1 − φ0) is a function equal to 0 when cos(φ1 −
φ0) � 0 and equal to 1 otherwise [explicitly, κ (φ1 − φ0) =
�[− cos(φ1 − φ0)], where � is the Heaviside step function].
Assuming one has full control of the phases, one can achieve
the following minimal energetic cost:

wmin =
√

2

τ
arctan

√
pi − r1

r0 − pi

=
√

2

τ
arctan

(√
(1/2 − pi )2 + |c|2 − (1/2 − pi )√
(1/2 − pi )2 + |c|2 + (1/2 − pi )

)1/2

,

(E7)

by setting φ1 = φ0 = 0. By contrast, if one has no control of
the phases, their value for each realization is random, and the
average cost is given by

w̄ := 1

τ

1

4π2

∫ π

−π

dφ1

∫ π

−π

dφ2

√
θ2+ + θ2−. (E8)

The analytical expression is challenging to obtain, but one can
instead show that 1

4π2

∫ π

−π
dφ1

∫ π

−π
dφ2

√
θ2
+ + θ2

− takes value
within the interval [0.77π ; 0.89π ] depending on the values of
pi and ci.

APPENDIX F: NONADIABATIC DYNAMICS

The time-dependent Hamiltonian considered in the last part
of the paper is of the form

H0(t ) = 1
2ω(t )σz + 1

2ε(t )σx, (F1)

and generates a nonadiabatic dynamics since [H (t ), H (t ′)] �=
0 in general. Such kind of dynamics are challenging to in-
tegrate. Still, analytical integrations are possible when the
Hamiltonian parameters are such that μ := ω̇(t )ε(t )−ε̇(t )ω(t )

�3(t ) is
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constant [8,23]. A simple way to integrate the dynamics
is using a closed set of orthogonal observables {Bk}0�k�3

forming a basis of the Hilbert space. We use the same set
as in [8,23], namely, B0 = I, B1 = H0(t ) = ω(t )Sz + ε(t )Sx,
B1 = ε(t )Sz − ω(t )Sx, and B3 = �(t )Sy. In the Heisenberg

picture Bi(t ) := eiA
∫ t

ti
du H0(u)Bie

−iT
∫ t

ti
du H0(u) the dynamics is

given by Ḃi(t ) = i[H∗
0 (t ), Bi(t )] + ∂

∂t Bi(t ), where H∗
0 (t ) :=

eiA
∫ t

ti
du H0(u)H0e−iT

∫ t
ti

du H0(u) and the partial derivative denotes
the derivative with respect to the intrinsic time dependence of
the operator Bi. The dynamics of the basis can be written in a
matrix form

1

�
Ẋ (t ) =

(
A + �̇

�2
I

)
X (t ), (F2)

where X (t ) = {B1(t ), B2(t ), B3(t )}T is a three-component col-
umn vector and

A =
⎛⎝ 0 μ 0

−μ 0 1
0 −1 0

⎞⎠ (F3)

a 3 × 3 matrix. This can be integrated after diagonalizing A,
yielding (see also [8,23])

X (t ) = �(t )

(μ2 + 1)�(0)

×
⎛⎝ 1 + μ2νc μνs

√
μ2 + 1 (1 − νc)μ

−μνs

√
μ2 + 1 νc(μ2 + 1) νs

√
μ2 + 1

μ(1 − νc) −νs

√
μ2 + 1 μ2 + νc

⎞⎠
× X (0), (F4)

with νc := cos �̄
√

1 + μ2, νs := sin �̄
√

1 + μ2, and
�̄ := ∫ t f

ti
dt�(t ). Note that from Bi(t ) we have directly

the expressions of Sz(t ), Sy(t ), and Sx(t ), from which we
obtain the time-dependent Bloch vector to reconstruct

the final state, ρ f = (p f c f

c∗
f 1 − p f

) in the basis {|e f
1 〉, |e f

0 〉}.
We obtain p f = 1

2(1+μ2 ) [2pi + μ2 − μ2νc(1 − 2pi )] and

c f = −μ(1−2pi )
2(1+μ2 ) sgn(ε f )[νs

√
1 + μ2 − i(1 − νc)]. The final

eigenstates are given by |e f
1 〉 = [(ω f + � f )2 + ε2

f ]−1/2[(ω f +
� f )|1〉 + ε f |0〉] and |e f

0 〉 = [(ω f − � f )2 + ε2
f ]−1/2[(ω f −

� f )|1〉 + ε f |0〉].

1. Energetic cost of the family of optimal drive

The minimal energetic cost of an optimal drive is given by (see main text) wmin = 1
τ

[Trχχ†]1/2, where χ is such that eiχ =∑
n eiξn |ei

n′〉〈ri
n|. The expressions of |r1〉 and |r0〉 are the same as in (E3) and (E4), respectively. We can derive the expression

of |ei
1′〉 and |ei

0′〉 (up to a phase factor included in ξn) from the above expression of ρ f , taking, respectively, |1〉〈1| and |0〉〈0| as
initial state. We obtain ∣∣ei

1′
〉 = αe−iφα |1〉 − β|0〉, (F5)∣∣ei

0′
〉 = β|1〉 + αeiφαβ|0〉 (F6)

with αeiφα = 1√
2(1+μ2 )

[sgn(s)
√

(1 + μ2)(1 + νc) − i
√

1 − νc] and β = 1√
2(1+μ2 )

sgn(ε f )μ
√

1 − νc.

Combining (F5) and (F6) with (E3) and (E4) we have∑
n

eiφn
∣∣ei

n′
〉〈

ri
n

∣∣ =
(

cos ηeiζ sin ηe−i(δ−ξ1−ξ0 )

− sin ηeiδ cos ηe−i(ζ−ξ0−ξ1 )

)
(F7)

in the initial energy eigenbasis {|1〉, |0〉} with η, ζ , and δ implicitly defined by the relations cos ηeiζ = α
√

r0−pi

r0−r1
ei(ξ1−φα ) +

β
√

pi−r1

r0−r1
ei(ξ0−ψi ) and sin ηeiδ = β

√
r0−pi

r0−r1
eiξ1 − α

√
pi−r1

r0−r1
ei(ξ0+φα−ψi ), reminding one that ψi is the argument of the initial coherence

ci. As a result, the eigenvalues of eiχ are eiθ+ and eiθ− with

θ± = ξ1 + ξ0

2
+ πκ (ξ1, ξ0, α, η) ± arctan

√√√√ 1[
α
√

r0−pi

r0−r1
cos(φα − ξ1/2 + ξ0/2) + β

√
pi−r1

r0−r1
cos(ψi + ξ1/2 − ξ0/2)

]2
− 1, (F8)

where κ (ξ1, ξ0, α, η) is a function equal to 0 when cos η cos(ζ − ξ1/2 − ξ0/2) � 0, and equal to 1 otherwise. Assuming one has
control of the phase ξ1 and ξ0, the minimum energetic cost is

wmin =
√

2

τ
arctan

√[
α2

r0 − pi

r0 − r1
+ β2

pi − r1

r0 − r1
+ 2βα

√
(r0 − pi )(pi − r1)

r0 − r1
cos(ψi + φα )

]−1

− 1. (F9)

Contrasting with the first situation where H0(t ) generates
an adiabatic transformation, the energetic cost after mini-
mization over ξ1 and ξ0 depends on ψi, the initial phase of
the coherence ci, and on φα [which depends on the original

dynamics U0(t f )]. Then, one can consider again the same
alternative. If experimentally one has control of these phases,
meaning that they have well-defined values which can be
adjusted by some controls on the experimental apparatus,
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then, the minimum energetic cost can be brought down to (for
ψi + φα = 0 if ε f μ � 0, and for ψi + φα = π if ε f μ � 0)

wmin =
√

2

τ
|θ1,min − θ2,min|, (F10)

with θ1,min = arctan
√

pi−r1

r0−pi
, contribution form the initial

state, and θ2,min = arctan |β|
α

= arctan |μ|√1−νc√
2+μ2(1+νc )

, contribu-

tion from the original dynamics U0(t f ). Conversely, if one has
no control over ψi and φα , the energetic cost can take any
value between

√
2

τ
|θ1,min − θ2,min| and

√
2

τ
(θ1,min + θ2,min).

Finally, without any control of the phases ξ1 and ξ0 and
therefore left random, the energetic cost takes values between√

2
τ

|θ1,min − θ2,min| and
√

2
τ

π .

2. Counterdiabatic driving and energetic cost

According to [14–17], for a given time-dependent Hamil-
tonian H (t ), the counterdiabatic drive is given by

HCD =
∑

n

(
d

dt
πn

)
πn, (F11)

where πn := |en〉〈en| are projectors onto the instantaneous
eigenstates |en〉 of H (t ). The corresponding energetic cost is
given by the time average of the Hamiltonian norm ‖H (t )‖.
One obtains ‖H (t )‖ = (

∑
n

˙〈en ˙|en〉)
1/2

, using the property
˙〈en||en〉 = 0, where ˙|en〉 stands for d

dt |en〉. Recalling that we
consider the family of driving H0(t ) = ω(t )

2 σz + ε(t )
2 σx, the

instantaneous eigenstates are given by

|e1〉 =
√

�(t ) + ω(t )

2�(t )
|1〉 +

√
�(t ) − ω(t )

2�(t )
|0〉 (F12)

and

|e0〉 = −
√

�(t ) − ω(t )

2�(t )
|1〉 +

√
�(t ) + ω(t )

2�(t )
|0〉. (F13)

This leads to ‖H (t )‖ = |ω̇(t )ε(t )−ω(t )ε̇(t )|
�2(t ) = |μ|�(t ), implying

that the energetic cost is wSTA = |μ|�̄/τ .

3. Some additional plots

We finally provide some plots additional to the one pre-
sented in the main text. The following plots are in functions
of the more general parameters � and |μ|. In Fig. 3(a), we
compare the energetic cost wmin and wSTA in units of h̄/τ

and in functions of the dimensionless parameters μ ∈ [0; 4]
and �̄ ∈ [0; 4], and setting pi = 0.4 and ci = √

0.4 × 0.6.
One can see that wmin is almost always smaller than wSTA.
Additionally, for some initial nonpassive states, the ener-
getic cost wmin is zero, meaning that the transformation
U0(t f ) is already optimal for these particular initial states.
Without the phase controls mentioned above, wmin takes
random values between

√
2h̄
τ

|θ1,min − θ2,min| and
√

2h̄
τ

π , so
one could say that on average the energetic costs wmin and
wSTA are comparable for moderate values of �̄ and μ. For
large values of these parameters, the wmin is always smaller
than wSTA.

FIG. 3. (a) Plot of wSTA (texturized surface) and wmin (blue
solid lower surface) in units of h̄/τ , in functions of the dimen-
sionless parameters μ ∈ [0; 4] and �̄ ∈ [0; 4], for pi = 0.4 and ci =√

0.4 × 0.6. The purple upper plane is the upper bound of wmin

equal to π
√

2. (b) Plot of wSTA (green solid surface) and �ESTA

(texturized surface), both in units of h̄� f , in functions of μ ∈ [0; 4]
and �̄ ∈ [0; 4], assuming � f = 20/τ , which allows one to convert
h̄/τ in units of h̄� f . (c) Plot of wmin − wSTA (pink lower surface) and
�Enc (upper blue horizontal plane), both in units of h̄� f , in functions
of μ ∈ [0; 4] and �̄ ∈ [0; 4], still assuming � f = 20/τ . The purple
intermediate surface is the upper bound of wmin − wSTA, equal to
π

√
2 − wSTA.

In Fig. 3(b) we compare the energetic gain �ESTA in
units of h̄� f brought by shortcut to adiabaticity with its
energetic cost wSTA in units of h̄/τ . Since these two pa-
rameters are in principle independent, in order to be able
to plot these two functions on the same graph we have
to fix a “conversion rate” of h̄� f into h̄/τ . We choose
� f = 20/τ . One can see that the energetic balance is neg-
ative for most parameter values. In Fig. 3(c), using the
same unit, we compare the energetic gain �Enc = Enc −
ESTA

nc brought by the initial coherences with the relative
energetic cost wmin − wSTA, still assuming � f = 20/τ . Over-
all, it seems that the performances of the optimal drive
are significantly better than the performances of shortcut to
adiabaticity.
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