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Steering interchange of polariton branches via coherent and incoherent dynamics

Diego Tancara ,1 Ariel Norambuena,1 Rubén Peña,2 Guillermo Romero ,2,3 Felipe Torres ,3,4 and Raúl Coto 1,*

1Centro de Investigación DAiTA Lab, Facultad de Estudios Interdisciplinarios, Universidad Mayor, 7560908 Santiago, Chile
2Universidad de Santiago de Chile (USACH), Facultad de Ciencia, Departamento de Física, 9170124 Santiago, Chile

3Center for the Development of Nanoscience and Nanotechnology, Estación Central, 9170124 Santiago, Chile
4Departamento de Física, Facultad de Ciencias, Universidad de Chile, Casilla 653, 7800024 Santiago, Chile

(Received 19 October 2020; revised 9 March 2021; accepted 19 April 2021; published 18 May 2021)

Controlling light-matter-based quantum systems in the strong coupling regime allows for exploring quantum
simulation of many-body physics in current architectures. For instance, the atom-field interaction in a cavity
QED network provides control and scalability for quantum information processing. Here, we propose the control
of single- and two-body Jaynes-Cummings systems in a nonequilibrium scenario, which allows us to establish
conditions for the coherent and incoherent interchange of polariton branches. Our findings provide a systematic
approach to manipulate the interchange of polaritons, which we apply to reveal insights into the transition
between Mott-insulator- and superfluid-like states. Furthermore, we study the asymmetry in the absorption
spectrum by triggering the cavity and atomic losses as a function of the atom-cavity detuning and the photon’s
hopping.
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I. INTRODUCTION

Quantum networks are promising platforms for the distri-
bution of quantum information [1,2], for quantum transport
[3], and for simulating complex quantum systems [4–7].
These applications require a high degree of control, which
depends on the system at hand. In particular, each node in the
network can be considered as a cavity QED containing a sin-
gle two-level atom, which leads to a light-matter-based quan-
tum simulator [5–9] [see Fig. 1(a)]. The Jaynes-Cummings
model [10] describes the interaction between the atom and
the quantized electromagnetic field, thus introducing hybrid
light-matter quantum states termed as polaritons. The latter
corresponds to an atom dressed by the cavity field, and each
excitation manifold splits into two different branches, which
lead to the lower polariton (LP) and upper polariton (UP)
states [6,7,11,12]. These polaritons exhibit different behaviors
in the dispersive regime of light-matter interaction, where the
UP and LP show atomic behavior and photonic behavior,
respectively [13]. Steering the interchange between UP and
LP opens avenues to study strongly correlated many-body
systems, which accounts for the well-controlled dynamic of
quantum phase transitions or quantum transport.

In this work, we propose the interchange of polariton
branches (IPB) of single- and two-site Jaynes-Cummings
systems in a nonequilibrium scenario, which allows us to
establish conditions for the coherent IPB. In the former case,
a coherent external field acting upon the atomic system drives
Rabi oscillations between the two polariton branches. We
also study the interchange due to time-dependent detuning.
In the realistic situation of an open system we find that the
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dynamics induced by the coupling of the cavity with its reser-
voir introduces incoherent interchange between the UP and
the LP. Moreover, the nature of these two branches leads to
an asymmetry in the system’s absorption spectrum. In the
two-site JC lattice, we investigate the IPB induced by the
hopping dynamics. Furthermore, in this two-site scenario, we
show the role of time-dependent detuning on the dynamics of
the well-known Mott-insulator- and superfluid-like states. The
interplay between the two branches prevents multiple-photon
absorption returning to the Mott state even for large detuning
and also allows polariton fluctuations between the lower and
upper branches.

This article is organized as follows. In Sec. II, we briefly
describe the JC model. In Sec. III we analyze four different
scenarios for the IPB. We focus on the hopping dynamics,
coherent transitions due to atomic driving, both cavity and
atomic relaxation, and time-dependent detuning. In Sec. IV
we investigate the effect of a time-dependent detuning on the
nonequilibrium dynamics of the two-site JC lattice. In Sec. V,
we present the final remarks of this work.

II. THE MODEL

Hybrid light-matter states arise as the eigenstates of the
Jaynes-Cummings [10], where different manifolds are sep-
arated in terms of the number of photons inside the cavity.
For each manifold, two different branches appear, namely, the
lower and upper branches, as depicted in Fig. 1(b).

Cavities are connected in a linear array, or even in a more
complex network, where photons can hop between nearest-
neighbor cavities [12–15]. The addition of this hopping leads
to the Jaynes-Cummings-Hubbard (JCH) model [11,16,17],
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FIG. 1. (a) Schematic representation of a cavity QED array with hopping between adjacent sites given by the coupling strength J .
(b) Positive and negative branches associated with the Jaynes-Cummings model are given by the states |n±〉 with n = 1, 2, . . ., and |0g〉
is the zero energy level. Coherent interchange of polariton branches and branch-preserving decay are highlighted.

which can be described by the Hamiltonian H = HJC + Hhp,
with (h̄ = 1)

HJC =
Nc∑
j=1

[
ωa

jσ
+
j σ−

j + ωc
ja

†
j a j + g j (a

†
jσ

−
j + a jσ

+
j )

]
, (1)

Hhp =
Nc−1∑
j=1

(Jja
†
j a j+1 + J∗

j a†
j+1a j ), (2)

where ωa
j , ωc

j , and g j correspond to the jth atomic frequency,
cavity frequency, and atom-field coupling strength, respec-
tively. a†

j (a j) stands for the creation (annihilation) operator
of the jth cavity mode, and σ+

j = |e〉 j〈g| (σ−
j = |g〉 j〈e|) is

the raising (lowering) atomic operator. Nc sets the number of
cavities, and Jj corresponds to the hopping strength between
neighboring cavities j and j + 1. The hopping parameter
can be tuned in different ways depending on the physical
implementation. For instance, it can be achieved through an
optical fiber [18,19], evanescent coupling between the cavities
[8,17,20], superconducting circuits [21–23], and trapped ions
[24,25].

We can write the JCH Hamiltonian (H) in the polariton
basis by using the following representation of the field and
atomic operators [12,14]:

a† =
∞∑

n=1

cn+L†
n+ +

∞∑
n=1

cn−L†
n− +

∞∑
n=2

kn±L†
n± +

∞∑
n=2

kn∓L†
n∓,

(3)

σ+ =
∞∑

n=1

ca
n+L†

n+ +
∞∑

n=1

ca
n−L†

n− +
∞∑

n=2

ka
n±L†

n± +
∞∑

n=2

ka
n∓L†

n∓,

(4)

where polariton operators are L†
n+ = |n+〉〈(n − 1)+|, L†

n− =
|n−〉〈(n − 1)−|, and L†

n± = |n+〉〈(n − 1)−| = (Ln∓)†. Co-
efficients cn±, ca

n±, kn±, and ka
n± are given in Appendix

A. Following this representation and considering identical
cavities, the JC Hamiltonian can be written in a diagonal
form as

HJC =
Nc∑
j=1

Nf∑
n=1

(
E j

n+|n+〉 j〈n + | + E j
n−|n−〉 j〈n − |), (5)

where Nf is a cutoff excitation number. The eigenstates and
corresponding energies are given by

|n−〉 = cos(θn)|n, g〉 − sin(θn)|n − 1, e〉, (6)

|n+〉 = sin(θn)|n, g〉 + cos(θn)|n − 1, e〉, (7)

En± = ωcn + �

2
±

√
�2 + 4g2n

2
. (8)

Here, θn = 1
2 arctan( g

√
n

�/2 ), � = ωa − ωc, and n corresponds to
the number of photons inside each cavity. One can see that for
a fixed number of photons, each subspace splits into a LP and
an UP, separated by Rn = En+ − En− =

√
�2 + 4g2n. The

UP is usually suppressed by preparing a LP initial state and
following only resonant transitions [6,26]. Nevertheless, we
show here that the UP may appear due to different dynamics.

In what follows, we detail the conditions and parameter
regimes where one branch can be isolated from the other
(no polariton interchange) and the opposite case where Rabi
oscillations are observed, i.e., |n−〉 ↔ |n+〉. For this goal, we
consider four different resources, namely, the hopping dynam-
ics, external driving, relaxation due to the interaction with
a Markovian environment, and a time-dependent detuning.
These are commonly available resources that will allow us
to get further control of the system, harnessing light-matter
interaction.

III. POLARITONS INTERCHANGE

A. Fast oscillations in hopping dynamics

In this subsection we focus on the hopping Hamiltonian
that is responsible for the connection between sites. The
interaction between adjacent cavities can be written in the
polariton basis as follows,

Hhp =
Nc−1∑
j=1

Jj[(P
†
+ j + P†

− j + P†
± j + P†

∓ j )

× (P+( j+1) + P−( j+1) + P±( j+1) + P∓( j+1)) + H.c.],

(9)

where, for simplicity, we set Jj to be real and we rename
each term in Eq. (3) as P†

+, P†
−, P†

±, and P†
∓, respectively.

The Hamiltonian in Eq. (9) can be simplified by perform-
ing the rotating-wave approximation (RWA) that neglects the
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contribution of interchanging products like P†
+ jP−( j+1) and

P†
+ jP±( j+1) [6], provided that g > 4J [14]. For illustration, we

formally derive the oscillating terms of the hopping Hamilto-
nian in the interaction picture,

P̃†
+ j P̃−( j+1) =

Nf∑
n=1

cn+L j†
n+eit (Rn−Rn−1 )

×
Nf∑

n′=1

cn′−L( j+1)
n′− eit (Rn′ −Rn′−1 ), (10)

where P̃†
+ j = UP†

+ jU
† with U = exp(itHJC). Note that Rn =√

�2 + 4g2n is only defined for n � 1, otherwise it is zero.
For n = 1 (one photon per cavity), the exponent oscillates
with frequency 2R1. Hence, in the parameter region where
g > 4J these oscillating terms can be eliminated by the RWA.
For n > 1, we numerically observe that for g = 10J the RWA
remains as a good approximation. For example, we set � = 0
and ωc = 104g for a two-site lattice and observe that for the
initial state |1−, 0〉 the probability of finding the UP(|0, 1+〉)
due to the hopping interaction only reaches p0,1+ = 0.02.
Now, we extend the calculation for the n = 2 manifold,
starting from the initial state |2−, 0〉, and observe that the
probability of finding a UP state like |1−, 1+〉 increases up
to p1−,1+ = 0.08, but it is still small.

It is worth noticing that the products P̃†
+ j P̃+( j+1) and

P̃†
− j P̃−( j+1), which do not interchange polaritons, cannot be

eliminated, as detailed in Appendix B. Then, these two oper-
ators will be the only terms in the hopping that matter during
the time evolution. The latter means that from an initial LP
state and under a pure Jaynes-Cummings-Hubbard evolution,
UP states never show up. Hence, the interchange of polaritons
can be tuned in the hopping dynamics by appropriately choos-
ing the rate J/g. In the next subsection we study additional
control via external driving.

B. External driving

In this subsection we focus on a single JC system, as-
suming that each site can be individually addressed. Since
atomic and cavity excitations can be manipulated by optical
and microwave external fields, the interchange of polaritons
could be assisted in the same way. For instance, suppose the
cavity is driven by a continuous wave with frequency ωp and
coupling strength α, while the atom is driven with frequency
ωl and Rabi coupling �. In this case, the Hamiltonian for a
single cavity reads H = HJC + HI, with HJC given in Eq. (1)
for Nc = 1, and the interaction Hamiltonian reads

HI = i�
(
σ+e−iωl t − σ−eiωl t

) + iα
(
a†e−iωpt − aeiωpt

)
. (11)

In a multirotating frame with the atom and cavity frequen-
cies, we obtain

H̃ = �aσ
+σ− + �ca†a + g(a†σ−ei�1t + σ+ae−i�1t )

+ i�(σ+ − σ−) + iα(a† − a), (12)

where �a = ωa − ωl , �c = ωc − ωp, and �1 = ωp − ωl . For
convenience, we set �1 = 0 and write Eq. (12) in the polariton

basis as

H̃ =
Nf∑

n=1

[
E0

n+|n+〉〈n + | + E0
n−|n−〉〈n − |

+βn+(L†
n+ − Ln+) + βn−(L†

n− − Ln−)
]

+
Nf∑

n=2

[ξn±(L†
n± − Ln∓) + ξn∓(L†

n∓ − Ln±)], (13)

where the coefficients are βn+ = (i�ca
n+ + iαcn+), βn− =

(i�ca
n− + iαcn−), ξn± = (i�ka

n± + iαkn±), and ξn∓ =
(i�ka

n∓ + iαkn∓).
We now seek for a parameter regime where external driv-

ing fields allow us to control the IPB. For convenience, we
separately research the weak- and strong-driving regimes. For
weak driving (α,� 
 g), we treat terms proportional to β

and ξ as a perturbation. The unperturbed eigenenergies are
(�1 = 0)

E (0)
n± = �cn + �

2
±

√
�2 + 4g2n

2
. (14)

Perturbative contributions to the eigenenergies and eigen-
states are considered up to second order (see Appendix C).
Without loss of generality, let us focus on the contributions
to the |1−〉 state that allow interbranch transitions to the |1+〉
state,

|1̃−〉 ≈
(

− β1−β1+
E (0)

1−
− β2−ξ2∓

E (0)
1− − E (0)

2−
− ξ2±β2+

E (0)
1− − E (0)

2+

)
× |1+〉

E (0)
1− − E (0)

1+
. (15)

One can see that the transition |1−〉 → |1+〉 occurs as
a second-order process. We found that, in the weak-driving
setting, � = α = 0.1 g, and also for �c = 0, the only rele-
vant transitions happen inside the initial state branch, e.g.,
|1−〉 → |2−〉. Thus, in this regime polariton interchange is
not observed, and this enables the isolation of a single branch.

Beyond the weak-driving regime, in an intermediate
regime where perturbation theory is no longer valid, �,α ≈ g,
the interchange of polaritons occurs.

The most interesting case arises in the strong-driving
regime. For simplicity, we only consider the atomic driving
(α = 0). For large detuning (�a = 500g), this driving induces
a second-order process that originates Rabi oscillations be-
tween polaritons |1−〉 ↔ |1+〉. We obtain a Rabi frequency,
�R ≈ 2

√
g2 + (�2/�c)2. The oscillation period T = 2π/�R

is consistent with the one obtained for the dynamics induced
by the Hamiltonian in Eq. (12) for g = 1 (see Fig. 2).

Then, we are able to coherently control the interchange
of polaritons, which enables the implementation of quantum
gates inside the n = 1 manifold. We remark that the driven
Jaynes-Cummings model has been previously studied in dif-
ferent contexts, such as in a nonlinear oscillator [27] and in
dissipative phase transition [28]. In the next subsection we
explore in more detail the effects of an open dynamics.
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FIG. 2. Second-order transitions between polaritons for the n =
1 manifold are observed in the strong-driving (� = 50g) and large-
detuning (�a = 500g) regime. The period T = 0.627g−1 is well
reproduced with our analytical result for �R (T = 0.616g−1). Cav-
ity longitudinal relaxation (γ = 0.1g) only decreases the oscillation
amplitude due to the decay to the ground state. Other parameters are
α = 0, ωc = 104g, � = 0, and κ = 0.

C. Relaxation in a Markovian environment

In a realistic scenario, the system is subjected to relaxation
processes due to the interaction with the surrounding envi-
ronment. This dynamics is commonly modeled by a master
equation [29]. In this subsection we focus on both cavity and
atomic losses and seek for their representation in polariton op-
erators. Furthermore, we analyze the absorption spectrum in
single- and double-cavity systems. For a single-cavity QED,
photons decay through imperfect mirrors with a rate γ and
the atomic excited state experiences spontaneous emission at
rate κ . These combined processes are well described with the
Lindblad master equation,

ρ̇ = −i[HJC, ρ] + γ

2
(2aρa† − {a†a, ρ})

+ κ

2
(2σ−ρσ+ − {σ+σ−, ρ}). (16)

The above equation hides an interesting detuning-
dependent asymmetry that originates from polariton states.
Spectral asymmetries have been observed in molecular
exciton-polariton fluorescence for transverse relaxation pro-
cesses [30] and in plasmon-polariton systems [31]. For further
illustration, we calculate the absorption spectrum of the sys-
tem as

S(ω) = 2Re

{∫ ∞

0
〈〈a(τ )a†(0)〉〉sse

iωτ dτ

}
, (17)

where 〈〈a(τ )a†(0)〉〉ss is the two-point correlation function
evaluated at the steady state. In the three-level mani-
fold composed by states |1〉 = |1+〉, |2〉 = |1−〉, and |3〉 =
|0g〉, we find an analytical expression for the absorption

spectrum (h̄ = 1),

S(ω) = 2 sin2(θ1)
γ+

(ω − E1+)2 + γ 2+

+ 2 cos2(θ1)
γ−

(ω − E1−)2 + γ 2−
. (18)

We observe that resonances occur at polaritonic energies
E1±, the full width at half maximum is given by the rates γ+ =
(1/2)[sin2(θ1)γ + cos2(θ1)κ] and γ− = (1/2)[cos2(θ1)γ +
sin2(θ1)κ] and the amplitudes are modulated by the prob-
ability factors sin2(θ1) and cos2(θ1). The above expression
has been extensively used in atomic, molecular, and solid-
state systems [32]. For more details about its derivation, see
Appendix D. In Fig. 3(a) we show the absorption spectrum
for the resonant transitions |0g〉 → |1±〉 calculated for � =
0 and � = g, using γ = κ . When � = 0, the absorption
spectrum is symmetric around the cavity frequency ωc and
the resonant frequencies are ωA = ωc − g and ωB = ωc +
g for n = 1. Conversely, for � = g the symmetry is bro-
ken and we observe two peaks at frequencies ωA = ωc +
(1 − √

5)g/2 and ωB = ωc + (1 + √
5)g/2. From our analyt-

ical result given in Eq. (18) we note that intensities of the
peaks A and B in Fig. 3(a) are given by 2 cos2(θ1)/γ− and
2 sin2(θ1)/γ+, respectively. Moreover, since γ = κ , we have
γ+ = γ− and the asymmetry originates from the detuning
through the polaritonic angles θ1 = (1/2)arctan(2g/�).

For two interacting cavities the master equation reads

ρ̇ = −i[HJC + Hhp, ρ] +
2∑

j=1

γ j

[
a jρa†

j − 1

2
{a†

j a j, ρ}
]

+
2∑

j=1

κ j

[
σ−

j ρσ+
j − 1

2
{σ+

j σ−
j , ρ}

]
, (19)

where HJC and Hhp are the Jaynes-Cummings Hamiltonian
and the hopping Hamiltonian for Nc = 2. In order to quantify
the absorption spectrum, we focus on the first cavity and
use Eq. (17). In Figs. 3(b) and 3(c) we plot the numerical
absorption spectrum for � = 0 and � = g by considering
different values for the hopping. For J = 0, we recover our
previous result for a single cavity. As a consequence of the
hopping dynamics (J = 0), each peak splits out into two peaks
due to the interaction with the second cavity. When � = 0,
we observe a symmetrical spectrum for each value of J .
However, for � = g, we observe an asymmetrical spectrum
in the weak-to-medium-coupling regime between the cavities.
Furthermore, in the strong-coupling regime (J � g), the spec-
trum is dominated by the hopping dynamics and its symmetry
is restored.

In some situations the atom decay can be neglected, for
instance, using long-lived Rydberg atoms. Even in this case
polaritons exhibit detuning-dependent asymmetry, which can
be easily found in the annihilation operator a = P− + P+ +
P± + P∓. We remark that coefficients k2± and k2∓, which
are related to lowering operators L2∓ = |1−〉〈2+| in P± and
L2± = |1+〉〈2−| in P∓, respectively, behave differently as a
function of detuning (�). Note that both coefficients are the
same at � = 0, but split up when � increases. This means that
decay from |2+〉 to |1−〉 will be bigger than that from |2−〉 to
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(a) (b) (c)

FIG. 3. (a) Numerical and analytical absorption spectrum S(ω) for the resonant transitions A (|0g〉 → |1−〉) and B (|0g〉 → |1+〉) with
� = 0 (solid line) and � = g (dashed line). Analytical predictions (black circles) from Eq. (18) agree with numerical results. For the calculation
of the spectrum we use ωc = 102g, γ = κ = g/2, and g = 1. (b) and (c) Numerical absorption spectrum for two interacting cavities controlled
by the hopping strength (J) for different detunings. For the simulation of two interacting cavities we use γ1,2 = κ1,2 = g/2.

|1+〉, as the system departs from � = 0. It is straightforward
to check that kn± and kn∓ decrease when increasing the num-
ber of excitations n [see Eq. (A1)]. Consequently, the biggest
contribution coming from P± and P∓ is for n = 2. Therefore,
this figure also implies that at large detuning � � g, the
interchanging operators P± and P∓ can be neglected. We shall
illustrate how to further simplify the Lindblad operator in this
regime.

As a consequence of the elimination of interchanging oper-
ators for � � g, the annihilation operator can be now written
as a ≈ P− + P+. Let us now focus on the products P†

+P−
and P†

−P+ that appear in the anticommutator term {a†a, ρ} of
the master equation (16). Note that {P†

+P−, ρ} and {P†
−P+, ρ}

vanish outside the subspace n = 1. In addition, in the n = 1
subspace they oscillate as a function of g [see Eq. (B6) for
further details], and they can be neglected through the afore-
mentioned RWA. For the operators of the form P+ρP†

− the
same approach of the RWA holds. Moreover, if the initial
state |ψ (0)〉 is |2−〉, in the absence of interbranch exchange
opetarors like the one coming from the hopping Hamiltonian,
this means that P+ρP†

− and P−ρP†
+ operators are always zero.

Branch-conserving terms P†
+P+ and P†

−P− yield no ex-
ponential time dependence, regardless of the manifold n.
Therefore, for � � g and considering long-lived atoms, the
general Lindbladian operator in Eq. (16) can be written in the
polariton basis where LP and UP losses are decoupled, such
that Lc[ρ] = L+[ρ] + L−[ρ], where

Lx[ρ] = γ

2
(2PxρP†

x − {P†
x Px, ρ}). (20)

Then, the detuning is responsible for an asymmetry in the
absorption spectrum, and it can be increased to suppress the
interchange of polaritons. In the next subsection we explore
the effects of a time-dependent detuning.

D. Time-dependent detuning

In this subsection we focus on a single JC system, where
detuning can be externally controlled, e.g., via Stark shift. To
begin with, let us consider the Hamiltonian in the interaction
picture, VI = g(a†σe−i�t + σ †aei�t ), with � = ωa − ωc. In

the subspace expanded by the states {|n, g〉, |n − 1, e〉}, we
introduce the operators S+ = a†σ and S− = σ †a. Then, the
Hamiltonian can be written as

VI = 2g[Sx cos(�t ) + Sy sin(�t )], (21)

where we use the relations S± = Sx ± iSy. Notice that we can
eliminate the Sx contribution by selecting �t = π (2m + 1)/2,
with m ∈ Z, which leads us to VI (m) = 2g(−1)mSy. This inter-
action is responsible for the coherent interchange of polariton
branches, such as VI (m)|n−〉 = g(−1)mi

√
n|n+〉. Note that,

under the constraint for �t , VI (m) is a time-independent Hamil-
tonian that induces oscillations from |n−〉 to |n+〉 and vice
versa, which follows from (m = 0)

e−iVI t |n−〉 = cos(gt
√

n)|n−〉 − sin(gt
√

n)|n+〉. (22)

Therefore, a time-dependent detuning can be also used to co-
herently control the interchange of polaritons while remaining
in the same manifold.

To summarize, we have focused on four different mech-
anisms that allow the interchange of polaritons. First, we
consider cavity hopping. Here, for a hopping strength ful-
filling J � 0.1 g, the system remains in the initial branch.
Second, we analyze both cavity and atomic driving. We found
that when these couplings are small, that is, α = � = 0.1 g,
there is no interchange. Nevertheless, in the strong-coupling
regime � = 50 g (α = 0), and large cavity detuning �c =
500 g, Rabi oscillations are observed in the n = 1 manifold
(|1−〉 ↔ |1+〉). Third, by considering downward transitions,
we found that for large detuning � � 10 g, the Lindbladian
operator decouples the two branches, and no interchange is
observed. Moreover, the approximation is better when starting
from the lower branch (LP) due to the asymmetry in the
decay process, which originates from k± and k∓ coefficients.
Finally, we considered an externally controlled detuning
(time-dependent) that originates oscillations between LP and
UP. The latter, as we shall see in the next section, directly
affects the dynamics of Mott-insulator- and superfluid-like
states. This is because it imposes a constraint on the variation
of the detuning that, up to our best knowledge, has not been
explored in this context.
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TABLE I. The table shows the four mechanisms for controlling
polaritons described in the main text, the corresponding control
parameters, the minimum number of cavities required, the initial
conditions used in the simulations, the maximum coherence, and the
probability for having interchange of polariton branches.

Mechanism Control parameters Coherence Interchange
No. of cavities |�(0)〉 C(t )

Hopping J (∼ g) Coherent P1+,1− ≈ 0.2
2 |1−, 1−〉 C ≈ 0.4
Driving � (∼ 50g) Coherent P1+ ≈ 1.0
1 |1−〉 C ≈ 1.0
Relaxation γ (∼ g) Incoherent P1+ ≈ 0
1 |2−〉 C ≈ 0.1
Modulation � (= π/(2t )) Coherent P1+ ≈ 1.0
1 |1−〉 C ≈ 1.0

For completeness, we quantify the coherence between
states |1−〉 and |1+〉 generated by each mechanism. The
coherence is commonly defined as the l1-norm C(t ) =∑

i = j |ρi j (t )| [33], where ρi j (t ) = 〈i|ρ(t )| j〉 are the matrix
elements of the system density operator. However, since we
are not interested in the overall coherence but in the particular
coherence between states |1−〉 and |1+〉 as a measure of the
degree of coherent control corresponding to each mechanism,
we define C(t ) = |ρ1+,1−(t )| + |ρ1−,1+(t )|. For the hopping
mechanism we trace out over one of the cavities. In Table I
we display the four mechanisms for controlling polaritons,
including the probability for interchange of polariton branches
(P1+,1− = Tr[ρ|1+, 1−〉〈1+, 1 − |] and P1+ = Tr[ρ|1+〉〈1 −
|]) and the coherence originated in the process.

In what follows, we consider a parameter space where
cavity hopping and longitudinal relaxation do not interchange
polaritons.

IV. DETUNING-CONTROLLED
NONEQUILIBRIUM DYNAMICS

In this section, we study the nonequilibrium dynamics
of Mott-insulator- and superfluid-like states considering the
two-site Jaynes-Cummings lattice as described in Fig. 1(a)
with atomic modulation given by �(t ). The former features
polaritons placed in fixed lattice sites due to the low proba-
bility of hopping between neighboring sites. To explain this,
suppose one cavity prepared in a state with one excitation
of energy E1−. Since the lowest energy for two excita-
tions is E2−, moving one additional excitation to the cavity
requires an extra energy of E2− − 2E1− = 2

√
g2 + �2/4 −√

2g2 + �2/4 − �/2, which plays the role of an effective
one-site repulsion. Then, for � = 0 and J/g 
 1, the atom-
field interaction (g) on one site shifts the frequency of the field,
causing a photon blockade effect [26,34]. This repulsion can
be tuned via detuning �. The latter features unbalanced dis-
tributions of polaritons across the lattice, as the above energy
gap E2− − 2E1− tends to zero when increasing �. Needless to
say that our study shares a common ground with studies of su-
perfluid (SF) to Mott insulator (MI) quantum phase transition
(QPT) [6,12–14,16,17,25,35]. Therefore, some of our results
could be extended to the QPT context. In order to hold this

resemblance, we define a dynamical order parameter [15],

var(τ ) =
N∑

i=1

1/τ

∫ τ

0

{
Tr

[
N̂2

i ρ(t )
] − Tr[N̂iρ(t )]2

}
dt, (23)

with τ = 1/J being the characteristic timescale for excitation
exchange between resonators. N̂i = a†

i ai + σ+
i σi accounts for

the number of excitations in the ith cavity. For MI-like states
the number of polaritons per cavity is fixed, and this leads to
a vanishing var(τ ). In contrast, for SF-like states the number
of local excitations fluctuates, leading to a nonvanishing vari-
ance. An important result of our work is that as we vary the
detuning to change the gap (decrease or increase the on-site
repulsion), this may induce interchange of polariton branches
inside the cavity. For illustration, we start from an initial state
with an integer filling factor of one excitation per site, that is,
|ψ (0)〉 = |1−〉 ⊗ |1−〉. We set an initial large detuning � ≈
60g, and then we decrease it holding �t = π (2m + 1)/2. The
sequence is illustrated in Fig. 4(a). The time interval between
two subsequent values of � is set to gt1 = π/2, which is
shorter than the dynamics induced by the hopping Hamilto-
nian for J = 10−1g. In this regime, t1 
 1/J , we can consider
an independent time evolution of each cavity governed by VI

(without hopping). The Stark shift induces oscillations from
|1−〉 to |1+〉 between two subsequent points (�i and �i+1).
After this, the whole system (including hopping) evolves for
a time τ = 1/J and right after we calculate the order pa-
rameter var(τ ). In Fig. 4, we show var(τ ) as a function of
log10(�/g) from two different approaches: panel (b) shows
the usual variation of detuning (time-independent) [6,13,14],
and panel (c) shows the time-dependent detuning for m = 1,
2, and 3. The former always exhibits a transition between MI-
and SF-like states as the initial LP remains in the same branch.
The latter, by properly choosing �t and gt , may remain in
the lower branch (LP) and then experiences the same transi-
tion, or the system oscillates between the two branches, i.e.,
between LP and UP states, controlling the transition. Solid
and dashed lines correspond to LP (black solid lines) and
UP (gray dashed lines), respectively, for an evolution without
considering the time dependency of the detuning; i.e. there is
no interchange of polariton branches. For further illustration,
we show in Fig. 4(d) the dynamics of the relevant states for
the LP and the UP highlighted in Fig. 4(c). In the limit � � g,
the LP occupies the superfluid-like state |2−, 0〉 while the UP
remains in the Mott-insulator-like state |1+, 1+〉.

For completeness, we seek for an analytical expression
for var(τ ). Following the approach in Ref. [36] and con-
sidering the quantum dynamics within the two-excitation
manifold, given by {|ψ0±〉 = |1±, 1±〉, |ψ1〉= (|2±, 0〉 +
|0, 2±〉)/

√
2}, the effective Hamiltonian reads

Heff =
(

a b
b c

)
. (24)

For the initial condition |ψ0+〉 = |1+, 1+〉, we set
a = 2E1+, b = −√

2Jc1+k2±, and c = 2E2+, while for
|ψ0−〉 = |1−, 1−〉 we set a = 2E1−, b = −√

2Jc2−c1−, and
c = 2E2−, where c2−c1− = cos(θ1)[

√
2 cos(θ1) cos(θ2) +

sin(θ1) sin(θ2)] and k2±c1+ = sin(θ1)[
√

2 sin(θ1) sin(θ2) +
cos(θ1) cos(θ2)]. The full dynamics can be analytically solved
by diagonalizing the above 2 × 2 matrix. For instance, the
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FIG. 4. (a) Control sequence to measure the order parameter var(τ ), while dynamically inducing interchange of polaritons in the transition
between Mott-insulator- and superfluid-like states. The order parameter as a function of detuning: (b) without considering the time dependency
in detuning, and (c) considering the time dependency. For the latter, var(τ ) undergoes oscillations between LP (black solid line) and UP (gray
dashed line). Three modes m = 1, 2, and 3 are considered for the time-dependent detuning �(t ) = π (2m + 1)/(2t ). (d) Dynamics of relevant
states for the points highlighted in Fig. 4(c) corresponding to m = 1. Other parameters are ωc = 104g, J = 10−1g, and γ = κ = 0.

time-averaged variance reads

var(τ ) = 4b2

�2
0

[
1 − J

�0
sin

(
�0

J

)]
, (25)

where we define �0 =
√

4b2 + (a − c)2. Worthwhile to no-
tice that the key for our analytical expression relies on the
separability of the polaritons. As shown in Fig. 4(d), when the
system is initialized in one branch, say, the LP, the UP never
shows up, and vice versa. Hence, whenever the polaritons start
mixing, our expression breaks down. We numerically found
that this occurs in the regime J ≈ g, as shown in Fig. 5.

V. CONCLUSIONS

We explored several mechanisms for the interchange of
polariton branches, implemented in a cavity QED lattice.
Our results provide insights about the regime where the

FIG. 5. (a) Approximated analytical expression (circles) for
var(τ ) agrees with the numerical calculations (solid lines) for the
two initial conditions |ψ0+〉 = |1+, 1+〉 (upper lines) and |ψ0−〉 =
|1−, 1−〉 (lower lines), in the regime J � 10−1g. Other parameters
are ωc = 104g and γ = κ = 0. (b) In the regime J = g the analytical
expression fails.

hopping dynamics stemming from the Jaynes-Cummings-
Hubbard model and losses originated from imperfect mirrors
induce polariton interchange. Furthermore, we propose two
mechanisms to coherently control Rabi oscillations between
the lower and upper polariton branches in the one-excitation
manifold. The first mechanism is based on atomic (two-level
system) driving that induces oscillations in a second-order
process. The second one is based on atomic modulation that
comes from a time-dependent detuning. We found that con-
straining the detuning to follow a specific evolution leads to
heralded control of the transition between Mott-insulator- and
superfluid-like states. This result departs from the well-known
observation of the order parameter for a time-independent de-
tuning in the context of quantum phase transition. Moreover,
when scaling the lattice’s size, the control via time-dependent
detuning can be used to modify transport properties of the
lattice. Finally, we study the role of detuning and hopping in
the absorption spectrum of a cavity.
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APPENDIX A: COEFFICIENTS IN THE POLARITON BASIS

The coefficients in Eqs. (3) and (4) are, for n = 1, c1+ =
sin(θ1), c1− = cos(θ1), ca

1+ = cos(θ1), and ca
1− = − sin(θ1),

and for n � 2, they are

cn+ = √
n sin(θn) sin(θn−1) + √

n − 1 cos(θn) cos(θn−1),

cn− = √
n cos(θn) cos(θn−1) + √

n − 1 sin(θn) sin(θn−1),

kn± = √
n sin(θn) cos(θn−1) − √

n − 1 cos(θn) sin(θn−1),

kn∓ = √
n cos(θn) sin(θn−1) − √

n − 1 sin(θn) cos(θn−1),

(A1)

and

ca
n+ = cos(θn) sin(θn−1),

ca
n− = − sin(θn) cos(θn−1),

(A2)
ka

n± = cos(θn) cos(θn−1),

ka
n∓ = − sin(θn) sin(θn−1),

where θn = 1
2 arctan( g

√
n

�/2 ), � = ωa − ωc, and n corresponds
to the number of photons inside each cavity.

APPENDIX B: TRANSFORMATION
OF THE HOPPING HAMILTONIAN

Let us consider the unitary operation U = eiHJCt and ex-
pand it as

U =
Nf∏
j=1

Nf∏
j′=1

eit
∑N f

n=1 E j
n+|n+〉 j 〈n+|eit

∑N f
n′=1

E j′
n′−|n′−〉 j′ 〈n′−|

. (B1)

From the above equation one can see that it is possible to
separate the unitary transformation U into two unitary trans-
formations, one for each branch, U = U+U−. Let us focus first
on the simple case where projectors leave the system in the
same manifold, e.g., |n±〉〈n±| and |n±〉〈n∓|. The first projec-
tor does not transform under U , due to orthogonal relations
〈n+|n−〉 = 0 and 〈n±|n′

±〉 = δn,n′ . For the second one, we use
the relation

eβABe−βA = B + β[A, B] + β2

2!
[A, [A, B]] + · · ·, (B2)

which will be useful for all the calculations. Since operators
for different cavities commute, we omit the index j and j′.
Then,

U |n+〉〈n − |U † = U−U+|n+〉〈n − |U †
+U †

−

= eit (En+−En− )|n+〉〈n − |, (B3)

and the exponent En+ − En− =
√

�2 + 4g2n.
We now focus on the hopping Hamiltonian in Eq. (9). After

doing the products, we transform each operator separately,
e.g., UP†

+ jP+( j+1)U † = P̃†
+ j P̃+( j+1). For instance,

UL†
n+U † = U |n+〉〈(n − 1) + |U † = L†

n+eit (En+−E(n−1)+ ),

(B4)
where we have used Eq. (B2). For these kind of projectors
we must perform only one transformation, say U+, since U−
commutes with the projector. The exponent En+ − E(n−1)+ =
ωc + 1

2 (Rn − Rn−1), with Rn =
√

�2 + 4g2n. Therefore, the

hopping interaction is

P̃†
+ j P̃+( j+1) =

Nf∑
n=1

cn+L j†
n+eit (Rn−R(n−1) )

×
Nf∑

n′=1

cn′+L( j+1)
n′+ e−it (Rn′ −R(n′−1) ). (B5)

For P̃†
− j P̃−( j+1), we simply replace n + (n′+) → n − (n′−)

in Eq. (B5). It is worth noticing that in the manifold n =
1 both P̃†

+ j P̃+( j+1) and P̃†
− j P̃−( j+1) cancel the exponential

dependence with Rn, henceforth these operators cannot be
eliminated under a RWA.

For the product P†
+ jP−( j+1) we get

P̃†
+ j P̃−( j+1) =

Nf∑
n=1

cn+L j†
n+eit (Rn−R(n−1) )

×
Nf∑

n′=1

cn′−L( j+1)
n′− eit (Rn′ −R(n′−1) ). (B6)

Note that P̃†
+ j P̃−( j+1) always oscillates with frequency pro-

portional to Rn, and thus it can be eliminated under the RWA.
For operators of the form P±, let us calculate first L†

n±,

UL†
n±U † = U |n+〉〈(n − 1) − |U † = L†

n±eit (En+−E(n−1)− ),

(B7)
where the exponent En+ − E(n−1)− = ωc + 1

2 (Rn + R(n−1)).
Then,

P̃†
+ j P̃±( j+1) =

Nf∑
n=1

cn+L j†
n+eit (Rn−R(n−1) )

×
Nf∑

n′=1

kn′±L( j+1)
n′∓ eit (R(n′−1)+Rn′ ), (B8)

and

P̃†
+ j P̃∓( j+1) =

Nf∑
n=1

cn+L j†
n+eit (Rn−R(n−1) )

×
Nf∑

n′=1

kn′∓L( j+1)
n′± e−it (Rn′ +R(n′−1) ). (B9)

The above operators [Eqs. (B8) and (B9)] vanish in the
manifold n = 1, since k1± = k1∓ = 0. Moreover, for n � 2
these operators oscillate in time and they can be elimi-
nated under the RWA. Finally, operators like P̃†

∓ j P̃∓( j+1) have
a small contribution because of the quadratic dependence
with kn.

APPENDIX C: PERTURBATION THEORY

At first order there is no correction for any of the eigen-
values, which can be rapidly noticed from the absence of
diagonal elements in the perturbative terms (those propor-
tional to β and ξ ). Then,

E (1)
k = 〈k(0)|H̃i|k(0)〉 = 0, (C1)

with k = {G, 1−, 1+, 2−, 2+} being the unperturbed eigen-
state of H̃0. The ground state |G〉, with zero eigenvalue
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(E (0)
G = 0), has been included as well. For the eigenstate the

corrections at first order read as follows:

|G〉(1) = −a+|1+〉 − a−|1−〉, (C2)

|1−〉(1) = −a−|G〉 + b−|2−〉 + c−,±|2+〉, (C3)

|1+〉(1) = −a+|G〉 + b+|2+〉 + c+,∓|2−〉, (C4)

|2−〉(1) = −b−|1−〉 − c+,∓|1+〉 + d−|3−〉 + e−,±|3+〉,
(C5)

|2+〉(1) = −b+|1+〉 − c−,±|1−〉 + d+|3+〉 + e+,∓|3−〉,
(C6)

where

aη = β1η

E (0)
1η

, bη = β2η

E (0)
1η − E (0)

2−η

, dη = β3η

E (0)
3η − E (0)

3η

, (C7)

cη,μ = ξ2μ

E (0)
1η − E (0)

2−η

, eη,μ = ξ3μ

E (0)
2η − E (0)

3η

, (C8)

with η = +,−, μ = ±,∓, and −(∓) = ±. The corrections
to the eigenvalues at second order are explicitly given by

E (2)
G =

∑
k =G

|〈k(0)|H̃i|G〉|2
E (0)

G − E (0)
k

= −|β1−|2
E (0)

1−
− |β1+|2

E (0)
1+

,

E (2)
1− = |−β1−|2

E (0)
1−

+ |β2−|2
E (0)

1− − E (0)
2−

+ |ξ2±|2
E (0)

1− − E (0)
2+

,

E (2)
1+ = |−β1+|2

E (0)
1+

+ |β2+|2
E (0)

1+ − E (0)
2+

+ |ξ2∓|2
E (0)

1+ − E (0)
2−

,

E (2)
2− = |−β2−|2

E (0)
2− − E (0)

1−
+ |−ξ2∓|2

E (0)
2− − E (0)

1+
+ |β3−|2

E (0)
2− − E (0)

3−

+ |ξ3±|2
E (0)

2− − E (0)
3+

,

E (2)
2+ = |−β2+|2

E (0)
2+ − E (0)

1+
+ |−ξ2±|2

E (0)
2+ − E (0)

1−
+ |β3+|2

E (0)
2+ − E (0)

3+

+ |ξ3∓|2
E (0)

2+ − E (0)
3−

. (C9)

Similarly, for the eigenstates we get

|G〉(2) =
∑

k,l =G

〈k(0)|H̃i|l (0)〉〈l (0)|H̃i|G〉(
E (0)

G − E (0)
k

)(
E (0)

G − E (0)
l

) |k(0)〉

=
(

β1−β2−
E (0)

1− E (0)
2−

+ β1+ξ2∓
E (0)

1+ E (0)
2−

)
|2−〉

+
(

β1+β2+
E (0)

1+ E (0)
2+

+ β1−ξ2±
E (0)

1− E (0)
2+

)
|2+〉, (C10)

and for the other states we found the following compact forms:

|1−〉(2) = f−,∓|1+〉 + g−,∓|3−〉 + h−,±|3+〉, (C11)

|1+〉(2) = f+,±|1+〉 + g+,±|3−〉 + h−,∓|3+〉, (C12)

|2−〉(2) = i−,∓|2+〉 + j−,∓|G〉, (C13)

|2+〉(2) = i+,±|2−〉 + j+,±|G〉, (C14)

where the coefficients are defined as

fη,μ =
−β1ηβ1−η

E (0)
1η

− β2ηξ2μ

E (0)
1η − E (0)

2η

− ξ2−μβ2−η

E (0)
1η − E (0)

2−η

E (0)
1η − E (0)

1−η

, (C15)

gη,μ =

β2ηβ3μ

E (0)
1η − E (0)

2η

+ ξ2−μξ3μ

E (0)
1η − E (0)

2−η

E (0)
1η − E (0)

3−η

, (C16)

hη,μ =

β2ηξ3μ

E (0)
1η − E (0)

2η

+ ξ2μβ3−η

E (0)
1η − E (0)

2−η

E (0)
1η − E (0)

3−η

, (C17)

iη,ν = 1

E (0)
2η − E (0)

2−η

(
− β2ηξ2−ν

E (0)
2η − E (0)

1−η

− ξ2νβ2−η

E (0)
2η − E (0)

1−η

− β3ηξ3ν

E (0)
2η − E (0)

3−η

− ξ3−νβ3−η

E (0)
2η − E (0)

3−η

)
, (C18)

jη,μ = 1

E (0)
2η

(
β2ηβ1η

E (0)
2η − E (0)

1η

+ ξ2μβ1−η

E (0)
2η − E (0)

1−η

)
. (C19)

APPENDIX D: ABSORPTION SPECTRUM

Let us consider a single-cavity QED governed by the
Markovian master equation ρ̇ = L[ρ], where L and ρ(t ) are
the Lindbladian and density matrix of the system, respec-
tively. When photonic and atomic losses are considered, we
have L[ρ] = −i[HJC, ρ] + La[ρ] + Lσ− [ρ], where HJC is the
Jaynes-Cummings Hamiltonian (1) for Nc = 1, and the two
dissipation channels are described by

La[ρ] = γ

2
(2aρa† − {a†a, ρ}), (D1)

Lσ− [ρ] = κ

2
(2σ−ρσ

†
− − {σ †

−σ−, ρ}), (D2)

where γ and κ are the photonic and atomic decay rates,
respectively. If a pumping laser with frequency ω weakly
drives the system, the absorption spectrum can be defined as
the Fourier transform of the photonic two-point correlation
function G(τ ) = 〈〈a(τ )a†(0)〉〉ss,

S(ω) = 2Re
∫ ∞

0
G(τ )eiωτ dτ. (D3)

The double expectation value means devia-
tions with respect its stationary state, i.e., G(τ ) =
〈a(τ )a†(0)〉ss − limτ→∞〈a(τ )a†(0)〉ss, with 〈a(τ )a†(0)〉〉ss =
Tr(a(τ )a†(0)ρss) [30]. Here, ρss is the steady state (ss) of the
system which can be found by solving the condition

L[ρss] = 0. (D4)

To numerically find ρss we solve the eigenvalue equations
L[Rk] = λkRk and L†[Lk] = λkLk , where Rk (Lk) and λk are
the right (left) eigenmatrices and eigenvalues, respectively. As
the general solution is given by ρ(t ) = ∑

k ckeλkt Rk , where
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ck = Tr[ρ(0)Lk] [37,38], from the zero eigenvalue λ0 = 0,
we compute ρss = c0R0. On the other hand, the expectation
value 〈a(τ )a†(0)〉ss is calculated using the quantum regression
theorem [29] as follows:

〈a(τ )a†(0)〉ss = Tr[a(0) f (τ )], (D5)

where f (τ ) = eLτ [a†(0)ρss] satisfies the master equation

ḟ = L[ f ], f (0) = a†(0)ρss, (D6)

with a†(0)ρss being the initial condition of the function f (τ ).
To numerically compute f (t ) we use the standard general
solution of the Lindblad master equation [39].

In the three-level manifold composed by the states |1〉 =
|1+〉, |2〉 = |1−〉, and |3〉 = |0g〉} photonic and atomic op-
erators take the forms a = sin(θ1)|3〉〈1| + cos(θ1)|3〉〈2| and
σ− = cos(θ1)|3〉〈1| − sin(θ1)|3〉〈2|, respectively. The two-
point correlation function can be calculated using the three-
level picture, resulting in G(τ ) = sin(θ1)[ f13(τ ) − f13(∞)] +
cos(θ1)[ f23(τ ) − f23(∞)], where fi j = 〈i| f | j〉. From the mas-
ter equation ḟ = L[ f ], where L is the Lindbladian given
in Eq. (16), it follows that fi j (τ ) = fi j (0)exp[(−iωi j −
γi j )τ ], where ωi j = (Ei − Ej )/h̄, Ei are the polaritonic
energies, and γ13 = (1/2)[sin2(θ1)γ + cos2(θ1)κ] = γ+ and
γ23 = (1/2)[cos2(θ1)γ + sin2(θ1)κ] = γ− are the decay rates
of polaritonic states E1+ and E−1, respectively. Using these re-
sults we reproduce the analytical expression given in Eq. (18).

[1] H. J. Kimble, The quantum internet, Nature (London) 453, 1023
(2008).

[2] S. Ritter, C. Nölleke, C. Hahn, A. Reiserer, A. Neuzner, M.
Uphoff, M. Mücke, E. Figueroa, J. Bochmann, and G. Rempe,
An elementary quantum network of single atoms in optical
cavities, Nature (London) 484, 195 (2012).

[3] F. Caruso, N. Spagnolo, C. Vitelli, F. Sciarrino, and M. B.
Plenio, Simulation of noise-assisted transport via optical cavity
networks, Phys. Rev. A 83, 013811 (2011).

[4] I. M. Georgescu, S. Ashhab, and F. Nori, Quantum simulation,
Rev. Mod. Phys. 86, 153 (2014).

[5] D. G. Angelakis, Editor, Quantum Simulations with Photons and
Polaritons (Springer International, Berlin, 2017).

[6] D. G. Angelakis, M. F. Santos, and S. Bose, Photon-blockade-
induced Mott transitions and xy spin models in coupled cavity
arrays, Phys. Rev. A 76, 031805(R) (2007).

[7] T. Boulier, M. J. Jacquet, A. Maître, G. Lerario, F. Claude,
S. Pigeon, Q. Glorieux, A. Amo, J. Bloch, A. Bramati, and
E. Giacobino, Microcavity polaritons for quantum simulation,
Adv. Quantum Technol. 3, 2000052 (2020).

[8] M. J. Hartmann, F. G. S. L. Brandão, and M. B. Plenio, Quan-
tum many-body phenomena in coupled cavity arrays, Laser
Photonics Rev. 2, 527 (2008).

[9] C. Noh and D. G. Angelakis, Quantum simulations and many-
body physics with light, Rep. Prog. Phys. 80, 016401 (2016).

[10] E. T. Jaynes and F. W. Cummings, Comparison of quantum and
semiclassical radiation theories with application to the beam
maser, Proc. IEEE 51, 89 (1963).

[11] T. Grujic, S. R. Clark, D. Jaksch, and D. G. Angelakis, Non-
equilibrium many-body effects in driven nonlinear resonator
arrays, New J. Phys. 14, 103025 (2012).

[12] R. Coto, M. Orszag, and V. Eremeev, Self-trapping triggered by
losses in cavity QED, Phys. Rev. A 91, 043841 (2015).

[13] E. K. Irish, C. D. Ogden, and M. S. Kim, Polaritonic character-
istics of insulator and superfluid states in a coupled-cavity array,
Phys. Rev. A 77, 033801 (2008).

[14] J. Koch and K. Le Hur, Superfluid–Mott-insulator transition of
light in the Jaynes-Cummings lattice, Phys. Rev. A 80, 023811
(2009).

[15] J. Figueroa, J. Rogan, J. A. Valdivia, M. Kiwi, G. Romero, and
F. Torres, Nucleation of superfluid-light domains in a quenched
dynamics, Sci. Rep. 8, 12766 (2018).

[16] M. J. Hartmann, F. G. S. L. Brandão, and M. B. Plenio, Strongly
interacting polaritons in coupled arrays of cavities, Nat. Phys. 2,
849 (2006).

[17] A. D. Greentree, C. Tahan, J. H. Cole, and L. C. L. Hollenberg,
Quantum phase transitions of light, Nat. Phys. 2, 856 (2006).

[18] V. Eremeev, V. Montenegro, and M. Orszag, Thermally
generated long-lived quantum correlations for two atoms
trapped in fiber-coupled cavities, Phys. Rev. A 85, 032315
(2012).

[19] R. Coto and M. Orszag, Propagation and distribution of quan-
tum correlations in a cavity QED network, J. Phys. B: At., Mol.
Opt. Phys. 46, 175503 (2013).

[20] G. Lepert, M. Trupke, M. J. Hartmann, M. B. Plenio, and
E. A. Hinds, Arrays of waveguide-coupled optical cavities
that interact strongly with atoms, New J. Phys. 13, 113002
(2011).

[21] A. Nunnenkamp, J. Koch, and S. M. Girvin, Synthetic gauge
fields and homodyne transmission in Jaynes–Cummings lat-
tices, New J. Phys. 13, 095008 (2011).

[22] J. Raftery, D. Sadri, S. Schmidt, H. E. Türeci, and A. A. Houck,
Observation of a Dissipation-induced Classical to Quantum
Transition, Phys. Rev. X 4, 031043 (2014).

[23] M. Fitzpatrick, N. M. Sundaresan, A. C. Y. Li, J. Koch, and
A. A. Houck, Observation of a Dissipative Phase Transition in
a One-Dimensional Circuit Qed Lattice, Phys. Rev. X 7, 011016
(2017).

[24] P. A. Ivanov, S. S. Ivanov, N. V. Vitanov, A. Mering, M.
Fleischhauer, and K. Singer, Simulation of a quantum phase
transition of polaritons with trapped ions, Phys. Rev. A 80,
060301(R) (2009).

[25] K. Toyoda, Y. Matsuno, A. Noguchi, S. Haze, and S. Urabe,
Experimental Realization of a Quantum Phase Transition of
Polaritonic Excitations, Phys. Rev. Lett. 111, 160501 (2013).

[26] K. M. Birnbaum, A. Boca, R. Miller, A. D. Boozer, T. E.
Northup, and H. J. Kimble, Photon blockade in an optical cavity
with one trapped atom, Nature (London) 436, 87 (2005).

[27] Y. T. Chough and H. J. Carmichael, Nonlinear oscillator be-
havior in the Jaynes-Cummings model, Phys. Rev A 54, 1709
(1996).

[28] H. J. Carmichael, Breakdown of Photon Blockade: A Dissipa-
tive Quantum Phase Transition in Zero Dimensions, Phys. Rev.
X 5, 031028 (2015).

053708-10

https://doi.org/10.1038/nature07127
https://doi.org/10.1038/nature11023
https://doi.org/10.1103/PhysRevA.83.013811
https://doi.org/10.1103/RevModPhys.86.153
https://doi.org/10.1103/PhysRevA.76.031805
https://doi.org/10.1002/qute.202000052
https://doi.org/10.1002/lpor.200810046
https://doi.org/10.1088/0034-4885/80/1/016401
https://doi.org/10.1109/PROC.1963.1664
https://doi.org/10.1088/1367-2630/14/10/103025
https://doi.org/10.1103/PhysRevA.91.043841
https://doi.org/10.1103/PhysRevA.77.033801
https://doi.org/10.1103/PhysRevA.80.023811
https://doi.org/10.1038/s41598-018-30789-9
https://doi.org/10.1038/nphys462
https://doi.org/10.1038/nphys466
https://doi.org/10.1103/PhysRevA.85.032315
https://doi.org/10.1088/0953-4075/46/17/175503
https://doi.org/10.1088/1367-2630/13/11/113002
https://doi.org/10.1088/1367-2630/13/9/095008
https://doi.org/10.1103/PhysRevX.4.031043
https://doi.org/10.1103/PhysRevX.7.011016
https://doi.org/10.1103/PhysRevA.80.060301
https://doi.org/10.1103/PhysRevLett.111.160501
https://doi.org/10.1038/nature03804
https://doi.org/10.1103/PhysRevA.54.1709
https://doi.org/10.1103/PhysRevX.5.031028


STEERING INTERCHANGE OF POLARITON BRANCHES … PHYSICAL REVIEW A 103, 053708 (2021)

[29] H. Breuer and F. Petruccione, The Theory of Open Quantum
Systems (Oxford University, Oxford, 2010).

[30] T. Neuman and J. Aizpurua, Origin of the asymmetric light
emission from molecular exciton-polaritons, Optica 5, 1247
(2018).

[31] N. Kongsuwan, X. Xiong, P. Bai, J.-B. You, C. E. Png, L. Wu,
and O. Hess, Quantum Plasmonic Immunoassay Sensing, Nano
Lett. 19, 5853 (2019).

[32] A. Norambuena, A. Jimenez, C. Becher, and J. R. Maze, Effect
of phonons on the electron spin resonance absorption spectrum,
New. J. Phys. 22, 073068 (2020).

[33] T. Baumgratz, M. Cramer, and M. B. Plenio, Quantifying Co-
herence, Phys. Rev. Lett. 113, 140401 (2014).
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