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Effect of the Stark shift on the low-energy interference structure in strong-field ionization
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An improved quantum trajectory Monte Carlo method including the Stark shift of the initial state, Coulomb
potential, and multielectron polarization-induced dipole potential is adopted to revisit the origin of the low-
energy interference structure in the photoelectron momentum distribution of the xenon atom subjected to an
intense laser field, and resolve the different contributions of these three effects. We found that the Stark shift plays
an essential role on the low-energy interference structure, which moves the ringlike constructive interference
structure to the lower momentum region. The formation of the low-energy interference structure is a result of the
combined effects of Stark shift, laser, and Coulomb fields, while the multielectron polarization mainly enhance
the probability of the low energy photoelectron spectrum. Our finding provides insight into the electron dynamics
of atoms and molecules when driven by the intense laser fields.
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I. INTRODUCTION

Photoionization of atoms and molecules under intense laser
irradiation is a fundamental process in light–matter interaction
[1–6]. Because of its very high intensity, which is comparable
to the potential fields, the laser field dominates the motion
of the electrons released from the atoms and molecules.
Therefore, some important issues in strong-field physics, such
as above-threshold ionization (ATI), high-harmonic genera-
tion, etc., were described using the strong-field approximation
(SFA) [7–12] in which the ion potential effect on the emitted
photoelectron in continuum was ignored. However, numerous
experimental and theoretical evidences have pointed out the
faultiness due to the neglect of the Coulomb potential effect.
For example, the low-energy structure (LES), i.e., a series of
low-energy peaks along the laser polarization direction, has
been observed in the photoelectron spectra of atoms subjected
to an intense infrared laser field [13–16]. The LES was absent
in the SFA simulation, while it was predicted by the numerical
solution of the time-dependent Schrödinger equation (TDSE)
[13]. Theoretical studies based on Coulomb-corrected SFA
theories have demonstrated that the LES is related to the
long-range Coulomb potential effect [14,15,17–20].

Subsequently, a radial interference structure in the low-
energy region of the photoelectron momentum distribution
(PEMD), i.e., the so-called low-energy interference struc-
ture (LEIS), has been widely observed in photoionization of
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different atoms (He, Ne, Ar, Kr, and Xe) [21–23], but the ori-
gin of the structure remains obscure and debated [22–26]. The
Coulomb potential effect on the classical angular momentum
distribution and the minimum number of absorbed photons
needed to reach the threshold in multiphoton ionization were
discussed with a classical trajectory Monte Carlo method
[25,26]. Recently, the PEMD for a hydrogen atom ionized by
an intense laser field was investigated using a semiclassical
two-step model (SCTS) [27], which found that the LEIS is
related to the Coulomb potential effect [28].

Besides the effects of the Coulomb potential, the im-
prints of multielectron polarization effect have been found
in photoelectron spectra [27,29–38]. With a method based
on tunnel ionization in parabolic coordinates with inclusion
of the Coulomb potential, the polarization induced dipole
and the Stark shift of the initial state, Shvetsov-Shilovski
et al. found that the multielectron polarization affects both
the tunneling exit point and the subsequent dynamics, which
thus determine the PEMD in elliptically polarized pulses [30].
Further investigation revealed that the multielectron polar-
ization effect increases the distance from the parent ion to
the tunnel exit point of the photoelectron and weakens the
interaction between them, so that the photoelectron angular
distributions are different for different atomic species [39].
Recently, it was shown that the relative yields of the LES are
enhanced owing to the multielectron polarization potential on
the recolliding electrons [34]. Moreover, it was found that the
electron focusing by the multielectron polarization-induced
dipole potential (MEPIDP) can induce narrowing of the longi-
tudinal momentum distributions of photoelectrons ionized by
a linearly polarized laser pulse [27].

2469-9926/2021/103(5)/053105(7) 053105-1 ©2021 American Physical Society

https://orcid.org/0000-0001-7451-9081
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.103.053105&domain=pdf&date_stamp=2021-05-07
https://doi.org/10.1103/PhysRevA.103.053105


WEIFENG YANG et al. PHYSICAL REVIEW A 103, 053105 (2021)

In contrast to the effects of Coulomb potential and
MEPIDP, the Stark shift of the initial state has rarely been
noticed, partly because it is usually accompanied by the ef-
fect of MEPIDP. The Stark shift effect in the strong-field
ionization of oriented polar molecules by circularly polar-
ized laser pulses has been investigated using a Stark-shift
corrected strong-field approximation (SSFA) method [36]. In
comparison with polar molecules, the Stark shift effect in the
ionization of atoms has usually been overlooked. Especially,
to the best of our knowledge, the contribution of the Stark shift
effect to the interference of the electron wave packet (EWP)
is still unclear.

In this work we revisit the LEIS in the PEMD of the xenon
atom, which is a typical multielectron system, by using an
improved quantum trajectory Monte Carlo (IQTMC) method
that includes the Stark shift of the initial state, the Coulomb
potential, and the MEPIDP. By comparing with the TDSE
and SFA results, we resolve the different effects of these
three phenomena on the LEIS, and identify that MEPIDP
can indeed enhance the yield of the LEIS, but the detailed
pattern of the interference fringes depends sensitively on the
Coulomb potential and Stark shift. We find that the Stark shift
can substantially affect the phase distributions of the EWP.
The semiclassical simulation can reproduce the TDSE result
well only when the Stark shift is included.

This paper is organized as follows. In Sec. II we briefly
discuss the IQTMC method that includes the Stark shift of the
initial state, Coulomb potential, and MEPIDP. In Sec. III we
show the different characteristics of the fringes of the LEIS
in PEMDs obtained with different laser intensities. Second,
the underlying mechanism of the LEIS is discussed based
on the semiclassical statistical back-trajectory based analysis.
The conclusions are presented in Sec. IV.

II. IMPROVED QUANTUM TRAJECTORY
MONTE CARLO METHOD

In this work we adopt the IQTMC method. This method
combines the Ammosov-Delone-Krainov (ADK) theory with
Feynman’s path integral approach. Briefly, the initial con-
ditions of all the involved electrons are simulated by the
ADK theory, and the phase of each trajectory is included
with the classical action after tunneling based on Feynmain’s
path integral approach so as to describe the quantum interfer-
ence effects [27,34,40–44]. The motion of the tunnel-ionized
electron is determined by the classical Newtonian equation
(atomic units are used throughout unless stated otherwise):

d2�r
dt2

= − �F (t ) − ∇VTOT(�r, t ), (1)

where �F (t ) is the electric field of the laser pulse. We consider
a linearly polarized laser field �F (t ) = �F0 f (t ) cos ωt with peak
electric field F0 and laser frequency ω. The envelope function
f (t ) is as follows:

f (t ) =

⎧⎪⎪⎨
⎪⎪⎩

cos2 (t−2T )π
4T , 0 < t � 2T ,

1, 2T < t � 6T ,

cos2 (t−6T )π
4T , 6T < t � 8T ,

0, t > 8T ,

(2)

where T is the laser optical period. To be more realistic,
the envelope should have turning on and turning off parts.
The total ionic potential VTOT, including the Coulomb and
ionic core polarization potential, is expressed as (the detailed
derivation can be seen in Ref. [36])

VTOT(�r, t ) = VCP(�r, t ) + VIDP(�r, t ), (3)

where VCP(�r) = −Z/|�r| is the hydrogenlike Coulomb poten-
tial, and Z = √

2Ip is the effective nuclear charge. The second
term denotes MEPIDP, i.e., the ionic core polarization induced
by the laser field [45], which has the following form:

VIDP(�r, t ) = −αI �F (t ) · �r/r3, (4)

where αI is the static polarizability of the single charged ion.
Because the MEPIDP is divergent at the origin, a cutoff point
rc is introduced where the core polarization cancels the laser
field, with αI E (t )/r2

c − rcE (t ) = 0, which results in rc = α
1/3
I

[34,38]. When r � rc, the electron is nearly field free and will
not experience polarization effects.

In order to solve Eq. (1), we need to obtain the initial
position and velocity of the electron. The initial position, i.e.,
the tunnel exit point can be determined by the Schrödinger
equation in a uniform field F in a parabolic coordinate [30] as
follows:

d2 f (η)

dη2
+ 2

(
−1

4
Ip(F ) − V (η, F )

)
f (η) = 0, (5)

where the effective potential is expressed as

V (η, F ) = −1 − √
2Ip(F )/2

2η
− 1

8
ηF − 1

8η2
+ αI F

η2
. (6)

Physically, Eq. (5) describes a tunneling process for an elec-
tron with energy of − 1

4 Ip(F ) within an effective potential of
V (η, F ). Therefore, the tunnel exit point ηe can be determined
by solving the equation V (η, F ) = − 1

4 Ip(F ). In Cartesian co-
ordinates, the tunnel exit point is ze ≈ −ηe/2, i.e.,

ze ≈ −
Ip(F ) +

√
I2

p (F ) − 4β2(F )F

2F
, (7)

where

β2(F ) = Z − (1 + |m|)√2Ip(F )/2, (8)

where m is the magnetic quantum number.
The Stark shift is included in the IQTMC model by consid-

ering the laser field dependent ionization potential [46]

Ip(F ) = Ip(0) + 1
2 (αN − αI )F 2, (9)

where Ip(0) is the field-free ionization potential, αN is the
static polarizability of an atom, and F is the instantaneous
laser field at the tunneling ionization instant of the elec-
tron. The field-induced term of Eq. (9) should not exceed
10%–20% of the first term, which introduces an upper bound
for the magnitude of the laser intensity [27].

We assume that the electron starts with zero initial velocity
along the direction of the laser field and nonzero initial veloc-
ity v⊥ in the perpendicular direction. The ionization rate at the
tunnel exit point is given by the Ammosov-Delone-Krainov
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FIG. 1. Simulated two-dimensional (2D) photoelectron momentum spectra of a Xe atom ionized by a laser pulse with a duration of
n = 8 cycles, at a wavelength of 800 nm. (a) and (d) I = 1.05 × 1014 W/cm2 corresponding to the Keldysh parameter γ = 0.9829, (b) and
(e) I = 1.5 × 1014 W/cm2, γ = 0.8223, and (c) and (f) I = 2.0 × 1014 W/cm2, γ = 0.712. The left column [(a)–(c)]: QTMC calculations
considering only the Coulomb potential. The right column [(d)–(f)]: IQTMC calculations considering the Coulomb potential, Stark shift, and
MEPIDP.

formula [47,48]

�(t0, v⊥) = exp

(
−2[2Ip(F )]3/2

3F

)
exp

(
−v2

⊥
√

2Ip(F )

F

)

(10)

Therefore, the intensity must not be very low so that the
Keldysh parameter γ = ωZ/F is less than or approximately
equal to one. Based on the strong-field Feynman’s path inte-
gral approach [49,50], the phase of the electron trajectory is
expressed as

φ j ( �p, t0) = Ip(F )t0 −
∫ +∞

t0

{
�v2

�p(τ )/2 + VTOT(�r, t )
}
dτ,

(11)

where �p is the asymptotic momentum of the jth electron
trajectory. The probability of each asymptotic momentum is
determined as

|� �p|2 =
∣∣∣∣∣
∑

j

√
�(t0, v

j
⊥) exp(−iφ j )

∣∣∣∣∣
2

. (12)

For the Xe atom, we use the polarizabilities of the statistical
theoretical values αN

Xe = 25.5 a.u., αI
Xe = 20 a.u. [51].

III. RESULTS AND DISCUSSION

Figure 1 shows the PEMDs of the Xe atom driven by
800 nm linearly polarized laser fields of different peak inten-
sities I = 1.05 × 1014 W/cm2 [γ = 0.98, see Figs. 1(a) and
1(d)], I = 1.5 × 1014 W/cm2 [γ = 0.82, see Figs. 1(b) and
1(e)], and I = 2.0 × 1014 W/cm2 [γ = 0.71, see Figs. 1(c)
and 1(f)]. To resolve the effects of the Coulomb poten-
tial, Stark shift, and MEPIDP, we compare the PEMDs

calculated by the IQTMC method, which considers all the
three effects [Figs. 1(d)–1(f)], with those by the QTMC
method, which considers only the effect of the Coulomb
potential [Figs. 1(a)–1(c)]. We find that the Stark shift and
MEPIDP have obvious influences on the PEMDs, especially
on the LEIS. For a low-intensity driven laser field, the LEIS
shows radial fanlike fringes for both IQTMC and QTMC sim-
ulations [28]. However, the fanlike fringes are shorter in the
IQTMC simulation than in the QTMC results [see Figs. 1(a)
and 1(d)]. When the laser intensity is increased, the fringes
become longer and stronger in the PEMDS of the IQTMC
simulations [see Figs. 1(e) and 1(f)]. In contrast, the radial
fanlike fringes are split by a ringlike destructive interfer-
ence structure in the PEMDS of the QTMC simulations [see
Figs. 1(b) and 1(c)]. In the high energy region, the longitudinal
fringes in the PEMD are weaker when considering MEPIDP
and Stark shift than those without considering these two ef-
fects [see the white rectangular region in Figs. 1(c) and 1(f)].
And the narrowing effect of the longitudinal PEMDs can be
observed, which is consistent with that observed in Mg and
Ca [27]. In the following we mainly focus on the low-energy
region of the PEMDs (Pr ∈ [−0.27, 0.27] a.u.).

We first perform the 3D-TDSE simulation in the single-
active electron approximation (SAE) by using the fi-
nite difference time domain method [52–55]. An atomic
model potential of inert gas Xe is adopted in the TDSE
simulation [56]

V (r) = −1 + a1e−a2r + a3re−a4r + a5e−a6r

r
, (13)

where ai’s are gotten from Ref. [56] which are obtained
by fitting the numerical potential calculated from the self-
interaction free density functional theory. The model potential
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FIG. 2. LEIS (Pr ∈ [0, 0.27] a.u.) in the photoelectron momentum spectra. (a) and (b) TDSE simulations with model potential (a) and
Coulomb potential (b), respectively. (c) Results of the IQTMC calculations (d)–(h) semiclassical simulations with (d) SAF simulation; (e)
only laser field and Stark shift are included; (f) only laser field and Coulomb potential are included; (g) with inclusion of laser field, Coulomb
potential, and MEPIDP; and (h) with inclusion of laser field, Coulomb potential, and Stark shift. The color scales have been normalized for
comparison. The laser parameters are the same as those in Figs. 1(c) and 1(f).

considers the Coulomb potential and shielding of multielec-
tron more accurately than the hydrogenlike potential.

Figures 2(a) and 2(b) show the comparison of the two
TDSE simulation results with model potential [Fig. 2(a)] and
Coulomb potential [Fig. 2(b)]. The laser parameters are the
same as those used in Fig. 1(f). One thing should be noted
that the Stark shift is inherent, whereas the multielectron po-
larization effect is absent in the TDSE simulations for both
potentials. However, the multielectron polarization effect is
absent in both cases. It can be seen that the main difference
between the two simulation results lies in the yield of LEIS.
The probability of the fanlike fringes in the low-energy region
is higher and the fringes are shorter for simulation with model
potential, demonstrating a stronger focusing effect.

Figure 2(c) shows the IQTMC simulation result obtained
by considering all the Coulomb potential, the Stark shift,
and the multielectron polarization, which reproduces well the
main feature of the 3D TDSE simulations. Comparing with
TDSE, the semiclassical IQTMC method is more transparent
which allows us to disentangle the different contributions of
these three effects. For that we first present the result of SFA
in Fig. 2(d), where only the laser field is present, and then
we compare it with the cases with the three factors included
separately or jointly. Obviously the SFA simulation result is
significantly different from both TDSE and IQTMC results:
(i) vertical interference structure along Px can be seen which
has been known induced by a temporal double-slit interfer-
ence [57,58]; and (ii) an ATI ringlike interference minimum
separate the vertical interference structure. When only the
Stark shift is included in the SFA method, see Fig. 2(e),
the ring-shaped constructive interference in SFA simulation
moves to lower energy part, whereas when only the Coulomb
potential is included, see Fig. 2(f), the positions of the ATI
rings do not change, which is consistent with the conclu-
sion in Ref. [59]. However, the Coulomb potential makes the
vertical temporal double-slit interference slightly along the

radial direction, moreover, it induces more interference nodal
lines (indicated by the arrows). We analyzed the trajectories
contributed to the Coulomb potential induced interference
minimum, and found that these interference minima are in-
duced by the interference between the direct and rescattering
electron trajectories, i.e., the photoelectron holographiclike
interference.

When the MEPIDP is further included [see Fig. 2(g)],
the interference pattern has little change except for a higher
probability [27]. On the contrary, when the Stark shift is added
in place of the mulielectron polarization effect [see Fig. 2(h)],
the ringlike constructive interference fringe shrinks to low-
energy region. And the radial fanlike fringes can now be
clearly seen. On this basis, if the MEPIDP is further included,
i.e., the full IQTMC simulation [see Fig. 2(c)], the probability
of these LEIS would be enhanced while keep the fringe shapes
unchanged. All these results demonstrate that the shapes of the
LEIS is determined mainly by the Stark shift and the Coulomb
potential, while the multielectron polarization mainly affects
the probability of LEIS.

Next we focus on analyzing how the Stark shift influences
the momentum spectrum. Because the ionization driven by
the linearly polarized laser field has an intrinsic cylindrical
symmetry. In our case, the laser is polarized along z axis,
so the positive Px half-plane is exactly the same as the neg-
ative Px half-plane. For convenience, in the following, we
analyze the positive half-plane Px � 0 a.u. Figures 3(b) and
3(c) show the half-plane momentum spectrum with (b) and
without (c) Stark shift. To investigate the effect of Stark shift
on the phases of trajectories, we extracted trajectories con-
tributing to the central slice of momentum spectrum denoted
by magenta rectangular frames and analyze the phases of
these contributing trajectories (here we only show the direct
ionization electron). Each color denotes that electrons come
from different ionization times shown in Fig. 3(a). It can be
found that LEIS is indeed related to the phases of trajectories
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FIG. 3. (a) Subcycle time windows in which photoelectrons
contributing to the momentum distributions (Px � 0 a.u.) of the
low-energy part. (b) and (c) The half-plane momentum spectrum
with (b) and without (c) Stark shift. (Px � 0 a.u.) (d) and (e) Final
phase distributions of the electron trajectories emitted from different
time windows denoted by the same color in (a). (f) and (g) The phase
calculated by the integral terms, i.e., the second term in Eqs. (11)
and (14), respectively. (h) and (i) Initial phase related to ionization
potential, i.e., the first term in Eqs. (11) and (14), respectively. (j)
Energy spectrum of photoelectron with (red solid line) and without
(blue dotted line) considering the Stark shift.

ionized from different half-cycles of the laser field which
depend sensitively on the Stark shift. When the Stark shift is
included, the momentum position of constructive interference
moves to lower momentum [see Figs. 3(d) and 3(e)], which is
consistent with the momentum spectra.

The phase of the electron trajectory in the IQTMC is cal-
culated according to Eq. (11) with Stark shift described by
Eq. (9). When the Stark shift is removed, the phase of the
electron trajectory would be

φ j ( �p, t0) = Ip(0)t0 −
∫ +∞

t0

{
�v2

�p(τ )/2 + VTOT(�r, t )
}
dτ. (14)

Figures 3(f) and 3(h) and Figs. 3(g) and 3(i) show the phase
contributions of the two terms in Eqs. (11) and (14), respec-
tively. The integral terms in Eqs. (11) and (14) are the same
[see Figs. 3(f) and 3(g)]. The main difference lies in the first
term. The laser field dependent term 1

2 (αN − αI )F 2 not only
shifts the final phase but also make the variation of phases
between different cycles significantly smaller [see Figs. 3(h)

FIG. 4. (a) and (b) The momentum distributions (Px � 0 a.u.)
with (a) and without (b) considering the MEPIDP. (c) The initial ion-
ization phase analysis of electron contributing to the final momentum
indicated by a black rectangle in (a) and (b).

and 3(i)], which results in that the momentum position where
the total phases of trajectories ionized from different half-
cycles are the same moves to lower Px, see Figs. 3(d) and
3(e). This explains well the phenomenon that the constructive
interference in the final PEMD moves to the low momentum
region and makes the LEIS change from a ringlike to fanlike
pattern after considering Stark shift. The momentum shift
is exactly quantitatively consistent with the energy shift in
energy spectrum, see Fig. 3(j), which is obtained by integrat-
ing over all photoelectron with the same energy. We further
quantify this energy shift from the above laser field dependent
term 1

2 (αN − αI )F 2. As we know, the probability of ionization
is greatest near the peak of the electric field. Thus, we might
as well make F equal the peak value of the electric field to
quantify the variation amplitude which equals 0.4209 eV, and
the shift in energy spectra is 0.4 eV, being consistent with the
ionization potential shift quantitatively.

In addition, we also analyze the underlying physics of
the probability enhancement induced by the MEPIDP. We
choose a small region (black rectangle) in the photoelectron
momentum spectrum with [Fig. 4(a)] and without [Fig. 4(b)]
considering the MEPIDP and analyze the initial conditions of
contributing electron trajectories which are shown in Fig. 4(c).
The results indicate that for same final momentum, the elec-
tron would come from ionization time much closer to the laser
peak where the ionization probability would be higher when
the MEPIDP is considered, which explains the probability
enhancement induced by the MEPIDP.

IV. CONCLUSION

In conclusion, we theoretically investigated the different
contributions of the Coulomb potential, the MEPIDP, and the
Stark shift to the PEMDs of Xe atoms driven by intense in-
frared laser fields. By comparing to the TDSE simulation, we
found that the effect of MEPIDP was mainly manifested in the
narrowing effect of the longitudinal momentum distributions
and the enhancement of the LEIS yield, while the Stark shift

053105-5



WEIFENG YANG et al. PHYSICAL REVIEW A 103, 053105 (2021)

can induce the constructive interference among trajectories
ionized from different half-cycle to the lower energy region,
which plays an essential role of the formation of the LEIS
in low-energy part of the PEMD. Our work reveals the im-
portance of Stark shift which should be taken into account
in the semiclassical methods for accurate description of the
electron dynamics, especially the phase. As a result, our work
would have great impact and applications for interpreting and
reconstructing the structure and dynamical information with
photoelectron holography where accurate description phase
information is needed [60].
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Becker, and G. G. Paulus, Phys. Rev. Lett. 95, 040401
(2005).

[58] D. G. Arbó, E. Persson, and J. Burgdörfer, Phys. Rev. A 74,
063407 (2006).

[59] D. G. Arbó, K. L. Ishikawa, K. Schiessl, E. Persson, and J.
Burgdörfer, Phys. Rev. A 82, 043426 (2010).

[60] C. F. D. M. Faria and A. S. Maxwell, Rep. Prog. Phys. 83,
034401 (2020).

053105-7

https://doi.org/10.1103/PhysRevA.95.063406
https://doi.org/10.1103/PhysRevA.95.033426
https://doi.org/10.1103/PhysRevLett.112.113002
https://doi.org/10.1038/srep28392
https://doi.org/10.7498/aps.65.223207
https://doi.org/10.1103/PhysRevA.94.043419
https://doi.org/10.1103/PhysRevA.83.023405
https://doi.org/10.1103/PhysRevA.74.023411
https://doi.org/10.1364/JOSAB.8.001207
https://doi.org/10.1103/PhysRevLett.124.113202
https://doi.org/10.1088/1612-202X/aba196
https://doi.org/10.1088/0031-8949/19/3/010
https://doi.org/10.1364/OE.18.002558
https://doi.org/10.1364/OE.20.012067
https://doi.org/10.1364/OE.22.002519
https://doi.org/10.1088/1751-8113/40/8/013
https://doi.org/10.1088/0953-4075/43/1/015401
https://doi.org/10.1103/PhysRevLett.95.040401
https://doi.org/10.1103/PhysRevA.74.063407
https://doi.org/10.1103/PhysRevA.82.043426
https://doi.org/10.1088/1361-6633/ab5c91

