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Macro-to-micro quantum mapping and the emergence of nonlinearity
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As a universal theory of physics, quantum mechanics must assign states to every level of description of a
system—from a full microscopic description all the way up to an effective macroscopic characterization—and
also to describe the interconnections among them. Assuming that we only have a coarse-grained access to a
physical system, here we show how to assign to it a microscopic description that abides by all macroscopic
constraints. In order to do that, we employ general coarse-graining maps, allowing our approach to be used even
when the split between system and environment is not obvious. As a by-product, we show how effective nonlinear
dynamics can emerge from the linear quantum evolution, and we readily apply it to a state discrimination task.
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I. INTRODUCTION

Quantum mechanics, currently assumed to be a fundamen-
tal theory of physics, was originally formulated to explain
the atomic and subatomic scales of nature [1]. However, as
the atomic hypothesis asserts the macroscopic world to be
composed of a collection of such small constituents, quantum
mechanics inherits a universal status: it must be able to explain
phenomena at all levels of description. Put differently, quan-
tum mechanics must assign states at both a microscopic level,
when a complete characterization of the underlying physical
system is assumed, and at a macroscopic level of description,
which is given by the few effective (coarse-grained) degrees
of freedom that we have access to. This universality implies
a two-way description of nature. First, given a macroscopic
description of a system, we must relate it to all possible
microscopic states that are compatible with our observations.
Second, the theory must show how macroscopic behaviors
emerge from microscopic features, even if the latter does not
express the behavior of the former.

The first direction, from macro to micro, is commonly
covered by quantum statistical physics [2]. In this approach
the main paradigm is that of a “small” system of interest
interacting with a “large” environment, over which we do not
have control. Given the values of some physical properties of
the system, like its mean internal energy or temperature, sta-
tistical physics asserts that the best description of the system is
given by the canonical ensemble. In this open quantum system
paradigm [3–5], as we do not have access to the environmental
degrees of freedom, and we often assume thermal equilibrium
and weak interaction, correlations between system and envi-
ronment can be safely ignored. However, there are situations
where the split between accessible and inaccessible degrees of
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freedom is not as obvious and correlations build up, leading,
for example, to non-Markovian evolutions [6–11].

In the opposite direction, from micro to macro, the general
idea is to keep only the effective degrees of freedom that
we can manipulate. In the open quantum system scenario
mentioned above, to get rid of the environment we trace out its
degrees of freedom via the partial-trace map. However, when
such a split between system and environment is not possible
[12,13], the partial trace has to be generalized [12–15].

Here we tap the theory of coarse-graining maps [12,13,16–
26] in order to consistently describe how quantum me-
chanics deals with the micro-to-macro and macro-to-micro
assignments, even when the distinction between system and
environment is not clear-cut. Considering an arbitrary set
of macroscopic observations, our method gives an ensem-
ble of microscopic states which the underlying physical
system could be in. This approach is grounded in two ba-
sic premises. (i) Our perception of nature invariably arises
through measurement processes: whether considering the
everyday perception of our surrounding environment or
a sophisticated experimental setup, physical systems are
fundamentally perceived and characterized in terms of mea-
surement results of physical observables. (ii) Our macroscopic
perception of the world is inherently coarse-grained, with
“classical” features emerging due to an effective description
of quantum systems. Based on these premises, our method
assigns to a set of macroscopic observations a microscopic
description which is the ensemble average of all microscopic
states that are compatible with these observations (see Fig. 1).

As a by-product of our two-way generalization of the
open quantum system paradigm, we show how nonlinear
dynamics may effectively emerge from the linear quantum
evolution. Hitherto, effective quantum nonlinear dynamics
were obtained via system specific approximations [27,28], by
assignments that intrinsically employed nonlinear functions
[29], or by continuous measurement of the system [30], and
as such they lacked a general framework within quantum me-
chanics. Given the ubiquity of nonlinear processes within the
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FIG. 1. (a) Micro-to-macro assignment. On the right, we pic-
torially represent in blue the set of all microscopic states that are
mapped through the coarse-graining operation � to a unique ef-
fective macroscopic state—represented by the red cat on the left.
(b) Macro-to-micro assignment. The map A� assigns to the system
an ensemble given by the average over all microscopic states that
comply with the macroscopic observations.

macro world [31], such a general microscopic understanding
is as desirable as necessary.

II. COARSE-GRAINING MAPS

Supported by the quantum channel formalism [32,33], a
coarse-graining operation is characterized by a completely
positive trace preserving map that preserves only the ac-
cessible effective degrees of freedom. Let Ha be a Hilbert
space with dim(Ha) = a ∈ N, and L(Ha) the linear operators
acting on Ha. A coarse-graining map � : L(HD) → L(Hd )
connects system descriptions with different numbers of de-
grees of freedom in such a way that d < D. Given a state ψ ∈
L(HD) describing a microscopic system with a large number
of degrees of freedom, its related coarse-graining description,
where only a few effective degrees of freedom are taken into
account, is ρ = �[ψ] ∈ L(Hd ).

A usual coarse-graining situation addressed in the litera-
ture is found in the open quantum system scenario [5]. In
this case, the coarse-graining map responsible for reducing
the description to only the system of interest is the partial
trace trE : L(HS ⊗ HE ) → L(HS ), where HS is the subspace
related to the system and HE the subspace of the environment.
Despite successful, the open quantum system approach is
limited in its ability to describe other physical scenarios.

A coarse-graining approach, besides including the partial
trace, can also model isolated quantum systems submitted to
measurements with imperfect resolution [12,13,16–22,25,26].
One such situation is that of cold atoms in an optical lat-
tice [34–36]. In this type of experiments the spin state is
detected by fluorescence imaging technique [37], where the
system is illuminated by a global laser pulse and a micro-
scope detects the light scattered by excited atoms (spin-down
states |1〉), while nonexcited atoms (spin-up states |0〉) do not
scatter light. To model, in a simplified manner, the scenario
where two neighboring atoms cannot be resolved, e.g., the
case of a blurred and saturated detection, the coarse-graining
map �BnS : L(H4) → L(H2) was put forward in [12,13].
As suggested by the experimental method of fluorescence
measurement, this map takes the description of two atoms

and converts it into an effective single-atom state. A coarse-
graining map modeling the basic features of this experimental
situation is given below (details can be found in [12,13]:

�BnS[|00〉〈00|] = |0〉〈0|, �BnS[|10〉〈00|] = 1√
3
|1〉〈0|,

�BnS[|00〉〈01|] = 1√
3
|0〉〈1|, �BnS[|10〉〈01|] = 0,

�BnS[|00〉〈10|] = 1√
3
|0〉〈1|, �BnS[|10〉〈10|] = |1〉〈1|,

�BnS[|00〉〈11|] = 1√
3
|0〉〈1|, �BnS[|10〉〈11|] = 0,

�BnS[|01〉〈00|] = 1√
3
|1〉〈0|, �BnS[|11〉〈00|] = 1√

3
|1〉〈0|,

�BnS[|01〉〈01|] = |1〉〈1|, �BnS[|11〉〈01|] = 0,

�BnS[|01〉〈10|] = 0, �BnS[|11〉〈10|] = 0,

�BnS[|01〉〈11|] = 0, �BnS[|11〉〈11|] = |1〉〈1|.
(1)

Two points about �BnS are worth stressing: First, it cannot
be seen as the partial trace of either one of the two atoms;
note that both |01〉〈01| and |10〉〈10| are mapped to |1〉〈1|.
Second, the coherence terms within the excited subspace,
span({|01〉, |10〉, |11〉}), vanish in the coarse-grained descrip-
tion because these vectors cannot be discriminated by the
detection process, and thus a relative phase between them
plays no role (see [38] for further explanation).

Both coarse-graining maps, trE and �BnS, are used
throughout this article in order to illustrate the main concepts
and differences between the traditional open quantum system
approach and the more general coarse-graining one.

III. AVERAGING ASSIGNMENT MAPS

Now we aim to address the opposite direction: we want to
define a procedure that maps a macroscopic (coarse-grained)
description of a system, with d degrees of freedom, to a
microscopic one, with D degrees of freedom (with d < D).
We assume that the macroscopic description is obtained from
the microscopic one via a coarse-graining map, say � :
L(HD) → L(Hd ). Then, given a physical system described
by a set O = {oi} of NO mean values, quantum mechanics
assigns coarse-grained observables Oi ∈ L(Hd ), and micro-
scopic pure quantum states ψ := |ψ〉〈ψ | ∈ L(HD), such that
oi = tr[�[ψ]Oi].

In the scenario pictured above, note that the microscopic
state ψ satisfying the macroscopic constraints O is in general
not unique. We then define the set of all possible microscopic
pure quantum states that abide by the macroscopic constraints:

��(O) = {ψ ∈ L(HD)|tr[Oi�[ψ]] = oi,∀ 1� i�NO}.
(2)

In an operational perspective, when assembling an effec-
tive preparation with properties O, which is accessed through
a coarse-graining map �, microscopically we are in fact
sampling from the set ��(O). Due to the linearity of the
expectation value, this perspective suggests an averaging map
A� : O → L(HD) that assigns the appropriate description to
the microscopic ensemble,

A�[O] ≡ ��(O)
ψ =

∫
dμψPr�(ψ |O) ψ, (3)
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where dμψ is the uniform Haar measure over pure states, and
Pr�(ψ |O) is the probability density of having the microscopic
state ψ given the macroscopic constraints imposed by O and
the coarse-graining map �. Note that Pr�(ψ |O) = 0 for any
ψ 
∈ ��(O).

In the particular case where the set O is big enough as
to allow for the full state reconstruction of ρ in L(Hd ), i.e.,
O is tomographically complete, then we can see A� as a
map between states, A� : L(Hd ) → L(HD). This assignment
map, in general, is not completely positive or linear, but these
characteristics pose no problems as we discuss in what fol-
lows.

A. Averaging assignment: Open quantum system

We start by applying our formalism to the traditional
open quantum scenario where � = trE . We assume that the
state of the system is completely known and described by
ρS ∈ L(HS ). No further constraints are assumed. In this case,
the set of pure states of the whole system and environment,
�trE (ρS ) = {ψ ∈ L(HS ⊗ HE )|trE [ψ] = ρS}, is formed by
the purifications of ρS . As no further constraints are im-
posed, each purification appears with the same probability in
�trE (ρS ). Evaluating (3) for the partial-trace case, we have

AtrE [ρS] = ρS ⊗ 1

dE
, (4)

with dE = dim(HE ). This calculation is shown in Appendix
A. For this choice of coarse-graining map, the averaging as-
signment map AtrE is linear in ρS and completely positive.

B. Averaging assignment: Blurred and saturated detector

Now we turn our attention to the case of a blurred and satu-
rated detection as described by the coarse-graining map �BnS

defined in (1). As before, given ρ ∈ L(H2) we want to take
the average over the states belonging to the set ��BnS (ρ) =
{ψ ∈ L(H4)|�BnS[ψ] = ρ}. Writing the elements of ρ in the
computational basis as ρi j = 〈i|ρ| j〉, for i, j ∈ {0, 1}, the av-
eraging assignment map A�BnS [ρ] gives⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ00
ρ01√

3

ρ01√
3

ρ01√
3

ρ∗
01√
3

ρ11

3

|ρ01|2
2ρ00

− ρ11

6

|ρ01|2
2ρ00

− ρ11

6
ρ∗

01√
3

|ρ01|2
2ρ00

− ρ11

6

ρ11

3

|ρ01|2
2ρ00

− ρ11

6
ρ∗

01√
3

|ρ01|2
2ρ00

− ρ11

6

|ρ01|2
2ρ00

− ρ11

6

ρ11

3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(5)
The calculation is detailed in Appendix B.

Observe that differently from the average state related to
the partial-trace case, (4), for the blurred and saturated detec-
tor the assigned average state is nonlinear on ρ. The nonlinear
terms are related to the coherences within the excited subspace
span({|01〉, |10〉, |11〉}), which the detector cannot resolve.
All these nonlinear terms vanish after the coarse-graining map
is applied. This nonlinearity, nevertheless, can be expressed in
a dynamical process.

FIG. 2. (a) Single-run evolution. In the ith run, the preparation of
ρ(0) implies the random preparation of a microscopic state ψ (i)(0) ∈
��(ρ(0)), which then evolves according to the unitary map Ut and,
through the coarse-graining map, � finally gives the effective state
ρ (i)(t ) = (� ◦ Ut )[ψ (i)(0)]. In each run a possibly different effective
state is created. (b) Effective evolution. The scheme in (a), together
with the linearity of quantum mechanics, suggests an effective dy-
namics given by �t = (� ◦ Ut ◦ A�).

IV. EFFECTIVE STATE DYNAMICS

Now, supported by the averaging assignment procedure,
in this section we establish an operational procedure that
characterizes how stochastic effective dynamics arise from
deterministic unitary quantum dynamics. The goal is simi-
lar to the one analyzed in [12]. Here, however, we assume
access only to the coarse-grained description of the sys-
tem, to a model of the microscopic dynamics, and to the
coarse-graining map describing our ability to construe the
microscopic world. More explicitly, given the initial effec-
tive state ρ(0) ∈ L(Hd ), the microscopic unitary evolution
map Ut : L(HD) → L(HD), and the coarse-graining map � :
L(HD) → L(Hd ), we want to construct a family of effective
channels �t : L(Hd ) → L(Hd ) such that for each time t ∈
R+ the evolved effective state is given by ρ(t ) = �t [ρ(0)].

Once again, we appeal to the operational mindset in or-
der to obtain �t . To prepare the initial effective state ρ(0) ∈
L(Hd ) means, in each run, to prepare a microscopic state
from the set ��(ρ(0)) = {ψ ∈ L(HD)|�[ψ] = ρ(0)}. Let
ψ (i)(0) ∈ ��(ρ(0)) be the microstate selected, with proba-
bility Pr�(ψ (i)(0)|ρ(0)), in the ith run. Microscopically, this
state evolves through the unitary map Ut , and then to obtain
its effective description we apply the coarse-graining map �.
All this leads, in the ith run, to ρ (i)(t ) = (� ◦ Ut )[ψ (i)(0)] [see
Fig. 2(a)]. If we are to determine the final effective state, for
instance, via quantum state tomography, this procedure has to
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be performed many times, and an averaging naturally appears:

ρ(t ) =
∫

dμψ (0)Pr�(ψ (0)|ρ(0)) (� ◦ Ut )[ψ (0)]

= (� ◦ Ut )

[∫
dμψ (0)Pr�(ψ (0)|ρ(0))ψ (0)

]
. (6)

In the second line above we have used the linearity of both
the unitary evolution and the coarse-graining channel. Note
that the integral in (6) is the very definition of the averaging
assignment map acting on ρ(0). Combining all three steps, the
effective dynamical map �t : L(Hd ) → L(Hd ) is obtained as

�t = (� ◦ Ut ◦ A�). (7)

The construction of the effective coarse-grained dynamical
model is schematically represented in Fig. 2(b).

A. Effective state dynamics: Open quantum system

In the partial-trace case, the description of the whole
system and environment fulfilling the constraint is given
by the averaging assignment map, AtrE [ρ(0)] = ρ(0) ⊗ 1

dE
.

From (7), in this open quantum system scenario, the effective
evolved state ρt is obtained as follows:

ρ(t ) = (trE ◦ Ut )

[
ρ(0) ⊗ 1

dE

]
. (8)

Note that the effective dynamics in this case is linear on ρ(0),
since both the unitary evolution Ut and the coarse-graining
map trE are linear operations. Moreover, as Ut and trE are
completely positive, so is �t .

We analyze now a simple scenario, a local unitary evo-
lution. With Ut = US

t ⊗ UE
t , the unitary evolution, ρ(t ) =

(trE ◦ US
t ⊗ UE

t )[ρ(0) ⊗ 1
dE

] = US
t [ρ(0)], is recovered, so the

effective evolution �t = US
t ; more than linear, it is unitary.

B. Effective state dynamics: Blurred and saturated detector

As previously discussed, the average state in the detector
case, Eq. (5), has a nonlinear dependence on the effective
state. This may lead to a nonlinear effective dynamics if we
allow the composed system to evolve before the application
of the coarse-graining map. For the nonlinearity in the average
state to imply a nonlinear effective dynamics, an appropriate
unitary evolution must be chosen so that the nonlinear term
in (5) shows up in elements other than the single excitation
subspace coherences, as these vanish by the action of �BnS.

As an example, consider a unitary evolution gen-
erated by the local Hamiltonian H = h̄ω1 ⊗ σy, i.e.,
the unitary evolution of the averaged assigned state is
given by Ut [A�BnS [ρ(0)]] = UtA�BnS [ρ(0)]U †

t with Ut =
exp[−iωt (1 ⊗ σy)]. Despite being a local evolution, with re-
spect to the microscopic system, the effective dynamics is
nonlinear in this case. Take, for instance, the initial state ρ(0)
with components ρ00(0) = ρ11(0) = 1/2 and ρ01(0) ∈ R+, to
simplify the analysis. Its evolution leads to an effective state
whose probability to be found in |0〉 at ωt = π/3 is given by
(1 − 2ρ01(0))2/16. It clearly shows a nonlinear dependence
on the initial state. See Appendix C for details.

Lastly, note that this effective channel is not a usual input-
output black box from the quantum channel theory [32]. As

such the definition of complete positivity does not directly
apply here. Nevertheless, from the operational interpretation
of this effective channel, it is clear that even when we extend
the microscopic system by adding auxiliary systems, the ef-
fective evolution will always produce a valid quantum state.
This comes from the complete positivity of the unitary and
coarse-graining maps, allied with the sampling from the set of
states that abide by the macroscopic constraints.

V. APPLICATION: EFFECTIVE STATE DISCRIMINATION

Nonlinear processes have far-reaching applications, rang-
ing from optics to the description of biological systems [31].
As we now show, the nonlinear dynamics shown above can
be useful in the task of discriminating between two effective
states.

One foundational result in quantum information theory is
the so-called Helstrom bound [39]. It states that if a source
has the same chance of preparing one of two states, say ρ

and χ in L(H), then the maximum probability of a mea-
surement to correctly identify which state was produced is
(1 + D(ρ, χ ))/2, where D(ρ, χ ) = tr|ρ − χ |/2 is the trace
distance between the states. The larger the distance between
the two states, the larger is the probability of distinguishing
between them. Another central result of quantum information
theory is that the distance between two states does not increase
by the action of a linear completely positive trace preserving
map � : L(H) → L(H′), i.e., D(�[ρ],�[χ ]) � D(ρ, χ ). As
such, the probability of distinguishing between two states
cannot increase by further linear processing of the system.

Now assume that we want to distinguish between two ef-
fective states, and we have access to a nonlinear dynamics as
shown above. In this case the probability of discriminating
between two effective states can in fact increase. For con-
creteness, assume that ρ(0) = 1/2 and χ (0) = |χ〉〈χ | with
|χ〉 = √

0.8|0〉 + √
0.2|1〉. Moreover, let the coarse-graining

channel be the �BnS introduced above, and the microscopic
dynamics be governed by the Hamiltonian H = h̄ω(1 ⊗ σy +
σy ⊗ 1). In this case, the effective channel �t is nonlinear, and
as shown in Fig. 3 the distance among the two effective states
can be larger than its initial value, allowing therefore for a
better effective state discrimination.

It must be stressed that the increase in state discrim-
ination is only possible in the coarse-grained descrip-
tion. It is simple to see that D(�t [ρ(0)], �t [χ (0)]) �
D(A�BnS [ρ(0)],A�BnS [χ (0)]), and thus the best effective
discrimination is never better than the best microscopic dis-
crimination. If it were possible to increase the success of
discriminating between two states by throwing away some
information, besides being astonishing, it would also violate
the nonsignaling principle [32,40].

VI. CONCLUSIONS

We generalized the usual statistical mechanics scenario,
which presumes a clear split between system and environ-
ment, to an extended definition of subsystems. We formalized
and generalized, within quantum theory, the microscopic en-
semble assignment fixed a set of macroscopic constraints.
Our approach allows for a decoherencelike reasoning to be
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FIG. 3. Effective distance evolution. The distance between two
effective system’s descriptions can increase due to a nonlinear
coarse-grained dynamics. The solid red line describes the distance
evolution D(ρ(t ), χ (t )), the dashed red line represents the initial dis-
tance D(ρ(0), χ (0)), and the dot-dashed blue line shows the distance
between the underlying assignments D(A�BnS [ρ(0)],A�BnS [χ (0)]).

applied even to closed systems. Not only does the locality
of observables matter, but also how coarse-grained is our
level of description. Even a theoretically isolated cat is rarely
described by the state of its subatomic particles.

From this approach it is clear how stochastic nonlinear
effective dynamics may emerge from the deterministic linear
quantum evolution. Again, the level of description, and thus
the ability to prepare a macroscopic system, is the key. Fixing
a coarse-grained preparation is usually not sufficient to de-
termine the underlying state. As we showed, the best-suited
description of the micro state is possibly nonlinear on the
macro state. This effective nonlinearity can be expressed in
a dynamical process, but it introduces no conflict with the
physical tenets of complete positivity and no signaling.

We see the present framework as a first step towards a
more general statistical physics, which may have an impact on
foundational aspects, like the quantum-to-classical transition,
but also on more applied topics, such as in quantum com-
munication protocols that exploit the discrimination between
effective states.
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APPENDIX A: AVERAGING ASSIGNMENT: OPEN
QUANTUM SYSTEM

Here we explicitly evaluate the average state related to the
partial-trace case. The method presented here will serve as
inspiration for the calculation of the average state related to
the blurred and saturated detector.

Given the partial-trace map trE : L(HS ⊗ HE ) → L(HS )
and a coarse-grained description ρ ∈ L(HS ), the average state

AtrE [ρ] is given by

AtrE [ρ] =
∫

dμψPrtrE (ψ |ρ)ψ, (A1)

where dμψ is the uniform Haar measure in HS ⊗ HE , and
the conditional probability PrtrE (ψ |ρ) is nonnull only in
�trE (ρ) = {|ψ〉 ∈ HS ⊗ HE | trE [|ψ〉〈ψ |] = ρ}. The elements
of �trE (ρ) are thus the purifications of ρ in the extended space
HS ⊗ HE .

In order to abide by the coarse-graining constraint, the
conditional probability distribution PrtrE (ψ |ρ) must be pro-
portional to δ(trE [ψ] − ρ). Such a probability is invariant by
unitary transformations in the “environment” part, that is,

PrtrE (ψ |ρ) = PrtrE (1⊗Uψ1⊗U †|ρ), ∀U ∈ L(HE ). (A2)

As the purifications of ρ are connected by local unitary trans-
formations acting in HE , this invariance implies that all the
elements in �trE (ρ), given no further constraints, are equally
likely.

Since the Haar measure dμψ is also invariant by unitary
transformations, the average state for the partial-trace case
can be equivalently written by changing the variables |ψ〉 →
1⊗U |ψ〉 as

AtrE [ρ] =
∫

dμψPrtrE (ψ |ρ)1⊗Uψ1⊗U †. (A3)

Given that the choice of unitary U in the equation above plays
no role, we can average over all such unitary transformations,
to obtain

AtrE [ρ] =
∫

dμψPrtrE (ψ |ρ)1⊗Uψ1⊗U †
μU

. (A4)

As we have established an equal probability for all states in
�trE (ρ), this average is performed using the Haar measure on
the environment part, and its explicit evaluation is a standard
result in quantum information [32]:

1⊗Uψ1⊗U †
μU = trE [ψ] ⊗ 1

dE
= ρ ⊗ 1

dE
. (A5)

Note that the above result is independent of ψ , depending only
on the coarse-grained density matrix ρ. The integral in (A4)
is now easily calculated:

AtrE [ρ] = ρ ⊗ 1

dE

=1︷ ︸︸ ︷∫
dμψ PrtrE (ψ |ρ)

= ρ ⊗ 1

dE
. (A6)

Therefore, in the partial-trace case, the average state is just
the tensor product between the coarse-grained state ρ and the
identity in subspace HE .

APPENDIX B: AVERAGING ASSIGNMENT: BLURRED
AND SATURATED DETECTOR

Here we calculate the average state related to the blurred
and saturated detector, as induced by the coarse-graining map
�BnS : L(H4) → L(H2). Following the same steps as in the
above calculation, the average assignment for the present case
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is given by

A�BnS [ρ] =
∫

dμψPr�BnS (ψ |ρ)ψ, (B1)

where dμψ is the uniform Haar measure in H4, and the condi-
tional probability distribution Pr�BnS (ψ |ρ) is nonnull only in
��BnS (ρ) = {|ψ〉 ∈ H4 | �BnS[|ψ〉〈ψ |] = ρ}.

The coarse-graining constraints imply that Pr�BnS (ψ |ρ) ∝
δ(�BnS[|ψ〉〈ψ |] − ρ). Here, however, the symmetry obeyed
by this conditional probability distribution is not as immedi-
ately spotted. In order to make it apparent, we write |ψ〉 in
the computational basis in H4 as |ψ〉 = ∑1

i, j=0 ci j |i j〉, where
ci j ∈ C, and

∑
i j |ci j |2 = 1. Consequently, the average assign-

ment can be written as

A�BnS [ρ] =
∫

dc00dc01dc10dc11Pr�BnS (c00, c01, c10, c11|ρ)

× ψ (c00, c01, c10, c11) δ(|c00|2 + |c01|2

+ |c10|2 + |c11|2 − 1). (B2)

Now note that the action of �BnS on ψ is the following:

�BnS[ψ]

=
( |c00|2 1√

3
c00[c∗

01 + c∗
10 + c∗

11]

1√
3
c∗

00[c01 + c10 + c11] |c01|2 + |c10|2 + |c11|2
)

.

(B3)

Therefore, in terms of the coefficients ci j , the proportionality
Pr�BnS (ψ |ρ) ∝ δ(�BnS[|ψ〉〈ψ |] − ρ) can be rewritten as

Pr�BnS (c00, c01, c10, c11|ρ) ∝δ(|c00|2 − ρ00) (B4)

× δ(|c01|2 + |c10|2 + |c11|2 − ρ11) (B5)

× δ

(
c00√

3
[c∗

01 + c∗
10 + c∗

11] − ρ01

)
, (B6)

where ρi j = 〈i|ρ| j〉 are the components of ρ in the compu-
tational basis in H2. Note that the normalization restriction
δ(|c00|2 + |c01|2 + |c10|2 + |c11|2 − 1) is already implied by
the normalization of ρ and the constraints in (B4) and (B5).

The coefficients ci j are complex numbers and, thus, can be
written as ci j = ai j + i bi j with ai j, bi j ∈ R. In this sense, in
order to calculate the integral in (B2) it is convenient to rewrite
|ψ〉 as

|ψ〉 = YV, (B7)

with Y and V , respectively, defined as

Y ≡

⎛
⎜⎝

1 0 0 0 i 0 0 0
0 1 0 0 0 i 0 0
0 0 1 0 0 0 i 0
0 0 0 1 0 0 0 i

⎞
⎟⎠, V ≡

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a00

a01

a10

a11

b00

b01

b10

b11

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(B8)

The density matrix representation is then equivalently written
as |ψ〉〈ψ | = YVV T Y †, with the average state, (B2), now ex-
pressed as

A�BnS [ρ] =
∫

dV Pr�BnS (V |ρ)YVV T Y † δ(V T V − 1),

(B9)

where dV = ∏1
i, j=0 dai jdbi j and the probability

Pr�BnS (V |ρ) ≡ Pr�BnS (a00, . . . , a11, b00, . . . , b11|ρ). Without
loss of generality we can ignore a global phase and consider
c00 real, such that a00 = c00 and b00 = 0. With these
considerations, Pr�BnS (V |ρ) can be rewritten as the following
product of the delta functions:

Pr�BnS (V |ρ) ∝ δ
(
a2

00 − ρ00
) × δ(b00) (B10)

δ
(
a2

01 + a2
10 + a2

11 + b2
01 + b2

10 + b2
11 − ρ11

)
(B11)

δ

(
a00√

3
(a01 + a10 + a11) − Re[ρ01]

)
(B12)

δ

(
− a00√

3
(b01 + b10 + b11) − Im[ρ01]

)
. (B13)

The first two delta functions in the expression above already
fix a00 = √

ρ00 and b00 = 0. The second line, (B11), imposes
a spherical symmetry for the real coefficients in the excited
subspace, as it is equivalent to a sphere of radius

√
ρ11 in

such a subspace. This symmetry suggests the conditional
probability Pr�BnS (V |ρ) to be invariant over orthogonal trans-
formations in the excited subspace.

The orthogonal transformations that leave Pr�BnS (V |ρ) in-
variant are, however, further restricted by the constraints
in Eqs. (B12) and (B13). The allowed transformations
are those that maintain the hyperplanes a01 + a10 + a11 =√

3Re[ρ01]/a00 and b01 + b10 + b11 = −√
3Im[ρ01]/a00 in-

variant. Such transformations are rotations in the correspond-
ing subspaces along vectors normal to the hyperplanes.

We thus established that

Pr�BnS (V |ρ) = Pr�BnS (O(θ, φ)V |ρ) (B14)

for orthogonal transformations of the form

O(θ, φ) = 1⊕Ra(θ )⊕1⊕Rb(φ)

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0
0
0
0

Ra(θ )
0
0
0

0 0 0
0 0 0
0 0 0

0 0 0 0 1 0 0 0
0
0
0

0 0 0
0 0 0
0 0 0

0
0
0

Rb(φ)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (B15)

where Ra(θ ) is a rotation in the “a” excited subspace by an
angle θ ∈ [0, 2π [ along the axis a = (1, 1, 1), and similarly,
Rb(φ) is a rotation in the “b” excited subspace by an angle
φ ∈ [0, 2π [ along the axis b = (1, 1, 1).
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Now we can proceed as in the partial-trace case. Using the invariance property, (B14), in the average assigned description,
(B9), we get

A�BnS [ρ] =
∫

d (O(θ, φ)V ) Pr�BnS (O(θ, φ)V |ρ)Y O(θ, φ)VV T OT (θ, φ)Y †δ(V T OT (θ, φ)O(θ, φ)V − 1) (B16)

=
∫

dV Pr�BnS (V |ρ)Y O(θ, φ)VV T OT (θ, φ)Y †δ(V T V − 1), (B17)

where we have used that d (O(θ, φ)V ) = dV as O(θ, φ) is an orthogonal transformation. As the above equation is true for any
choice of θ and φ, we can uniformly average over these parameters to get

A�BnS [ρ] =
∫

dV Pr�BnS (V |ρ)Y O(θ, φ)VV T OT (θ, φ)
μO

Y † δ(V T V − 1), (B18)

where μO is the uniform measure over the orthogonal transformations O(θ, φ). Explicitly, this averaging can be written as

Y O(θ, φ)VV T OT (θ, φ)
μO

Y † = Y

(
1

(2π )2

∫ 2π

0
dθ

∫ 2π

0
dφ O(θ, φ)VV T OT (θ, φ)

)
Y †. (B19)

Although tedious, the integral can be exactly calculated and leads to the matrix

Y O(θ, φ)VV T OT (θ, φ)
μO

Y † =

⎛
⎜⎝

© � � �
�∗ ♦ � �
�∗ � ♦ �
�∗ � � ♦

⎞
⎟⎠, (B20)

with the coefficients ©, ♦, �, and � dependent on ai j and bi j as follows:

© = a2
00,

♦ = 1

3

(
a2

01 + a2
10 + a2

11 + b2
01 + b2

10 + b2
11

)
,

� = 1

3
a00(a01 + a10 + a11 − i b01 − i b10 − i b11),

� = 1

3
(a01a10 + a01a11 + a10a11 + b01b10 + b01b11 + b10b11). (B21)

Employing the constraints in Eqs. (B10)–(B13), these coefficients can be rewritten as

© = ρ00, ♦ = ρ11

3
, � = ρ01√

3
, � = 3|�|2

© − ♦
2

. (B22)

With these results, we finally get

Y O(θ, φ)VV T OT (θ, φ)
μO

Y † =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ00
ρ01√

3

ρ01√
3

ρ01√
3

ρ∗
01√
3

ρ11

3

|ρ01|2
2ρ00

− ρ11

6

|ρ01|2
2ρ00

− ρ11

6

ρ∗
01√
3

|ρ01|2
2ρ00

− ρ11

6

ρ11

3

|ρ01|2
2ρ00

− ρ11

6

ρ∗
01√
3

|ρ01|2
2ρ00

− ρ11

6

|ρ01|2
2ρ00

− ρ11

6

ρ11

3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (B23)

Note that the above matrix is independent of V , i.e., it is independent of |ψ〉, depending only on the elements of the effective
given state ρ. As such, the average assignment can be obtained as

A�BnS [ρ] = Y O(θ, φ)VV T OT (θ, φ)
μO

Y †

=1︷ ︸︸ ︷∫
dV Pr�BnS (V |ρ)δ(V T V − 1) = Y O(θ, φ)VV T OT (θ, φ)

μO
Y †. (B24)

Thus the average state related to the blurred and saturated coarse-graining is given by (B23).
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APPENDIX C: EFFECTIVE STATE DYNAMICS: BLURRED AND SATURATED DETECTOR

Here we detail the calculations of the example presented in the text, related to the effective evolved state in the blurred and
saturated case. We start by considering the initial coarse-grained state ρ(0) ∈ L(H2),

ρ(0) =

⎛
⎜⎝

1

2
ρ01(0)

ρ01(0)
1

2

⎞
⎟⎠, (C1)

with ρ01(0) ∈ R+, to simplify the analysis.
Given that ρ(t ) = (�BnS ◦ Ut ◦ A�BnS )[ρ(0)], the first step is the average state A�BnS [ρ(0)], which can be easily constructed

following the general form given by Eq. (5) in the text.
The next step is the microscopic evolution. We consider the unitary evolution generated by the local Hamiltonian H =

h̄ω1 ⊗ σy, i.e., the unitary evolution of the averaged assigned state is given by Ut [A�BnS [ρ(0)]] = UtA�BnS [ρ(0)]U †
t with Ut =

exp[−iωt (1 ⊗ σy)].
Finally, we apply the coarse-graining map �BnS given by (1) in the text. In these circumstances, the evolved coarse-grained

effective description at ωt = π/3 is given by

ρ(π/3ω) = 1

16

⎛
⎜⎝ (1 − 2ρ01(0))2 (1 − 2ρ01(0))2(1 + 2ρ01(0))

2
(1 − 2ρ01(0))2(1 + 2ρ01(0))

2
1 − (1 − 2ρ01(0))2

⎞
⎟⎠. (C2)

Clearly, it shows a nonlinear dependence on the initial state.
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