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Observation of asymmetric line shapes in precision microwave spectroscopy of the positronium
2 3S1 → 2 3PJ (J = 1, 2) fine-structure intervals

L. Gurung,1 T. J. Babij,1 J. Pérez-Ríos ,2 S. D. Hogan ,1 and D. B. Cassidy 1

1Department of Physics and Astronomy, University College London, Gower Street, London WC1E 6BT, United Kingdom
2Fritz-Haber-Institut der Max-Planck-Gesellschaft, Faradayweg 4-6, 14195 Berlin, Germany

(Received 29 December 2020; revised 14 March 2021; accepted 15 March 2021; published 5 April 2021)

We report new measurements of the positronium (Ps) 2 3S1 → 2 3PJ fine-structure intervals, νJ (J = 0, 1, 2).
In the experiments, Ps atoms, optically excited to the radiatively metastable 2 3S1 level, flew through microwave
radiation fields tuned to drive transitions to the short-lived 2 3PJ levels, which were detected via the time spectrum
of subsequent ground-state Ps annihilation radiation. Both the ν1 and ν2 line shapes were found to be asymmetric,
which, in the absence of a complete line-shape model, prevents accurate determination of these fine-structure
intervals. Conversely, the ν0 line shape did not exhibit any significant asymmetry; the observed interval, however,
was found to disagree with QED theory by 4.2 standard deviations.
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I. INTRODUCTION

Since positronium (Ps), the electron-positron bound state
[1], is composed only of leptons, it is free of nuclear structure
effects, and practically free of weak interaction effects [2]. As
a result, Ps is an ideal system with which to test bound-state
QED theory [3], and also to search for possible new physics
[4]. Ps wave functions are hydrogenic, scaled by the Ps re-
duced mass (μPs = me/2), meaning that the Ps Bohr energy
levels are approximately half of the corresponding hydrogen
levels. However, the presence of real and virtual annihilation
pathways, and a much stronger spin-spin interaction, mean
that the Ps fine structure is significantly different from that
of hydrogen [5]. Thus, precision measurements of the Ps fine
structure can be used to test bound-state QED theory in a man-
ner that is quite distinct [6] from corresponding fine-structure
measurements in hydrogen (e.g., [7]).

Figure 1 shows the calculated energy level structure of the
ground and first excited states of Ps. Also indicated in Fig. 1
are the lifetimes of each state, which may arise from either
radiative or self-annihilation decay processes [8]. The latter
requires overlap of the positron and electron wave functions,
and is therefore effectively zero for states with orbital angular
momentum � > 0 [5]. Higher-order processes can contribute
to the decay of these states, but at experimentally negligible
rates [9,10]. Ps radiative lifetimes are approximately twice as
long as those of hydrogen, being scaled by the ratio of the
respective reduced masses. As with hydrogen and helium, the
2S states of Ps are radiatively metastable [11], and in general
one can assume that only the 1 1S0, 1 3S1, 2 1S0, and 2 3S1

levels decay via self-annihilation, and that all others predomi-
nantly decay radiatively to the ground state before annihilation
occurs.

Ps annihilation decay rates depend strongly on the total
spin of the electron-positron pair: the Ps 1 1S0 (singlet) and
1 3S1 (triplet) levels have mean lifetimes against annihilation
of approximately 125 ps [12] and 142 ns [13,14], respectively.

As they depend on the wave-function overlap, annihilation
lifetimes scale with n3, where n is the principal quantum
number.

All precision measurements of the Ps n = 2 fine-structure
intervals performed to date, along with the corresponding
calculations, are listed in Table I, from which it is evident that
the experimental data are much less precise than the theory.
Complete QED calculations of the Ps fine structure have been
performed up to order meα

6, with estimated uncertainties on
the order of a few ppm [15,19–21]. Calculations of the meα

7

corrections are in progress but are not yet complete [22–26].
The previous Ps fine-structure measurements [17,27,28]

are more than 25 years old, and one of the goals of the work
presented here was to address the long-standing imbalance be-
tween experimental and theoretical uncertainties. Recently we
reported a new measurement of the ν0 interval [18]. Although
the uncertainty obtained was a factor of 7 smaller than that
of the previous best measurement [17], our measurement ex-
hibited a disagreement with theory [15] amounting to ≈4.2σ .
Here we describe more details of the experimental methods
used in that work, and also the results of new measurements
of the ν1 and ν2 transitions. These new measurements also
achieved reduced uncertainties compared to prior work, but
both exhibited asymmetric line shapes, precluding an accurate
determination of the transition frequencies. Hence, these data
are not included in Table I.

II. EXPERIMENTAL METHODS

A. Ps production and excitation

The experimental apparatus and measurement techniques
used in this work are explained in detail elsewhere [29–31],
and we give only an overview here; a 22Na radioactive source
and neon moderator [32] were used to generate a slow positron
beam, which was directed into a two-stage Surko-type buffer
gas trap [33]. This device produced pulses containing >105

2469-9926/2021/103(4)/042805(18) 042805-1 ©2021 American Physical Society

https://orcid.org/0000-0001-9491-9859
https://orcid.org/0000-0002-7720-3979
https://orcid.org/0000-0001-8332-5553
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.103.042805&domain=pdf&date_stamp=2021-04-05
https://doi.org/10.1103/PhysRevA.103.042805


L. GURUNG et al. PHYSICAL REVIEW A 103, 042805 (2021)

)
Ve( ygrenE

ν2 = 8626.71 MHz

ν1 = 13012.41 MHz

ν0 = 18498.25 MHz

-6.802846

Triplets
(S = 1)

Singlets
(S = 0)

-1.700711

n = 1

n = 2

LyLL man-α = 243.01 nm

13S1

23P0

23P1

23P2
21P1

21S0

11S0

νHFS= 203391.69 MHz

23S1 1.14 μs

3.19 ns

3.19 ns

3.19 ns

3.19 ns

142 ns

125 ps

1 ns

FIG. 1. Energy level diagram of the n = 1 and 2 levels in positro-
nium. The energies of the O(mα2) (Bohr) levels are indicted by the
dashed horizontal lines. The calculated transition frequencies for the
n = 1 hyperfine interval (νHFS) and the 2 3S1 → 2 3PJ (J = 0, 1, 2)
intervals (νJ ) are also shown [15]. Radiative or annihilation lifetimes
for all levels are also indicated, according to the primary decay mode.

positrons with a temporal (spatial) width of 3 ns (2 mm)
[full width at half-maximum (FWHM)], at a repetition rate
of 1 Hz. The positron beam was guided by an axial magnetic
field, and it was implanted into a mesoporous silica target [34]
which converted positrons into Ps atoms with an efficiency of
≈30%. With a potential of −3.5 kV applied to the target elec-
trode, ground-state Ps atoms with a mean transverse energy
of ≈50 meV were produced [35]. The target electrode was
6 mm away from a parallel grounded waveguide, resulting in
a maximum electric field Fimp = 5.8 kV/cm outside the target
during the beam implantation [see Fig. 2(a)].

Transitions from the ground state to n = 2 states were
achieved by optical excitation using a pulsed ultravio-
let (UV) dye laser (Epulse ≈ 0.5 mJ, λUV = 243.01 nm,

FIG. 2. Schematic of the Ps target, UV laser, and a WR-75 mi-
crowave guide with microwave radiation off resonance (a) and on
resonance (b). A potential of −3.5 kV was applied to the target
electrode (VT ) to control the beam implantation energy. The angular
distribution selection in the x direction due to the UV laser bandwidth
is also shown. (c) The placement of the four LYSO detectors around
the target chamber with respect to the position of the waveguide.

TABLE I. Precision measurements of the n = 2 fine-structure intervals, and the corresponding theoretical calculations. Note that the
2 3S1 → 2 1P1 transition is strictly forbidden by electric dipole selection rules and C-conjugation invariance, but it can be observed if a
magnetic field is present due to Zeeman mixing [16]. The quoted frequency was obtained by extrapolating measurements made in different
magnetic fields to the zero-field value (for which the transition strength is zero, in accordance with C invariance). The quoted years refer to the
experiments.

Transition Experiment (MHz) Precision (Expt.) Ref. Year Theory (MHz) Precision (Theory) Ref.

2 3S1 → 2 1P1 11 180.0 ± 5.0stat ± 4.0sys 600 ppm [16] 1993 11 185.37 ± 0.08 7 ppm [15]
2 3S1 → 2 3P0 18 499.65 ± 1.20stat ± 4.00sys 230 ppm [17] 1993 18 498.25 ± 0.08 4 ppm [15]
2 3S1 → 2 3P1 13 012.42 ± 0.67stat ± 1.54sys 130 ppm [17] 1993 13 012.41 ± 0.08 6 ppm [15]
2 3S1 → 2 3P2 8624.38 ± 0.54stat ± 1.40sys 170 ppm [17] 1993 8626.71 ± 0.08 10 ppm [15]
2 3S1 → 2 3P0 18 501.02 ± 0.57stat ± 0.32sys 33 ppm [18] 2020 18 498.25 ± 0.08 4 ppm [15]
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TABLE II. Specifications of the three waveguides used in the
experiments. The dimensions listed refer to the distances between
the inner walls in the y, z, and x dimensions (see Fig. 2). The cutoff
frequencies refer to the lowest-order TE10 modes.

Waveguide Dimensions (mm) Range (GHz) Cutoff (GHz)

WR-51(ν0) 12.95 × 6.48 × 160 15–22 11.58
WR-75 (ν1) 19.05 × 9.53 × 160 10–15 7.87
WR-112 (ν2) 28.5 × 12.6 × 160 7–10 5.26

�ν ≈ 100 GHz). The UV laser light was linearly polarized,
parallel to the electric and magnetic fields in the excitation
region so as to optimize 2 3S1 production [30]. Additionally,
an infrared (IR) dye laser (Epulse ≈ 2 mJ, λIR = 729 nm,
�ν = 5 GHz) was used to photoionize n = 2 atoms in order
to perform Doppler scans [29] (see Sec. VI A).

Metastable 2 3S1 atoms were produced by single-photon
optical excitation from the ground state; this transition is
forbidden according to electric dipole selection rules [36],
but it can be accomplished if the excitation is performed
in an electric field. In this case, Stark mixed n = 2 states,
denoted as 2 3S′

1, are produced. These states possesses both
S and P character, allowing the transition to be driven via the
1 3S1 → 2 3PJ pathway. The target bias was turned off after the
beam implantation but before the laser excitation, such that
2 3S′

1 atoms were produced in a time-varying electric field
[F = F (t )], which was approximately 3 kV/cm when the
laser was fired and fell to zero within 25 ns, allowing ≈10%
of the excited atoms to adiabatically evolve into the pure 2 3S1

level. This technique is discussed in detail elsewhere [37].
The 2 3S1 atoms traveled through a waveguide where tran-

sitions to the 2 3PJ levels were driven by microwave radiation
via stimulated emission [see Figs. 2(a) and 2(b)]. To probe the
individual νJ = 2 3S1 → 2 3PJ (J = 0, 1, 2) transitions, three
different rectangular waveguides were utilized, the specifica-
tions of which are listed in Table II. The center section of the
front and back walls of the waveguides was substituted with a
tungsten (W) mesh (95% open area) to allow transmission of
Ps atoms through the guide. Microwave radiation was intro-
duced into the vacuum system via a high-frequency (45 GHz)
UHV feed through, and it was introduced into the waveguides
via an antenna so as to propagate in the −x direction, as
indicated in Fig. 2(a).

The output from a microwave signal generator (Keysight
EXG N5173B) was adjusted to give a constant power level
at the waveguide input, Pinput. Unless otherwise stated, Pinput

was set to be ≈5, 4.3, and 6.4 mW for the ν0, ν1, and ν2

measurements, respectively. The power transmitted through
the waveguide was not measured directly, but it was expected
to be at least a factor of 2 lower than Pinput. The polariza-
tion of the microwave radiation, determined by the physical
structure of the waveguide, was parallel to the magnetic field.
Therefore, only the νJ transitions with �MJ = 0 were driven,
as indicated in Fig. 3. Also, only TE10 modes were able to
propagate in the waveguides.

An axial magnetic field B was used to guide the positron
beam to the target region. This field could be varied from
≈20 to 100 G, where the lower limit was set by the beam

ν2

ν1

ν0

FIG. 3. Zeeman structure of Ps in the 2 3S1(MJ ) and
2 3PJ=0,1,2(MJ ) levels relative to the n = 2 Bohr [i.e., O(mα2)]
level. The arrows represent the allowed �MJ = 0 transitions to the
2 3PJ states. Note the different energy scales of the various sections
in this figure.

transport efficiency, and the upper limit was determined by
the magnet temperature. The guiding field, including con-
tributions from residual fields, was measured using a Hall
probe with 1% accuracy. Variation of the field within the
waveguides was found to be less than ±1 G, which was
therefore used as the uncertainty in the field determination.
Since the magnetic field could not be fully eliminated in the
experiments, data were taken in a range of magnetic fields,
and the obtained Zeeman-shifted transition frequencies were
fitted to a quadratic function that was extrapolated to obtain
the zero-field values. Zeeman shifts of the individual Ps en-
ergy levels were calculated using the methods described in
Ref. [30], and they are shown in Fig. 3, with the relevant
transitions indicated.

B. Ps detection

The production and excitation of Ps was monitored via
the time dependence of its annihilation γ radiation using a
single shot lifetime technique [38]. After a positron pulse was
implanted into the silica target, the emission of annihilation
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FIG. 4. (a) Lifetime spectra measured using D4 for three cases as
outlined in the text. (b) Difference spectra demonstrating 2 3S1 pro-
duction (Sig. 1–Sig. B) with and without the electric field switched
off after the positron beam has been implanted into the silica target,
as indicated. (c) Difference spectrum demonstrating the microwave
radiation induced ν2 transition (Sig. 2–Sig. 1).

γ radiation was measured using four lutetium yttrium oxy-
orthosilicate (LYSO) scintillator based γ -ray detectors [30].
The detectors, labeled D1–D4, were placed around the cham-
ber so as to be symmetrically equidistant from the excitation
region, as indicated in Fig. 2(c). The time-dependent γ -ray
flux constitutes a lifetime spectrum, convoluted with the de-
tector response [39]. Examples of lifetime spectra are shown
in Fig. 4(a) for three cases; Sig. 1 refers to measurements
made with the UV laser tuned to the 1 3S1 → 2 3PJ resonance
and the μ-wave radiation off resonance; Sig. 2 refers to mea-
surements made with the UV laser on resonance and the
μ-wave radiation tuned to drive the 2 3S1 → 2 3P2 transition;
Sig. B refers to measurements made when both the UV and
microwave radiation were off resonance.

Lifetime spectra may be parameterized by the quantity

fd =
∫ C

B
V (t ) dt

/ ∫ C

A
V (t ) dt, (1)

where V (t ) is the detector output voltage, and (A, B,C) =
(−30, 700, 1400) ns define the integration time windows used
in this work [29]; these windows are chosen so as to opti-
mize the signal-to-noise ratio [39]. If the lifetime of Ps atoms
changes following, for example, interactions with radiation,
then fd will also change. Changes of this type can be di-
rectly observed via difference spectra, obtained by subtracting
one case from another, as shown in Figs. 4(b) and 4(c).

Such effects can be parametrized by the quantity Sγ , defined
as

Sγ = foff − fon

foff
, (2)

where fon and foff refer here to the measurement with mi-
crowave radiation on and off resonance, respectively.

Difference curves for spectra with UV radiation on and off
resonance (Sig. 1–Sig. B) are shown in Fig. 4(b). Two cases
are shown, with the electric field Fimp turned off after implan-
tation of the positron beam [F = F (t )], and also when the
field was left on (F = Fimp). The difference spectra show the
time profile of Ps annihilation events relative to that of ground-
state atoms. Thus, when 2 3S1 atoms were produced [F =
F (t )], the spectrum exhibited a peak at late times (≈600 ns).
No such peak was observed when the excited atoms were able
to rapidly decay to the ground state (F = Fimp).

Figure 4(c) shows a difference spectrum obtained when
2 3S1 atoms were produced [F = F (t )] with resonant mi-
crowave radiation present. In this case, a delayed excess anni-
hilation peak was present, but it occurred earlier (≈300 ns), at
a time corresponding to the arrival of atoms in the waveguide
and their subsequent decay after being driven to the 2 3P2 level.

III. LINE-SHAPE FITTING

Spectral line shapes were generated by measuring Sγ as a
function of the microwave frequency with the same experi-
mental conditions used to obtain the data shown in Fig. 4(c),
but with the microwave radiation tuned through the resonance
frequency. In the absence of perturbing or broadening effects,
spectral line shapes can be described using Lorentzian profiles
of the form

L(ν) = 2A/π
0

1 + 4[(ν − νR)/
m]2
, (3)

where A is a constant, and νR and 
m are the resonance
frequency and the measured linewidth (FWHM), respectively.
One can generate more complicated line shapes that take
into account the details of the excitation process [28], but
in general if the line shape is symmetric, then any suitable
symmetric function can be used to obtain the center frequency,
which will correspond to the resonance frequency unless the
entire line is shifted. Symmetric profiles cannot, however,
account for any asymmetric perturbations that may occur, for
example via interference effects.

One can determine the extent to which a measured line
shape is asymmetric by fitting using a spectral profile with a
built-in asymmetry component. However, unless these profile
models are developed so as to include all relevant processes,
this approach does not allow extraction of the true resonance
frequency. Nevertheless, it can reveal whether or not a line
shape is in fact asymmetric, and thus indicate whether it is
appropriate to use a symmetric function to describe it or not.
Several asymmetric line-shape models have been developed
(e.g., [40]). Here we use a Fano profile [41] of the form

F (ν) = A

[
(q + ε)2

(1 + q2)(1 + ε2)

]
. (4)
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Here A is a constant, q is a parameter that character-
izes the asymmetry, and ε = (ν − νR)/
m is the reduced
energy, where νR is the Fano resonance frequency and 
m

is the Lorentzian FWHM. In the limit q → ∞, the Fano
profile becomes a Lorentz function, while for q = 0 it re-
duces to a symmetric antiresonance. For q < 0 (q > 0), the
Fano profile is asymmetric and is skewed toward lower
(higher) frequencies. This function, originally developed to
describe interference between resonant and continuum elec-
tron scattering in helium [41], can also represent more general
interference phenomena, and therefore finds application in
many different areas of physics (e.g., [42,43]).

In this work, the Fano function was used only to determine
if line shapes were asymmetric or not; the ability to fit asym-
metric data well does not mean that νR corresponds to the true
resonance frequency. To obtain the resonance frequencies, is
it is necessary to develop a compete line-shape model that
properly takes into account the mechanism(s) leading to the
asymmetry. It is of course possible to obtain the frequency
at which the Fano profile has its maximum value simply by
taking its derivative (in practice, we use equivalent algorithms
for faster processing [44]). This is also not expected to yield
the true resonance frequency, but it may be closer to it than νR

in cases in which the perturbing effects on the line shape are
small, and the linewidth is relatively large, as in the present
work.

IV. RESULTS

Line shapes for the νJ transitions were generated by mea-
suring Sγ (see Sec. II B) as a function of the microwave
frequency ν; example line shapes, obtained in a magnetic field
of 32 G using detector D4 (see Fig. 2), are shown in Fig. 5. The
νR, q, and 
m values were consistent across the four detectors
used in the experiment, and all measured quantities from each
of the detectors were averaged to produce the final results.

Different waveguides were used for each of the three tran-
sitions studied; their properties are summarized in Table II.
The relationship between the electric field strength E and
the power P in a waveguide is different from that in free
space [17]. Therefore, the measured line shapes required a
correction of the form E2 ∼ P(1 − ν2

c /ν2)−1/2, where νc are
the lowest-order cutoff frequencies for the waveguides used in
the measurements (see Table II). This procedure amounted to
a negligible correction of ≈20 kHz to the νR values, while the

0 and q values were unaffected.

The physical structure and orientation of the waveguides
was such that the microwave radiation was polarized parallel
to the magnetic field (see Fig. 2), meaning that to a first
approximation only �MJ = 0 electric dipole transitions were
driven by the microwave radiation. Spontaneous radiative de-
cay from the 2 3PJ levels, however, could proceed via both
�MJ = 0 and ±1 transitions, as indicated in the insets of
Fig. 5. The �MJ = 0 requirement for the microwave transi-
tions meant that the ν2 signal was the strongest, as all three
2 3S1 sublevels could be depopulated, whereas the ν1 and ν0

transitions were weaker, as fewer sublevels were depopulated.
Taking into account the transition strengths, one would expect
relative signal intensities of 5:3:1 for the ν2 : ν1 : ν0 transi-
tions (see Sec. V). However, since the three measurements

FIG. 5. Example line shapes of the ν0 (a), ν1 (b), and ν2 (c) tran-
sitions, measured in a magnetic field of 32 G using detector D4.
Both Lorentzian and Fano fits were applied to all line shapes. The
dotted (green) vertical lines at �ν = 0 indicate the Zeeman-shifted
theoretical transition frequencies, shown in the legends. The insets
show the allowed �MJ = 0 transitions (solid arrows) to the 2 3PJ

states, followed by �MJ = 0, ±1 radiative decay (dashed arrows)
to the ground state.

were not performed under identical conditions, we do not
observe exactly these ratios.

The mean radiative lifetime in the 2 3PJ states is τrad =
3.19 ns [5]. Therefore, the natural linewidth of all the νJ

transitions is 
0 = 1/2πτrad ≈ 50 MHz. As discussed below,
the measured line shapes all had widths 
m > 
0. The data
in Fig. 5 were fitted with a Lorentzian profile as described in
Sec. III from which we obtain ν0 = 18 500.65 ± 1.28 MHz,
ν1 = 13 010.67 ± 1.43 MHz, and ν2 = 8626.66 ± 1.36 MHz.
The data in Fig. 5 were also fitted using the Fano profile,
as described in Sec. III. From these fits, we obtain q values
that quantify asymmetry in the corresponding line shapes.
For these particular data, we find that for the ν0 transition,
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FIG. 6. (a) The microwave-induced transition signal, Sγ , mea-
sured on resonance for different applied microwave powers.
(b) Measured linewidths 
m obtained from Lorentz fits and (c) Fano
asymmetry parameter q, obtained from Fano fits to data measured as
a function of applied microwave power. The curves in each panel are
fits to the functions shown in the corresponding legends, as explained
in the text. These measurements were made for the ν1 transition in a
magnetic field of 82 G. The vertical dashed line indicates the power
(4.3 mW) at which the ν1 data presented elsewhere in this article
were recorded.

q is ≈30 000, indicating essentially no asymmetry. However,
the ν1 and ν2 line shapes have q values of approximately
−13 and +11, respectively, indicating similarly asymmetric
lines, skewed in opposite directions. The resonant frequen-
cies (νR) obtained from the Fano fits were 18 500.63 ± 2.38,
13 014.44 ± 2.30, and 8621.95 ± 1.69 MHz for the ν0, ν1, and
ν2 transitions, respectively.

The ν0 Fano line shape is essentially identical to the
Lorentz fit, as expected from the large q value. However,
the ν1 (ν2) line shape is asymmetric and skewed toward
higher (lower) frequencies, as indicated by the respective q
values. While the asymmetry observed for both line shapes
may be small, the extracted resonance frequencies from
the two fits are nevertheless significantly different, with the
Fano results deviating from the Lorentzian results by +3.77
and −4.71 MHz for the ν1 and ν2 transitions, respectively
(for these particular measurements). Although neither the
Lorentzian nor the Fano profiles can be expected to yield the
correct resonance frequencies if the line shape is asymmetric,
the difference between the frequencies obtained from each of
them indicates the extent to which apparent shifts can occur.

To verify that the microwave power used was not saturat-
ing the transitions, line shapes were measured for different
input powers, Pinput. The maximum Sγ values obtained are
shown in Fig. 6(a) for the ν1 transition; similar measurements
were made for the other transitions. Increasing the microwave
power increases the signal, with the value of Pinput that results

in saturation obtained by fitting the function [45]

Sγ = a

[
1 − 1

1 + b Pinput

]
(5)

to the data. In this expression, a and b are free fit parameters,
and the quantity b Pinput represents the saturation parameter,
i.e., the ratio of the microwave intensity in the waveguide
to the saturation intensity. From this fit, represented by the
gray curve in Fig. 6(a), b = 0.0322 ± 0.0087 mW−1. Since
saturation occurs when b Pinput > 1, in this case the transition
will become saturated when Pinput � 30 ± 8 mW.

As Pinput was increased, the measured linewidths 
m also
increased from ≈60 to 90 MHz, as shown in Fig. 6(b), where
the widths were obtained from Lorentzian fits; the correspond-
ing widths obtained from Fano fits were found to be almost
identical. These data allowed a separate determination of the
value of Pinput that resulted in saturation, by fitting the function


m = 
0
m

√
1 + b Pinput, (6)

where 
0
m, the measured width extrapolated to zero power,

and b were free fit parameters. Here again b Pinput is the
saturation parameter. From this fit, represented by the gray
curve in Fig. 6(b), we obtain b = 0.0504 ± 0.0179 mW−1,
and saturation will therefore occur for Pinput � 20 ± 7 mW,
which is consistent with the direct saturation measure-
ments in Fig. 6(a). The increased linewidths for higher
power are attributed to power broadening [45], but 
0

m re-
mains greater than 
0, indicating that there exists another,
power-independent, source of broadening. To minimize power
broadening, measurements of the ν0, ν1, and ν2 transitions
were made with Pinput = 5, 4.3, and 6.5 mW, respectively.

Ps atoms with mean longitudinal speeds vrms
z = 107 cm/s

[46] will have mean flight times through the three waveg-
uides ranging from 65 to 120 ns (see Table II). This must
be combined with the spatial distribution of the microwave
field strength within the guide to determine the effective time
dependence of the microwave field experienced by the atoms,
and hence the transit time broadening. Moreover, there is a
significant spread in the velocity distributions (on the order of
25% [46]), meaning that there will be a corresponding range
of effective flight times through the microwave field. This
gives rise to possible transit time contributions ranging from
≈8 to 15 MHz, which, along with the 50 MHz natural width,
is consistent with the observed linewidths.

The q values obtained from the Fano fits at different Pinput

values are shown in Fig. 6(c). It can be seen that the asymme-
try does not disappear for low power, and is not significantly
different at high powers. As indicated in the figure, a linear
fit was made to the 
m and q values, as a crude metric of
power dependence. These fits indicate that the width depends
in general on the power (as expected), and that the asymmetry
also appears to exhibit a weak power dependence.

The experiments reported here were performed in an ax-
ial magnetic field, and therefore Zeeman shifts of the n = 2
energy levels had to be taken into account. To do this, line
shapes were measured in a range of magnetic fields, as shown
in Fig. 7. Each line shape was fitted with both Lorentzian and
Fano profiles, and the νR values from these fits are shown in
the figure. Each individual data point is the average of the
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FIG. 7. The ν0 (a), ν1 (b), and ν2 (c) transition frequencies, rel-
ative to the calculated zero-field frequencies, measured in different
magnetic fields. The νR values from Lorentz and Fano fits to the line
shapes are indicated by the blue squares and red circles, respectively,
and the quadratic fits are indicated by the solid curves. The calcu-
lated transition frequencies as a function of the magnetic field are
represented by the dashed lines. In the case of the ν2 transition, the
dashed line represents the average of the two individual �MJ = 0
transitions, weighted by the relative transition strengths.

νR measurements obtained from all four detectors. Fitting a
quadratic function of the form y = aB2 + c to the data in
Fig. 7 allows extrapolation to the zero magnetic field value
by determining the intercept c. The calculated and measured
a coefficients are listed in Table III for both Lorentzian and
Fano fits. Also shown are the measured c parameters used to
determine the zero-field transition frequencies (the calculated
c intercepts are zero by definition).

From the Lorentzian fits, we obtain zero-field reso-
nance frequencies of 18 501.02 ± 0.57, 13 008.41 ± 0.52, and
8628.28 ± 0.35 MHz for the ν0, ν1, and ν2 transitions, re-
spectively. Using the Fano spectral profile, we obtain field

TABLE III. Calculated and measured parameters of the Zeeman
shifts shown in Fig. 7 for both Lorentzian and Fano fitting, as indi-
cated. The parameters acalc and afit refer to the a coefficients in the
quadratic curves obtained from a calculation, and from fitting the
data, respectively, and cfit is the measured zero-field intercept. The
corresponding intercept for the calculated curves (ccalc) is zero by
definition.

Transition acalc (MHz/G2) afit (MHz/G2) cfit (MHz)

ν0 (Lorentz) 6.7 × 10−4 (6.2 ± 1.2) × 10−4 2.77
ν0 (Fano) 6.7 × 10−4 (6.8 ± 1.5) × 10−4 2.84
ν1 (Lorentz) 1.5 × 10−3 (1.9 ± 0.1) × 10−3 −4.00
ν1 (Fano) 1.5 × 10−3 (1.8 ± 0.1) × 10−3 1.72
ν2 (Lorentz) −1.6 × 10−3 (−0.6 ± 0.1) × 10−3 1.57
ν2 (Fano) −1.6 × 10−3 (−1.5 ± 0.1) × 10−3 −2.03

free frequencies of 18 501.09 ± 0.52, 13 014.13 ± 0.58, and
8624.688 ± 0.35 MHz for the same transitions. The quoted
uncertainties are statistical, and are due primarily to the statis-
tical errors of the individual data points. It is evident that the
ν0 data are almost identical for the Lorentzian and Fano fits, as
expected for a symmetric line shape. The ν1 and ν2 Lorentzian
and Fano data, however, are significantly different, and are
shifted in opposite directions with respect to the calculated
Zeeman-shifted resonance frequencies, which are indicated in
Fig. 7 by the dashed lines.

Although the Zeeman shifts of the transition frequencies
are significant over the range of fields studied (see Fig. 3),
there is no reason to expect the lines to become broader
in higher magnetic fields. There could be a small broaden-
ing in the ν2 transition since this line is actually composed
of two unresolved components [i.e., the 2 3S1(0) → 2 3P2(0)
and 2 3S1(±1) → 2 3P2(±1) transitions] with slightly different
Zeeman shifts. However, these shifts are in the same direction
in both cases, and the separation between them is less than
5 MHz at the highest fields studied.

Figure 8 shows the linewidths of the ν0, ν1, and ν2 tran-
sitions measured in different magnetic fields. These widths
were obtained by fitting Lorentzian functions. Linear fits have
again been applied to the data to provide a rough metric
of field dependence. The fits suggest that there may be a
weak-field dependence for the ν0 measurements, with none
apparent for the ν1 and ν2 transitions. The average linewidths
obtained for all magnetic fields is also shown in the figure. The
field-averaged values of 
m are 66.2 ± 1.0, 62.4 ± 0.9, and
61.8 ± 0.7 MHz for the ν0, ν1, and ν2 transitions, respectively.
As discussed above, these linewidths are attributed to a com-
bination of the finite lifetime of the 2P levels and transit time
broadening. We note that the observed excess widths above

0 do not scale with the physical dimensions of the relevant
waveguides because the transition rates therein are not all the
same.

The Fano q values obtained from the measurements per-
formed at different magnetic fields are shown in Fig. 9. Linear
fits were applied and reveal no significant magnetic field
dependence of the q values for any of the transitions. The
field-averaged values of q are +2 × 105 ± 20, −13.7 ± 1.7,
and +19.5 ± 2 for the ν0, ν1, and ν2 transitions, respectively.
Large q values on the order of 105 fully justify the use of
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Γ m

FIG. 8. The measured Lorentz linewidths 
m for the ν0 (a), ν1

(b), and ν2 (c) transitions as a function of the magnetic field B. The
horizontal shaded bars represent the average value of 
m, and the
solid lines represent a linear fit to the data.

Lorentzian profiles to describe the resonance frequency of the
ν0 spectrum. Conversely, the much smaller magnitude of the q
values obtained for the other transitions means that Lorentzian
profiles are not suitable for fitting these data.

FIG. 9. The measured Fano asymmetry parameter, q, for the ν0

(a), ν1 (b), and ν2 (c) transitions as a function of the magnetic field
B. The horizontal shaded bars represents the average value of q, and
the line represent a linear fit to the data.

V. QUANTUM INTERFERENCE

One possible explanation for the asymmetric ν1 and ν2

line shapes and the ν0 shift is the influence of neighboring
resonances on the transitions being studied [47]. In a number
of recent high-precision spectroscopic measurements [48–54],
it has become apparent that quantum interference (QI) effects
can lead to significant shifts in the observed transition fre-
quencies. For precision measurements, these effects cannot
be overlooked, and indeed a number of previously discrepant
measurements of the fine structure of helium are now in
agreement after the application of appropriate QI-based ad-
justments [55].

There are many different ways in which QI effects can
manifest in precision spectroscopy, and the details are specific
to the particular experimental arrangement used. Generally,
the presence of a nearby state provides an off-resonant
pathway that can interfere with a resonant transition. The am-
plitude of the off-resonant component may be small compared
to that of the near-resonant transition, but the effect on the
line shape may nevertheless be significant. Moreover, these
effects may be subtle, and they will not necessarily result in
an asymmetric line shape [56].

Hessels and co-workers have made significant contribu-
tions toward understanding these effects [47,56–59], and they
have shown that measurements performed with an uncertainty
comparable to the square of the linewidth divided by (twice)
the separation of the main resonance and a neighboring (off-
resonant) transition may well be affected by them [55]. This
“rule of thumb” [47], which has also been obtained analyt-
ically by other researchers using perturbation theory [60],
gives an approximate value for the error one would obtain
fitting a Lorentzian profile to a line shape distorted by QI
effects. We note that in some types of measurements, line
shapes are distorted via direct interference between incident
and emitted radiation (e.g., [49,52]). The present experiments
are not susceptible to these effects since the number of sur-
viving atoms is measured via the time dependence of their
annihilation radiation.

Thus, for a resonant transition to a particular state, with
another electric-dipole-allowed (off-resonant) pathway to a
second state separated by a detuning �, the expected shift
(�ν) due to QI may be approximated by �ν ≈ 
2

m/2�, as-
suming that both transitions have the same linewidth 
m. In
the case of the ν0 transition of interest here, the off-resonant
2 3S1(0) → 2 3P1(0) transition is forbidden by electric dipole
selection rules and, therefore, is not expected to affect the ν0

line center. The 2 3S1(0) → 2 3P0(0) and 2 3S1(0) → 2 3P2(0)
transitions both have measured linewidths of ≈60 MHz, and
they are separated by � ≈ 10 GHz. The shift in the ν0 reso-
nance frequency due to the interference from the off-resonant
ν2 pathway is then expected to be ≈180 kHz, which is much
smaller than the observed 2.77 MHz discrepancy with theory.

The separation between the 2 3S1(±1) → 2 3P1(±1) and
2 3S1(±1) → 2 3P2(±1) transition frequencies is 4.4 GHz. The
expected shift in the ν1 resonance due to the off-resonant ν2

pathway will therefore be ≈400 kHz, which is also too small
to account for the ≈2–4 MHz shift, for the Lorentz cases, as
seen in Fig. 7(b). The ν2 resonance is expected to be similarly
shifted by ≈400 kHz due to the nearby ν0 and ν1 pathways.
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It is worth noting, however, that the asymmetry in the ν1 and
ν2 line shapes is qualitatively consistent with effects arising
from the neighboring lines insofar as the lines are skewed
toward each other. Similarly, the symmetric ν0 line shape is
consistent with the fact that the corresponding ν1 transition
(i.e., MJ = 0 → MJ = 0) is suppressed.

To evaluate more precisely effects of QI on the partic-
ular transitions studied here, numerical calculations were
performed to follow the time evolution of the excited-state
population under the experimental conditions. In this treat-
ment, solutions to the Lindblad master equation [61,62]

h̄
∂ρ

∂t
= −i[H (t ), ρ ] + · · ·

+
∑

k


k

(
LkρL†

k − L†
k Lkρ

2
− ρL†

k Lk

2

)
(7)

were obtained within the density matrix formalism (as, for ex-
ample, reported in Ref. [56]), where H (t ) is a time-dependent

Hamiltonian, ρ is the density operator, and Lk represent col-
lapse operators that account for dissipation and decoherence.
These calculations were performed using the open-source
Python framework QUTIP [63].

Since the linearly polarized microwave field propagating
through the waveguides in the experiments coupled states for
which �MJ = 0, the spectral line shape associated with each
2 3S1 → 2 3PJ transition was calculated with a set of four basis
states. These states were (i) the initial 2 3S1 level, (ii) the
2 3PJ level to which the microwave transition was driven near
resonance, (iii) the off-resonant 2 3PJ ′ level that contributes to
effects of QI, and (iv) the 1 3S1 ground level to which the 2 3PJ

and 2 3PJ ′ levels both radiatively decay.
The Hamiltonian H (t ) describing the interaction of this

four-level system with a microwave field at an angular fre-
quency ωμ = 2π νμ can be expressed in matrix form, with the
basis states arranged in the order listed above, and the diago-
nal elements included as angular frequencies with respect to
the 2 3S1 level, as

H (t ) = h̄

⎛
⎜⎜⎜⎜⎜⎝

0 1
2�2S, 2PJ (t ) 1

2�2S, 2PJ′ (t ) 0
1
2�2S, 2PJ (t ) −ω2PJ + ωμ 0 0
1
2�2S, 2PJ′ (t ) 0 −ω2PJ′ + ωμ 0

0 0 0 −ω1S

⎞
⎟⎟⎟⎟⎟⎠. (8)

In this expression, the frequency intervals and time-dependent
electric dipole couplings—Rabi frequencies—between the
2 3S1 and 2 3PJ (2 3S1 and 2 3PJ ′) levels are denoted ω2PJ (ω2PJ′ )
and �2S, 2PJ (t ) [�2S, 2PJ′ (t )], respectively. The electric dipole
transition moments d2S, 2PJ and d2S, 2PJ′ required to calculate
the corresponding Rabi frequencies are given in Table IV.
Since the interval between the uncoupled 2 3S1 and 1 3S1 levels,
i.e., ω1S = 2π × 1234 THz, is much greater than ω2PJ or ω2PJ′ ,
which lie between 2π × 8.6 and 2π × 18.5 GHz, the mi-
crowave dressing of the diagonal matrix element representing
the energy of the 1 3S1 level was neglected.

TABLE IV. Electric dipole moments, d2S1, 2PJ , associated with the
2 3S1(MJ ) → 2 3PJ (MJ ) transitions in Ps. In each case, the radial part
of the transition moment is denoted R2S, 2P = 5.196 e aPs.

Initial state Final state Transition moment
Transition 2 3S1(MJ ) 2 3PJ (MJ ) d2S1, 2PJ

ν0 2 3S1(0) 2 3P0(0) − 1
3 R2S, 2P

2 3S1(0) 2 3P2(0) +
√

2
3 R2S, 2P

ν1 2 3S1(1) 2 3P1(1) − 1√
6
R2S, 2P

2 3S1(1) 2 3P2(1) + 1√
6
R2S, 2P

ν2(MJ =0) 2 3S1(0) 2 3P2(0) +
√

2
3 R2S, 2P

2 3S1(0) 2 3P0(0) − 1
3 R2S, 2P

ν2(MJ =1) 2 3S1(1) 2 3P2(1) + 1√
6
R2S, 2P

2 3S1(1) 2 3P1(1) − 1√
6
R2S, 2P

The finite interaction time of the atoms with the mi-
crowave field as they traveled through the waveguides in the
experiments was accounted for in the calculations through
the time dependence of the microwave field strength, and
hence the Rabi frequencies �2S, 2PJ (t ) and �2S, 2PJ′ (t ). The
total interaction time of the atoms with the microwave field
was set to Tint = 100, 140, and 175 ns for the ν0, ν1, and ν2

transitions, respectively. These represent the transit times of
Ps atoms traveling at 7 × 106 cm/s through each waveguide.
The inhomogeneous microwave field distribution in the sin-
gle transverse mode in the waveguide with which the atoms
interacted in the experiments was described by a sinusoidal
function with a period of 2Tint. The finite atom-field in-
teraction time represented by this function, combined with
the natural spectral width of the 2 3S1 → 2 3PJ transitions,
accounted for in the calculations by the finite spontaneous
emission rate of the 2 3PJ levels, yielded spectral features
with 60 MHz FWHM as observed in the experiments. The
amplitude of the microwave field in the waveguides in the
experiments was not precisely known. In the calculations, this
was therefore set such that on resonance in each calculated
spectrum, ∼20% depopulation of the 1 3S1 level occurred.
This was consistent with the conditions under which the ex-
periments were performed with the output power from the
microwave source set to ensure that the transitions probed
were driven below saturation.

The effects of spontaneous emission in this four-level sys-
tem, which preceded the ground-state annihilation that gave
rise to the signal measured in the experiments, were accounted
for through the collapse operators Lk in Eq. (7). For all calcu-
lations, only spontaneous emission from the 2 3PJ and 2 3PJ ′
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FIG. 10. Schematic diagram of the scenarios considered when calculating QI effects on (a) the 2 3S1 → 2 3P0, i.e., ν0, (b) the 2 3S1 → 2 3P1,
i.e., ν1, and (c-i) and (c-ii) the 2 3S1 → 2 3P2, i.e., ν2 transitions. The value of |MJ | of the sublevels in each case is indicated in brackets.

levels to the 1 3S1 ground level was considered. This occurred
at a rate of 1/τ2P, where τ2P = 3.19 ns.

The energy level structure accounted for in the calcula-
tion of the ν0, ν1, and ν2 spectral line shapes is depicted
schematically in Fig. 10. For all calculations, the excited-state
population was initially set to reside in a pure state, i.e., one
2 3S1 sublevel with a selected value of MJ denoted 2 3S1(MJ )
in Table IV and Fig. 10. The set of basis states considered
when calculating each spectral profile included this one partic-
ular 2 3S1(MJ ) sublevel, and all 2 3PJ (MJ ) sublevels to which
�MJ = 0 electric dipole transitions were allowed.

To calculate the spectral profile associated with the
2 3S1 → 2 3P0 transition at the frequency ω0 = 2π ν0 = 2π ×
18.498 25 GHz, two 3P sublevels were considered in addi-
tion to the initial 2 3S1 level and the 1 3S1 ground level as
shown in Fig. 10(a). These were the resonant 2 3P0 sublevel
with MJ = 0, i.e., the 2 3P0(0) sublevel, and the off-resonant
2 3P0(0) sublevel. The restrictions imposed by the selection
rules for electric dipole transitions meant that the 2 3S1(0) →
2 3P2(0) transition is the only �MJ = 0 electric dipole transi-
tion within the n = 2 fine structure that can cause QI on the ν0

resonance.
The calculated spectral line shape was obtained by evalu-

ating the change in the population of the 1 3S1 ground level
following the interaction with the microwave field as the fre-
quency of this field was tuned through resonance. The result
of this calculation is displayed as the continuous gray curve
in Fig. 11(a). Lorentzian and Fano functions were fit to this
calculated line shape to elucidate any QI shifts of the line
center from the theoretically predicted resonance frequencies
initially input into the calculations. From the results of this
fitting procedure, it can be concluded that this calculated
spectral profile is not asymmetric, i.e., q > 106. As a result,
the process of fitting the Lorentzian and Fano functions to
the calculated line shapes both yielded the same centroid
frequencies. The centroid of the calculated spectral profile
is, however, slightly shifted from the interval between the
2 3S1 and 2 3P0 levels input into the calculations. This shift
of −2π × 156 kHz is an effect of QI with the off-resonant
transition to the 2 3P2 level. The magnitude of this shift is

FIG. 11. Calculated line shapes showing the shift in the res-
onance frequency arising from the presence of far-detuned off-
resonance transitions. The line shapes are fitted with Lorentz and
Fano functions. Both functions yield identical results because of the
lack of asymmetry. The ν0 and ν1 resonances are pulled by the ν2

resonance yielding a negative frequency shift as shown in (a) and
(b). The ν2 resonance (c) is shifted positively. The width of the line
shapes is ≈60 MHz.
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comparable to that estimated for two interfering transitions of
equal spectral intensity, i.e., �ν � 
2

m/2� = 183 kHz, where
� = 18.498 25–8.626 71 GHz and 
m = 60 MHz. The devi-
ation of the calculated line shapes from the best-fit Lorentzian
function arises because of the finite interaction time with
the inhomogeneous microwave field accounted for in the
calculations.

In the case of the 2 3S1 → 2 3P1 transition at frequency
ω1 = 2π ν1 = 2π × 13.012 41 GHz, the 3P sublevels con-
sidered in the calculation were the near-resonant 2 3P1(1)
sublevel and the off-resonant 2 3P2(1) sublevel, as indicated in
Fig. 10(b). Fitting Lorentzian and Fano functions to the calcu-
lated spectra displayed in Fig. 11 again yielded equal centroid
transition frequencies. These were shifted by −2π × 194 kHz
from the value input into the calculations because of the ef-
fects of QI. The q value in excess of 106, obtained by fitting
the Fano function, indicated that the calculated spectral profile
was not asymmetric.

Finally, for the 2 3S1 → 2 3P2 transition at frequency
ω2 = 2π ν2 = 2π × 8.626 71 GHz, the calculations were per-
formed for sublevels with MJ = 0 and 1 since allowed electric
dipole transitions can occur between these levels for both of
these values of MJ . For MJ = 0, the sublevels included in the
calculations were the near-resonant 2 3P2(0) sublevel and the
off-resonant 2 3P0(0) sublevel, as indicated in Fig. 10(c-i). For
MJ = 1, the sublevels included in the calculations were the
near-resonant 2 3P2(1) sublevel and the off-resonant 2 3P1(1)
sublevel, as indicated in Fig. 10(c-ii). Fitting the results of
these calculations in Fig. 11 to Lorentzian and Fano line-shape
functions yielded centroid transition frequencies shifted by
+2π × 172 kHz from the value input into the calculation, and
again there is no indication of any asymmetry.

These results suggest that the frequency shifts and asym-
metries observed in the measured spectral profiles do not
result directly from effects of QI involving the strong �MJ =
0 electric dipole transitions between the triplet n = 2 levels.
Additional test calculations performed with atoms initially
prepared in a superposition of the 2 3S1(0) and 2 3S1(1) sub-
levels, and including effects of QI arising from weak coupling
to the 2 1P1 level that could occur in the magnetic fields
employed in the experiments, did not yield enhanced fre-
quency shifts or asymmetries.

VI. EVALUATION OF SYSTEMATIC EFFECTS

A. Doppler effects

Due to the low mass of Ps, even atoms with thermal en-
ergies (i.e., on the order 40 meV) have large speeds, which
results in significant Doppler broadening of 1 3S1 → 2 3PJ line
shapes (see Fig. 12). To determine the Doppler spread (i.e.,
the velocity spread) of Ps atoms emitted from the silica tar-
get, the 1 3S1 → 2 3PJ transition was measured as a function
of the UV laser wavelength. As the laser light propagated
along the x direction, only the x velocity distribution was
measured. However, the pore structures of the silica samples
are randomly orientated [64], and the Ps velocity distributions
in the x and y directions are expected to be identical. Since
the microwave radiation also propagates along the x direction,
any difference between the x and y Ps velocity distributions

FIG. 12. (a) An example of a Doppler-broadened line shape of
the 1 3S1 → 2 3PJ transition centered around 243 nm, where the natu-
ral linewidth is ≈50 MHz, but the observed linewidth is ≈900 GHz.
(b) Relative shift in the 2 3S1 → 2 3P1 transition as a function of
UV detuning. The dashed vertical lines in (a) indicate the UV laser
wavelengths used for the measurements shown in (b), and the shaded
bar indicates the 100 GHz bandwidth of the UV laser.

will not affect the measurements; unexpected variations in
the y distribution, which has not been directly measured, may
affect the background signal, but the signal parameter Sγ is
not sensitive to this.

An example of a Doppler profile is shown in Fig. 12(a). It
can be seen that, due to the large transverse velocity spread
of the Ps atoms, the observed spectral width is much broader
than the 50 MHz natural width. This 1 3S1 → 2 3PJ line shape
was fitted with a Gaussian function, which yielded a Doppler
width of ≈900 GHz FWHM. This Doppler profile represents
the full velocity distribution (vx) of the ground-state atoms in
the direction of propagation of the UV laser light. The rms
transverse speed of the Ps atoms is calculated from the width
of the Doppler profile as vrms

x = σc/λUV ≈ 9.3 × 106 cm/s.
When the UV laser was tuned to the resonance wavelength
(λUV = 243.01 nm) to drive the 2 3S′

1 transition, the 100 GHz
bandwidth of the laser only selected atoms with speeds |vx|
below 106 cm/s. With the laser on resonance (and properly
aligned), the transverse angular distribution after laser selec-
tion will be symmetric: therefore, the laser-induced transverse
Ps velocity selection results in Doppler broadening of the νJ

line shapes of <3 MHz.
Although the velocity selection due to the UV excita-

tion laser bandwidth is centered on the vx = 0 atoms, the
excited state vx distribution will be shifted by the recoil as-
sociated with photon absorption. This shift has magnitude
vrecoil = h/2meλUV ≈ 1.5 × 105 cm/s. The resulting Doppler
shifts (�νJ = νJ × vrecoil/c) are −93, −65, and −43 kHz for
the ν0, ν1, and ν2 transitions, respectively. This effect can
be controlled by appropriate detuning, or retroreflecting, the
excitation laser light. The recoil shifts have been added as

042805-11



L. GURUNG et al. PHYSICAL REVIEW A 103, 042805 (2021)

systematic errors since these controls were not applied in the
present work. We note also that this was not taken into account
in Ref. [18].

Doppler shifts may also arise from a misalignment of the
laser relative to the waveguide axis. This would lead to the
production of excited-state atoms with an asymmetric speed
distribution relative to the waveguide axis. That is, on average,
Ps atoms could be moving toward or away from the direction
of propagation of the microwave radiation. By measuring the
position of the laser relative to the windows on either side of
the vacuum chamber, we estimate that the laser was aligned
to the waveguide axis to within ± 2◦. The resulting Doppler
shifts [νJ × vzsin(θ )/c] from a ± 2◦ misalignment are ±215,
±150, and ±100 kHz for the ν0, ν1, and ν2 transitions,
respectively.

Figure 12(b) shows the ν1 transition frequencies mea-
sured when the UV laser was detuned away from the λUV =
243.01 nm resonance wavelength by ±200 GHz. This had a
similar effect to that of laser-waveguide misalignment, i.e.,
generating 2 3S1 atoms that were, on average, traveling ei-
ther toward or away from the direction of propagation of the
microwave radiation. Because the UV laser and microwave
radiation were propagating in opposite directions, as shown
in Fig. 2(b), the shift in the ν1 transition was expected to
be �ν1 = ν1�νUV/νUV = ±2 MHz for �νUV = ∓200 GHz
detuning, although this will be reduced if slower atoms in
the distribution are preferentially excited by the microwave
radiation. These data verify that microwave transitions were
not subject to any significant Doppler shifts caused by an
incorrect UV laser wavelength, not including the recoil shift
mentioned above.

Second-order Doppler shifts are negligible in the current
experiment, with values of νJ × (vrms

z /2c)2 ≈ 0.5, 0.4, and
0.3 kHz for the ν0, ν1, and ν2 transitions, respectively.

B. Motional Stark effects

Ps atoms that are not moving parallel to a magnetic field
can experience an induced motional electric field, with con-
comitant Stark shifts [65]. Although the UV laser selected
atoms with small transverse speeds in the x direction, the
excited atoms had a broader distribution of speeds in the y
direction (see Fig. 2). In the most extreme case, for atoms
moving with speed 107 cm/s perpendicular to a 100 G mag-
netic field, the induced motional electric field (

−→
F = −→v × −→

B )
is 10 V/cm. In reality, most of the atoms had lower trans-
verse speeds, and they were not traveling perpendicular to
the magnetic field, and the actual motional electric field in
the experiment was much lower. The angular distribution of
Ps atoms emitted from SiO2 targets can be reasonably well
described by a cosine distribution [66], and the average an-
gle, in the y direction, of emission from the SiO2 target is
estimated to be θavg ≈ 27◦. The motional electric field due
to atoms traveling with speed vrms

y = 107 cm/s at θavg will
then be ≈4 V/cm, which will cause a motional Stark shift of
≈ +130 kHz. However, the induced motional electric field is
perpendicular to and linear in B, and the Stark shift depends on
B2. Thus, any such shift will extrapolate to zero along with the
Zeeman shifts (see Fig. 7), and therefore will not contribute to
the systematic error of the measurements.

FIG. 13. (a) Estimated magnitude of stray electric fields in the
waveguides as a function of distance from the grids. (b) Stark shift
of the νJ transitions as a function of electric field.

C. Stray electric fields

The waveguides used in this work were constructed from
an aluminum plate and a tungsten mesh, and it is possible for
these materials to support patch potentials, giving rise to stray
electric fields. Such fields are ubiquitous and cannot easily be
eliminated, even on atomically clean surfaces. Such potentials
have been extensively studied (e.g., [67–69]), and they are
typically found to be on the order of 100 mV for a wide range
of materials.

Highly excited (Rydberg) atoms are extremely sensitive
to electric fields [70], and they can therefore be used to
probe very weak stray electric fields [71]. Based on previ-
ous studies using Rydberg atoms [72], we estimate the stray
electric fields in the waveguides to be no larger than Fstray ≈
3 × 10−5/d2 V/m. The corresponding stray field strength as
a function of d , the distance from the waveguide surface, is
shown in Fig. 13(a). The fields at a distance of d = 100 μm
from the grids is ≈30 V/cm. At the center of the WR-51
guide, d = 3.25 mm, the fields are estimated to be only 28
mV/cm. The average stray field across the WR-51 guide is
calculated to be 0.91 V/cm, which equates to a Stark shift of
+5.9, +6.3, and +6.5 kHz in the ν0, ν1, and ν2 transitions,
respectively, as shown in Fig. 13(b). Since the WR-51 waveg-
uide is the narrowest used (see Table II), the Stark shift of all
the νJ transitions due to stray fields is therefore conservatively
estimated to be less than +7 kHz.
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TABLE V. List of estimated systematic uncertainties as de-
scribed in the text.

σsys (kHz)

Contribution ν0 ν1 ν2

Laser misalignment ±215 ±150 ±100
Recoil Doppler −93 −65 −43
Second-order Doppler + 0.5 + 0.4 +0.3
Stray electric fields <+7 <+7 <+7
ac Stark <+7 <+7 <+7

Total ±323 ±229 ±157

D. ac Stark shifts

High powers of microwave radiation can induce ac Stark
shifts [36], which, if present, would also be expected to result
in line broadening, as shown in Fig. 6. For Pinput ≈ 25 mW, the
linewidth was determined to be 90 MHz, and the microwave-
induced signal, Sγ , appeared to have saturated, and therefore
we assumed this microwave power as the saturation inten-
sity. For 20% of this saturation intensity, Pinput ≈ 5 mW, the
linewidths were ≈60 MHz, slightly wider than the natural
linewidth (50 MHz), and they were observed to be inde-
pendent of power below 12 mW input. The microwave field
strength at 5 mW was calculated to be 4.1 V/cm, which would
result in an ac Stark shift of +6.88 kHz. The microwave
radiation powers used in all three measurements were similar,
and the induced ac Stark shift uncertainty was estimated to be
<+7 kHz for all transitions.

E. Total systematic errors

The error budget for all systematic effects σsys is summa-
rized in Table V, and they are clearly dominated by Doppler
shifts due to possible laser misalignment. We neglect the fact
that all effects other than the laser alignment lead to shifts
in only one direction, and we have not added the errors in
quadrature to account for possible correlations. These esti-
mates, therefore, constitute a conservative estimate of the total
systematic errors.

VII. NEW PHYSICS

Given that Ps is almost entirely described by QED [2,3],
it is tempting to attribute the apparent disagreement with
QED theory to some sort of process not included in the
Standard Model, generically known as new physics (NP) [4].
The asymmetric line shapes observed for the ν1 and ν2 tran-
sitions preclude any such attribution, since it is not possible
to determine the actual transition frequencies, or, therefore,
if there is in fact any disagreement with theory. As discussed
above, the ν0 transition does exhibit a symmetric line shape,
and we interpret the measured line center as the resonance
frequency of the transition, at least to the extent allowed by
the quantum interference effects discussed in Sec. V. Then,
the experimentally determined transition frequency shows a
deviation of 2.77 MHz with respect to the theoretical QED
prediction. In principle, this deviation may be related to the
existence of a new force, beyond the Standard Model of

particle physics. Such forces could appear in two flavors,
depending on the nature of the mediator of the interaction.
Scalar and vector mediators lead to a spin-independent force,
whereas the exchange of pseudoscalars or axion-like particles
(ALPs) would give rise to spin-dependent interactions [73].

Let us assume that a novel force between electrons and
positrons emerges as a consequence of exchanging a scalar
boson of mass mφ . Then the leptons within a Ps atom would
experience an interaction potential given by

V (r) = g2
e

4π

e−rmφ

r
, (9)

where ge is the dimensionless coupling constant of the medi-
ator with the leptons. This interaction induces a shift of the
atomic energy levels that depends on the mass of the mediator
and the coupling strength. Therefore, for a particular shift,
�E , of Ps energy levels (in general the maximum between the
experimental and theoretical uncertainties [73], although here
it is relative to QED predictions), it is possible to constrain the
coupling constant as a function of the mass of the mediator.
In particular, for the 2 3S1 → 2 3P0 transition (2S → 2P, since
the spin state is irrelevant for this interaction force), the energy
shift is given by

�E = 〈ψ2S|V (r)|ψ2S〉 − 〈ψ2P|V (r)|ψ2P〉, (10)

where |ψ2S〉 and |ψ2P〉 refer to the wave functions of the 2S
and 2P states in Ps, respectively. The results of this analysis
performed for the observed 2.77 MHz shift in the 2 3S1 →
2 3P0 transition are shown in Fig. 14. It is evident from the
figure that for the relevant mass range for atomic systems,
the coupling constant compatible with our measurement is
already ruled out by previous spectroscopic studies in Ps [74],
and, more stringently, by measurements of the gyromagnetic
factor of the electron [75].

The 2 3S1 → 2 3P0 transition may also be affected by spin-
dependent forces, in which case the interaction potential is
given by

V (r) = −g2
e

12πm2
e

[
S1 · S2

(
4πδ3(r) − m2

ALPe−rmALP

r

)

−S12(r̂)

4

(
m2

ALP

r
+ 3mALP

r2
+ 3

r3

)
e−rmALP

]
, (11)

where Si is the spin operator of the ith lepton, mALP is the mass
of the mediator, and

S12(r̂) = 4[3(S1 · r̂)(S2 · r̂) − S1 · S2], (12)

which only affects electronic states with � = 0. The corre-
sponding constraints on a pseudoscalar mediator phase space,
determined using Eq. (11), are shown in Fig. 15. As in the case
of a scalar mediator, the observed 2.77 MHz discrepancy be-
tween QED and our experimental data is already entirely ruled
out by previous measurements and astrophysical bounds.

The existence of pseudoscalars would induce a state-
dependent shift of Ps energy levels; triplet states are shifted
to lower energies (except states with J = 1), whereas singlet
states show an energy displacement toward higher energies.
Thus, the sign of the induced energy shift depends on the
spin state, as anticipated in Eq. (11), whereas its magnitude
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FIG. 14. Constrained parameter space for a scalar mediator [73].
The solid blue curve denotes the lower bound for a shift of 2.77 MHz
for the 2S → 2P transition. The solid black curve is the same observ-
able obtained for a measurement of the Ps 1S → 2S interval [74].
The dashed curves represent the constraints that would be obtained if
the corresponding measurements were performed with uncertainties
equal to the current QED uncertainties [73]. The red curve is the
bound obtained from measurements of the electron gyromagnetic
factor, ae [75]. The shaded gray region represents the parameter
space constrained by astrophysical observations [76].

correlates with the state’s electronic nature; P states have
a null probability of finding the leptons at the same point
in space, leading to a small energy shift. However, S states
exhibit some overlap near the origin, thus activating the Dirac
δ function in Eq. (11) and leading to larger energy shifts. More
precise measurements may be able to probe such effects, but
only if the mechanism(s) behind the observed asymmetries
and shifts are fully understood or eliminated.

The realm of physics beyond the Standard Model offers
more exotic scenarios through which novel fields or particles
could give rise to shifts of Ps energy levels. One example is
the chameleon model, in which a new scalar interacts with
the leptons in a manner that depends on the density of the
environment [80]. Although this model offers a mechanism
to avoid some astrophysical constraints, the associated pa-
rameter space has already been constrained by high-precision
atomic spectroscopy [81].

Another example is the Arkani-Hamed–Dimopoulos–
Dvali (ADD) model [82], in which it is assumed that
gravity operates in a (compactified) higher-dimensional space,
whereas the rest of the fundamental forces exist only in a four-
dimensional membrane embedded in this space. This makes
gravity much weaker than all other forces as experienced
on a macroscopic scale, but at short range the existence of
the higher-dimensional space may give rise to a gravitational
potential that is strong enough to affect atomic and molecular
energy levels [83]. This model has been constrained by high-
precision spectroscopy in molecular ions [84], and is therefore

FIG. 15. Constrained parameter space for a pseudoscalar media-
tor [73]. The solid blue curve denotes the lower bound for a shift of
2.77 MHz for the 2 3S1 → 2 3P0 transition. The solid black curve is
the same observable obtained for a measurement of the Ps 1 1S0 →
1 3S1 transition [77–79]. The dashed curves represent the constraints
that would be obtained if the corresponding measurements were
performed with uncertainties equal to the current QED uncertain-
ties [73]. The red curve is the bound obtained from measurements
of the electron gyromagnetic factor, ae [75]. The shaded gray re-
gion represents the parameter space constrained by astrophysical
observations [76].

also unlikely to explain our observations. Thus, while a more
exotic NP-type of explanation cannot be ruled out, it would
likely require some unusual features in order to explain our
observations without conflicting with other measurements or
astrophysical bounds.

VIII. DISCUSSION AND CONCLUSIONS

The frequencies of the ν0, ν1, and ν2 transitions obtained
using both Lorentzian and Fano functions to fit the measured
line shapes are summarized in Table VI. For the ν0 case, the
line shape was found to be highly symmetric (see Fig. 9), and
the Lorentzian and Fano profiles give the same frequency. This
is not the case for the asymmetric ν1 and ν2 line shapes, which
yield significantly different frequencies, neither of which can
be expected to correspond to the true resonance frequency.

The present data are compared with all prior measurements
in Fig. 16. Also shown in this figure are the zero-field ex-
trapolated frequencies obtained for the ν1 and ν2 transitions
by finding the maximum (peak) value of the Fano fits [44].
These frequencies are closer to the theory values, and the
agreement is almost exact for the ν2 case. As discussed above,
the Fano resonance frequency νR does not correspond to the
resonance frequency since it depends explicitly on the q value,
which is in this case simply an empirical metric of the line-
shape asymmetry. The peak position is also not expected to
directly correspond to the resonance frequency, but it may be
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TABLE VI. Comparison of the results from current measurements (using both Lorentz and Fano fits) and theoretical calculations of the
Ps n = 2 fine-structure intervals. The last two columns indicate the discrepancy between theory and measurements obtained using the Lorentz
and Fano profiles. The theoretical values are from Ref. [15].

Transition Theory (MHz) Exp: Lorentz (MHz) Exp: Fano (MHz) �νL (MHz) �νF (MHz)

ν0 18 498.25 ± 0.08 18 501.02 ± 0.57stat ± 0.323sys 18 501.09 ± 0.62stat ± 0.323sys +2.77 + 2.84
ν1 13 012.41 ± 0.08 13 008.41 ± 0.52stat ± 0.229sys 13 014.13 ± 0.58stat ± 0.229sys −4 +1.72
ν2 8626.71 ± 0.08 8628.28 ± 0.35stat ± 0.157sys 8624.68 ± 0.35stat ± 0.157sys +1.57 −2.03

closer than the Lorentzian maxima since fitting the symmetric
Lorentzian function to asymmetric data introduces errors in
the inferred peak position (exacerbated by the fact that the line

FIG. 16. Comparison of the previous and present measurements
with theory for the (a) ν0, (b) ν1, and (c) ν2 transitions. Results from
Lorentz (L) and Fano (F ) line profile fits are shown for the current
measurements of ν1 and ν2 intervals. Also shown for these transitions
are the maximum (peak) values obtained from the Fano profiles, as
discussed in the text. The theoretical values with uncertainties are
indicated by the vertical solid lines. Statistical and systematic uncer-
tainties for the experimental data have been added in quadrature.

is relatively broad). However, this approach does not account
for the underlying physics that gives rise to the asymmetry,
and while it may provide a better approximation, it is clearly
not suitable for precision measurements.

To extract the true resonance frequencies from the asym-
metric line shapes, it will be necessary to perform more
sophisticated line-shape modeling. The calculations already
performed indicate that the QI effects considered in Sec. V are
not responsible for our observations. However, the possibility
that other more subtle interference effects exist that can give
rise to unexpectedly large asymmetries or shifts will have to
be investigated in more detail.

There are several improvements that can be made to the ex-
perimental methodology: One important improvement is the
elimination of the axial magnetic field. This can be achieved
by extracting the positron beam from the magnetic field using
electrostatic lenses [85,86], and it will reduce Zeeman shifts
to negligible levels. Moreover, it would remove the need to
perform measurements at many different fields, which would
considerably reduce the statistical uncertainty (for the same
sized dataset).

Alternative 2 3S1 production methods are possible; a two-
photon Doppler-free excitation process [87] would increase
the production efficiency by a factor of ≈5 [37]. However,
this method does not provide any velocity selection, so not all
of the additional excited atoms would contribute to the signal.
Excitation to 3 3PJ levels, followed by stimulated emission to
the 2 3S1 level [88], could offer an increase in the production
efficiency of ≈30%.

The count rate could be improved with increased detector
coverage, either by using larger scintillators or adding more
γ -ray detectors. Alternatively, if the 2 3S1 atoms were directly
detected using a microchannel plate detector, we estimate that
it would be possible to obtain an order of magnitude increase
in the count rate.

In general, atoms in highly excited Rydberg states [70]
are extremely sensitive to electric and magnetic fields, and
they can therefore be utilized as field probes [71]. Future
experiments will employ microwave spectroscopy of a Ryd-
berg He beam to probe and characterize the stray fields in the
microwave guide [31] by studying Stark and Zeeman effects
on the fine structure of He Rydberg states [89].

Currently, the largest source of systematic uncertainty in
our measurements is the Doppler effect from possible laser
misalignment. To characterize this effect, a second microwave
antenna can be added to the waveguide, so that measurements
with microwave radiation propagating in either direction (i.e.,
+x or −x) can be taken [17]. This will allow any laser mis-
alignment to be corrected.

Perhaps the most significant improvement to the exper-
imental methodology would be to perform measurements
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using the separated oscillatory field (SOF) method of Ramsay
[90,91]. One of the main limitations of the measurements
described here was the 50 MHz natural linewidth; find-
ing the center frequency with a precision more than 1000
times smaller than the linewidth is challenging even without
asymmetric line shapes. The Ramsay SOF approach allows
transitions to be observed with experimental linewidths that
are narrower than the natural width, and it does not require
explicit knowledge of the exact line shape; instead of scan-
ning the frequency over a resonance, an interference signal
is measured as a function of the phase difference between
two different excitation fields, and the resonance frequency
is determined from the frequency dependence of the phase
difference at which this signal is maximal.

A recently developed variation of the SOF method is the
frequency offset separated oscillatory field (FOSOF) tech-
nique [92]. This causes a temporal oscillation of the SOF
signal at the offset frequency, from which the resonance
frequency can be extracted. This method is not sensitive to
the frequency response of the system, and it has a simple
line shape, offering much improved precision and the ability
to change, and hence characterize and control, systematic
effects. QI effects are still observed using SOF or FOSOF
methods, since they are intrinsic to the excitation process,
but they are smaller because the effective linewidths are nar-
rower. Although there are considerable technical challenges
to be overcome, a FOSOF measurement performed using Ps

is feasible, and would represent a significant advance in Ps
spectroscopy.

We have observed asymmetric line shapes for the ν1 and
ν2 transitions in Ps, and an apparent shift of the symmetric
ν0 transition. The most obvious QI and NP mechanisms, as
considered above, cannot explain these observations. Experi-
mental artifacts also seem unlikely in light of the qualitatively
different line shapes observed in the three different transitions.
Taken together, the relative distortions of these line shapes
imply that it is the atomic structure of Ps that is driving the
underlying mechanism(s) responsible for our observations.
Whether this occurs via some subtle QI mechanism, an un-
expected coupling between states, or some sort of exotic NP
remains to be seen. Certainly, further experiments and more
theoretical work are needed.
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