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Topological behavior of a neutral spin-1/2 particle in a background magnetic field
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We present results of a numerical experiment in which a neutral spin-1/2 particle subjected to a static magnetic
vortex field passes through a double slit barrier. We demonstrate that the resulting interference pattern on a
detection screen exhibits fringes reminiscent of Aharonov-Bohm scattering by a magnetic flux tube. To gain
better understanding of the observed behavior, we provide analytic solutions for a neutral spin-1/2 rigid planar
rotor in the aforementioned magnetic field. We demonstrate how that system exhibits a generalized Aharonov-
Bohm effect [Wu and Yang, Phys. Rev. D 12, 3845 (1975)], due to the emergence of an effective SU(2) Wu-Yang
(WY) flux tube. We study the behavior of the gauge invariant partition function and demonstrate a topological
phase transition for the spin-1/2 planar rotor. We provide an expression for the partition function in which its
dependence on the Wilson loop integral of the WY gauge potential is explicit. We generalize to a spin-1 system in
order to explore the Wilczek-Zee (WZ) mechanism in a full quantum setting. We show how degeneracy is lifted
by higher-order gauge corrections that alter the semiclassical WZ phase. Models that allow analytic description
provide a foil to objections that question the fidelity of predictions based on the generalized Born-Oppenheimer
approximation in atomic and molecular systems. Though the primary focus of this paper concerns the emergence
of gauge structure in neutral systems, the theory is also applicable to systems that possess electric charge. In that
case, we explore interference between fundamental gauge fields (i.e., electromagnetism) with effective gauge
potentials. We propose a possible laboratory demonstration for the latter in an ion trap setting. We illustrate how

effective gauge potentials influence wave-packet revivals in the said ion trap.
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I. INTRODUCTION

The double slit experiment and the Aharonov-Bohm (AB)
effect [1] are iconic examples that highlight novel and coun-
terintuitive aspects of the quantum theory [2]. The former
has long served as a pedagogical device [3] to introduce
the notion of wave-particle duality to students of quantum
mechanics and laboratory demonstrations of it have raised
new questions regarding the role of measurement in quantum
mechanics (QM) [4,5]. The AB effect demonstrates the role
of gauge potentials in quantum mechanics, and Feynman [3]
framed it in a double slit setting to illustrate and underscore
its topological significance.

From the Einstein-Bohr-Sommerfeld quantization rules to
the TKNN integers [6], topology has always played a role
in QM, and for which the AB effect offers an instructive
template. It has been applied to elaborate on the nature of
anyons [7] and other forms of exotic quantum matter [8].
Researchers hope to harness topology in service of enabling
high-fidelity qubit technology [9] and fault tolerant quantum
computing [10].

In this paper we illustrate how AB-like topological effects,
and their non-Abelian generalization [11,12], manifest in sim-
ple quantum systems that allow accurate numerical as well as
analytic solutions. First, we consider the dynamics of a neutral
spin-1/2 system coupled to an external static magnetic field.
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We perform a quantum-mechanical numerical experiment in
which the particle passes through a double slit barrier. When
the position of the particle is measured at a detection screen
we find an anticipated wave interference pattern.

In addition to interference due to the presence of barrier
slits, we show that the resulting pattern is best described by
appealing to a model in which a charged particle is minimally
coupled to the gauge potential of an effective magnetic flux
tube. This, despite the fact that the spin-1/2 particle is neutral
and couples locally to the external field via the standard ji - B
term.

The gauge principle forms a cornerstone to our mod-
ern understanding of the fundamental constituents of matter.
Quantum electrodynamics is the best known example of an
Abelian gauge theory, and its non-Abelian generalization il-
luminates the landscape within the nucleus. Gauge invariance
guarantees charge conservation, and is the guiding principle
that ensures a gauge field’s raison d’étre. For example, the
following Hamiltonian (up to a surface term) for a scalar
field ¢,

2
T / Ex ¢ (V2 (x), ()
2m

is not invariant under the replacement of field operator ¢(x)
with exp[iA(x)]¢(x). Introducing an auxiliary quantum field
A so that

2
I / Px o’V —idx), Q)
2m
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gauge invariance is enforced provided that, as ¢(x) —
exp[iA(x)]p(x),A — A + VA.In QM the Schrédinger equa-
tion is not invariant under a gauge transformation of the wave
amplitude, however the eigenvalues of operators, i.e., observ-
ables, are. Dirac [13] argued that a Schrédinger description
in which the wave function is minimally coupled to a gauge
potential is equivalent to a gauge field free theory in which
wave amplitudes possess nonintegrable [11,13], or Peierls
[14] phase factors.

Here we provide examples of pedestrian quantum systems
in which gauge structures arise in a natural manner without the
need to summon the former. This feature of QM has long been
noted in studies of atomic and molecular systems [15-18].
But, as those descriptions require the application of Born-
Oppenheimer (BO) like approximations, predictions are open
to interpretation that attracts skepticism [19]. For example,
laboratory searches for the molecular Aharonov-Bohm effect
[20], in the reactive scattering of molecules, have had a long
and controversial history [21-23]. In this paper we address
some of those concerns in two ways: (i) we identify systems
that allow analytic solutions, and (ii) we explicitly demon-
strate the dependence of gauge invariant quantities (e.g., the
partition function) on the Wilson loop integral of a nontrivial
gauge potential. Furthermore, our analysis does not require
the semiclassical notion of adiabaticity, or degeneracy in the
adiabatic eigenvalues.

The numerical experiment summarized below provides a
concrete demonstration of how effective gauge potentials arise
in a quantum system that appear to have no overt gauge
structure. This system (without the double slit) was first pro-
posed [24] as an example of inertial frame dragging. Here we
confirm, via our numerical simulation, the predictions of that
gedanken system. In addition to the predicted [24] Abelian
AB behavior, we explore non-Abelian features inherent in
analogous systems that allow analytic solution.

In Sec. II, we summarize the results of our numerical ex-
periment. We demonstrate the scattering of a neutral spin-1,/2
wave packet by a double slit barrier. The packet experiences
a background magnetic field B in which the condition V(i -
B) = 0 is satisfied. The latter ensures that the packet does
not experience a gradient force. We analyze the interference
pattern at a postslit detection screen and find that it shares the
predicted structure of a charged particle that is scattered by an
AB magnetic flux tube.

In order to gain better understanding of this phenomenon,
we introduce, in Sec. III, a system that allows analytic solu-
tion. We calculate the partition function of a neutral spin-1/2
planar rotor placed in the aforementioned B field configura-
tion. In addition to verifying the AB features observed in our
numerical demonstration, we conclude that a model charac-
terized by a Wu-Yang [11] (WY) flux tube provides a more
accurate description. We demonstrate that the, gauge invari-
ant, partition function is an explicit function of the Wilson
loop [25] integral of a (WY) gauge field.

Early studies [15,16,18,26] have demonstrated how non-
trivial gauge structures arise in molecular and atomic systems.
In low-energy atomic collisions [18,27] and molecular struc-
ture [16] calculations, it is convenient to express the state
vector in a basis of Born-Oppenheimer eigenstates. A com-
plete set of such states leads to gauge potentials, coupled

to the nuclear motion, that have both spatial and temporal
components [18,27,28]. The spatial components describe a
pure gauge, and it is only after truncation from a Hilbert space
spanned by a complete set to a subspace that the spatial com-
ponents acquire a nontrivial Wilson loop value. For that reason
it has sometimes been argued that gauge fields that lead to
nontrivial Wilson loop integrals (also known as geometric, or
Berry, phases) are artifacts of the approximation or truncation
procedure. In Sec. IV, we investigate this question for the
model introduced in Sec. III. We demonstrate how an open
ended, but gauge invariant, Wilson line integral of a 3 + 1
gauge field along a space-time path can lead to a nontrivial
spatial Wilson loop integral when projected to a closed path
of the spatial subspace.

Wilzcek and Zee [29] demonstrated how non-Abelian
geometric phases arise in the slow evolution of a system
possessing degenerate adiabatic eigenstates that are well sepa-
rated from distant states. As our spin-1/2 model contains only
two internal states, separated by an energy gap, the Wilczek-
Zee mechanism is not applicable. Therefore we introduce, in
Sec. V, an extension to our two state model by positing a
three internal state system that allows analytic solutions. In
the latter, two internal states are degenerate and a third state is
separated from them by a large energy defect. We analyze its
gauge structure, and show that higher-order gauge corrections
[17,18,27,30] break the degeneracy evident in (semiclassical)
adiabatic evolution [29]. As a consequence, gauge covariance
is regained only in the 3 + 1 formalism [18]. In Sec. VI, we
provide a summary and conclusion of our efforts and propose
possible systems in which the effects described above may be
gleaned in a laboratory setting.

Unless otherwise stated we use units in which # = 1. With
the exception of the Pauli matrices, we use boldface typeface
to represent both vector and matrix valued quantities. In some
cases, when there is the possibility of ambiguity, we use ex-
plicit vector notation to represent vector valued quantities.

II. NUMERICAL DOUBLE SLIT EXPERIMENT
FOR A NEUTRAL SPIN-1/2 SYSTEM IN A STATIC
MAGNETIC FIELD

Consider a neutral spin-1/2 atom or neutron with magnetic
moment /i, and mass m, in the presence of a static background
magnetic field

B=B ¢ +Bok 3)

where ¢, p, z describe a cylindrical coordinate system. B, and
By are taken to be constants so that B describes a vortex
configuration superimposed on a constant magnetic field in
the k direction. The Hamiltonian for a neutral spin-1/2 system
is

hz
H=——1V:+V,
2m BT

A cosd

Vz'ua'B:(iexp(iqS)Asin@ —Acosf

—iexp(—ig) Asin 0)
)

where p is a constant, tan @ = B, /By is a magnetic field tilting
angle and A is a constant. The adiabatic, or BO, eigenenergies
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of H are the constant surfaces

Vso = iy /B + B: = +A (5)

separated by a finite energy gap 2A. Though the magnetic-
field lines have a vortex structure, and ignoring a small
higher-order correction [28], the gradient force —%VBO van-
ishes. Thus wave packets evolve, as confirmed in a previous
numerical study [28], with minimal distortion induced by the
presence of scalar potentials.

equation

2 2 2
axp Yy n 2mL°V ©)
31’ 9&2 an? i
are propagated. L is an arbitrary length scale and we have
dimensionless arguments T = # t,(§,n1)=(x/L,y/L). In
this algorithm a wave packet at t = 1, is propagated to t =
to + 6t, for a small time increment §¢ according to

We use the split-operator method [31], in which the spatial Y(t +6t) =UxeUvUxg ¥ (1) (7
coordinates are discretized into a 1024 x 1024 pixel grid,
and wave packets obeying the time dependent Schrédinger where
|
a2 02
ool 5 (5 2
and
_[cos(ASt) —1i cosfsin(A dt) —exp(—i¢)sin O sin(A 8t) .
Uy = ( exp(ip)sin@sin(A8t)  cos(A 8t)+ i cos @ sin(A st) ) FPI VB, ®)

where ¢ = ¢(&, ). Expression (9) corresponds to exponen-
tiation of potential matrix V modulated by Vj, the barrier
potential, and 1 is a unit matrix. We follow the propagation
algorithm described in detail in the Supplement to Sec. III in
Ref. [32].

Figure 1 describes the evolution of a wave packet initially
in the ground adiabatic state of a Zeeman split spin-1/2
system. The probability density, as a function of time, is
illustrated in the panels of that figure. The system evolves on

1001 mj

—
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FIG. 1. Time series plot of a wave packet at initial time #, as it
proceeds, from upper left to lower right, to a double slit barrier (solid
line outline). The (red) dashed line represents a detection screen, and
at final time ¢, shown in the panel at the lower right the particle
position is measured.

(

the ground-state adiabatic state, that at initial time # = 0 has
the form

(n 770 )

g&,n) = ) exp(ik(n — no))

1
am CXp(—
x (tanh(d(§ + &o)) — tanh(d(§ — &))) (10)

where a = 1/4,n0 = —3,&y = 3,d = 4, for the case B; =0
which corresponds to the angle & = 0 in Eq. (9). We adjusted
the bias field By so that the ratio of the average kinetic energy
k? of the packet with A has the value k*>/A = 0.07. Because
the latter ratio is small, the packet evolves largely in its ground
Zeeman state. At the detection screen, shown by the (red)
dashed line, the wave amplitude forms an interference pattern
that is plotted in Fig. 2. In that figure, the solid (blue) line

l\

FIG. 2. Comparison of observed interference patterns at an ob-
servation screen with a fit using the model given by Eq. (11). Solid
(blue) lines represent simulation data; (red) dashed lines represent
a fit to Eq. (11). The horizontal axis represents the dimensionless &
coordinate of the observation screen.
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denotes the square of the absolute value of the simulated
amplitude at the detection screen, whereas the (red) dashed
line is an analytic fit based on a model described below. In
calculating the latter we defined an effective scalar probability
amplitude

¥ = Vg +exp(i By (1)

where Y ; are defined by the following expression:

Yro&,n)

XL exp(iky/(n — n0)2 + (§ — x)?)

etem | SO -1+ G s

dx

12)

Here &, n are the coordinates of the observation point, xg
are the rightmost horizontal coordinates of the right and left
apertures, respectively, and w is the aperture width. The aper-
tures are centered at = 0.5 along a line parallel to the £ axis,
and k, A, and B are adjustable parameters. We used the values
k =13.5,A = 11, and 8 = 0 to generate the (red) dashed line
in Fig. 2.

The aperture parameters xg ; = {D/2, —D}, w = D/2, for
D =1, are fixed by the barrier geometry. Figure 2 demon-
strates that model (11) with 8 = 0 provides a good fit to the
simulated data. Modest error is localized on the outer fringes
of the distribution which, presumably, can be corrected by the
use of a more refined aperture function in definition (12). We
define the probability distribution,

1Y (&, ns, 1)
S @, ns,tp)PdE

where ¥ (£, n,, t7) is a solution to Eq. (6) at 7y, the location
of the detection screen at time f7. It is compared to a corre-
sponding distribution p(§), generated by the model amplitude
(11). We construct a statistical measure for the similarity,
or fidelity, between the two distributions, the Bhattacharyya
distance [33]:

q) =

dy = —In / JPEaE) dt. (13)

The Bhattacharyya distance vanishes for a pair of identical
distributions, and for the data shown in Fig. 2 we found the
minimum value for dg = 0.002, at 8 = 0.

In a subsequent run we adjusted the magnetic-field tilting
angle so that & = m /2, but the value of the Zeeman energy
shift was unchanged. The resulting interference pattern is
illustrated in Fig. 3 by the (red) dashed line. Comparison with
the results of the previous run, illustrated by the (blue) solid
line, shows a dramatic shift in the pattern. A much better fit,
with a Bhattacharyya distance dg = 0.004, was found using
the value B ~ 7 in Eq. (11).

We also compared the probability distributions for the re-
flected packet on a measurement screen located behind the
barrier for the two cases 6 = 0,0 = 7 /2, and shown in Fig. 4.
Unlike the dramatic shift in the patterns shown in Fig. 3, Fig. 4
demonstrates almost perfect alignment between the pair of
interference patterns for those tilting angles.

In Table I we calculated the minimum for dg(8) as a func-
tion of the magnetic tilting angles 6 in the range 0 < 6 < 7.

-4 -2 2 4
¢

FIG. 3. Simulated data, shown by the (red) dashed line, corre-
sponding to the magnetic tilting angle & = /2. The solid (blue) line
represents simulation data for the case & = 0. The horizontal axis
represents the dimensionless & coordinate of the observation screen.

-4 -2 2 4
¢

FIG. 4. Comparison of backscattered interference, for the two
titling angles 6 = 0 [(blue) solid line] and 6 = 7 /2 [(red) dashed
line]. The horizontal axis represents the dimensionless & coordinate
of the observation screen.

TABLE 1. The first column contains values of 6, defined in
Eq. (4), that are used in the simulations. The second column itemizes
6 for which 8 = (1 — cos @) minimizes the Bhattacharyya distance
dp(B). The third column itemizes the values dg(fB). The entry for
0 = /2 was determined by an average of two simulations obtained
in different gauges.

0 0 dg(B)
0.00 0.00 0.002
0.39 0.38 0.002
0.79 0.75 0.003
1.18 1.12 0.003
1.57 1.57 0.004
1.96 2.02 0.003
2.35 2.39 0.003
2.75 2.77 0.002
3.14 3.14 0.002
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FIG. 5. Calculated values of the mixing parameter $ as a func-
tion of 6 obtained from the simulations. Circle icons correspond to
values obtained from the propagation of an initial packet g(&, n),
given in Eq. (10), whereas the triangle icons represent data using the
gauge transformed packet expli¢p(€, n)]g(€, n). The discrepancy at
6 = m /2 is attributed to Trotterization error. The dashed line denotes
the theoretical values 8 = (1 — cosf).

In Fig. 5 we plot the calculated values of the mixing parameter
B as a function of 6. The icons represent the values of
obtained from a time evolved wave packet that at t = 0 is
given by Eq. (10).

We also explored the behavior of the interference pattern
as the vortex center &, of the magnetic field is shifted from its
position on the origin € = 0,7 = 0, to points £ > 0,7 =0
along the barrier. In Table II we itemize the observed values
for the tilting angle 6 and the corresponding Bhattacharyya
distance local minima for various values of &.. In these
calculations we chose 8 = /2 and excluded values in the
range 0.5 < &, < 1 that correspond to locations on an aperture
opening.

Table 1II illustrates that for values 0 < £, < D/2, a region
obstructed by the barrier, the value for § = w (1 — cos ) ~m
is nearly constant. There is a sudden jump in 8 having a value
consistent with a null value (Mod 2x), for values of &. to
the right of the aperture opening £ > D. Here, the tabulated
values of 6 correspond to local minima in the Bhattacharyya
distance. The global minima having values dg ~ 0.002 are
found in the range 6.0 < 8 < 2.

Finally, we adjust the Zeeman parameter in such a way
that A/k* — 0. In the extreme limit where A = 0, and the
spin levels are degenerate, matrix V' vanishes and each level

TABLE II. For 6 = m /2, a tabulation for the observed values of
6 as a function of vortex center & and dg(8) at their local minima.
The aperture parameter D = 1.

& 0 dz(B)
0.00 1.50 0.004
D/4 1.49 0.004
D)2 1.46 0.005
D 0.00 0.009
3D/2 0.00 0.005
2D 0.00 0.004

propagates identically as a free particle, for which 8 — 0. Our
numerical calculations are in harmony with this prediction as
AJK> — 0.

The results are summarized by the following observations.

(1) The data obtained in the simulations, for vortex centers
—D/2 < & < D/2, are well described by Eq. (11) where g
takes the value 77 (1 — cos ).

(2) For an external magnetic field in which |&.| > |D| the
value 8 ~ 0 provides a best local fit.

(3) In the region behind the barrier, in which the packet is
backscattered, the interference pattern is largely insensitive to
the value of the tilting angle 6.

(4) If the packet mean kinetic energy E > 2A the interfer-
ence pattern is largely insensitive to the location of &, and in
harmony with the fit where 8 ~ 0.

The features described above are suggestive of dynamics
influenced by topology. Indeed, it is the behavior predicted in
Feynman’s thought experiment treatment of AB scattering [1]
of a charged scalar particle in a double slit apparatus [3]. Ob-
servations 1—4 are consistent with the following hypothesis:

ﬂ:fdix where A= L¢P gy
c 2p
is a gauge potential that describes an AB-like flux tube of
strength (1 — cos6)/2 located at the magnetic-field vortex
center & within the barrier. The line integral is taken along
a single circuit about a closed path C (in the counterclockwise
direction) that circumscribes &,.

Hamiltonian (4) possesses no overt gauge structure, but
it is known [15,16,18,26] that effective gauge potentials can
emerge in quantum systems not coupled to fundamental gauge
fields. In this paper we highlight the utility of using a gauge
theory framework to characterize quantum systems that ex-
hibit apparent topological AB-like behavior in a scattering
setting. However, the features itemized above do not com-
pletely fit into the standard AB framework. It requires, as
shown below, application of non-Abelian ideas and in order to
elaborate on this observation we introduce a simpler physical
system that allows an analytic description.

III. A SPIN-1/2 ROTOR

We substitute the two-dimensional kinetic-energy operator,
. 2 = .
in Eq. (4), I VI% - % 95 (setting i = 1), so that

> 2m

1 -
H:—51%+uaﬁ. (15)
H describes a neutral spin-1/2 particle constrained on a unit
circle (i.e., a planar rotor with spin and moment of inertia
I), subjected to an external magnetic field given in Eq. (3).
The rotor coordinates ¢ = 0, 27 are identified. Hamiltonian
Eq. (15) can be rewritten as

1
H=—-——3+V 16
21¢+ (16)

where V is defined in Eq. (4). Analytic solution to the eigen-
value problem corresponding to Hamiltonian (15) is available
(see Appendix A) but, in order to gain insight, here we elicit
approximate solutions to the latter. First, we transform the
eigenvalue equation corresponding to Hamiltonian (15) into

042212-5



B. ZYGELMAN

PHYSICAL REVIEW A 103, 042212 (2021)

the so-called adiabatic representation [ 18] which we define by
Yy=UF 17)

where
U = exp(—io3¢/2) exp(io10/2) exp(ioz¢/2)  (18)

is a single-valued unitary operator. We get
1
—57 (0 — iAY’F + AoyF = EF (19)

where the non-Abelian, pure, gauge potential
A =iU"dsU
1 cost — 1
2\ —i sinfexp(ip)
If we ignore the off-diagonal components of the gauge po-
tential and project this equation to the ground manifold via
projection operator |—)(—|, we find

1 2 B
—5; (B — A’y + 2 Fy = AF, = EF,

i sin @ exp(—i¢)
(1 —cosB) ) (20)

Ag=(1—-cos0)/2 =a,
B =ApnAy = (sin0)/4 = a(l — a). (21

‘We note that

F, = exp(im¢) (22)
is an eigenstate of Eq. (21) corresponding to eigenvalue
P ) o N
21 21
m* ma o«
=———+4+——-A 23
21 1 + 21 23)

It agrees with the leading-order limit of the exact analytic
eigenvalue given by expression (A13) as A — oo:

m2 mo o

_ = — — A=E,.

a1 T ¢

Consider now the excited-state manifold obtained via pro-
jection |+)(+]:

(24)

Fo = exp(i(m — 1)¢) (25)
is an eigenstate of the latter corresponding to eigenvalue

_(m—1+aP B

E, — + A
' 21 + 21 +
m> me—-1 1-—«
= — A. 26
21 1 + 21 + (26)
Note that
1
Il —a=—=(14cosb)
2
and so

m?>  m(l 4 cosH) n 14 cos®

T 2 4l
Comparing to Eq. (A12) we find, as A — o0, E, — E,.

+A. Q@D

e

In conclusion, we find that in the adiabatic gauge the
approximate eigensolutions to Eqgs. (19), obtained by disre-
garding off-diagonal couplings, are

o explime) (0
)

2
exp(i(m — 1)¢) (1
a _ VT W 28
ve 2 <0> 9

with eigenenergies E,, E, respectively. They agree with the
exact analytic eigenstates of Hamiltonian (16), obtained in
Appendix A, to leading order in the limit A — oo.

IV. THE WU-YANG FLUX TUBE

Some time ago, Wu and Yang [11] entertained the notion
of a generalized Aharonov-Bohm effect. They postulated a
SU(2) flux tube that may allow, if found in nature, topological
transformation of isotopic charge when a system, described
by an isotopic amplitude, is transported about the flux tube. In
this paper we demonstrate how the spin-1/2 system described
in the previous section possesses some of the salient features
of a particle, with spin degrees of freedom, coupled to a WY
flux tube. To set the stage for that discussion we first introduce
an idealized model in which a free rotor is coupled to a WY
connection.

A. Rotor coupled to a Wu-Yang gauge potential
Consider the following gauge potential:
A=0 A A={A,A),

_ —ay
C(x—x0)? )y

. o (x —xp)
C (x—x)?+)?

where x,y are the coordinates of a (iso) spin-1/2 particle.
It is straightforward to verify that the spatial components of
the matrix-valued curvature two-form F vanish identically
in the region excluding the point x = xp > 0,y = 0. From
that observation it may appear that gauge connection (29)
corresponds to that of a pure gauge. Nevertheless, as for the
conventional AB vector potential, its Wilson loop integral
circumscribing the point xy, y = 0 is nontrivial.

For connection (29) the gauge invariant trace of the Wilson
loop integral has the value

x y (29)

W(C) = TrPexp (ifd&A) =2cos2mma  (30)
o

where C is an arbitrary contour (of counterclockwise sense)
that encloses the point (xg, y = 0) and m, the winding number,
itemizes the number of circuits taken around C. P represents
path ordering.

As first pointed out by Wu and Yang, gauge potential (29)
is an SU(2) generalization of the Aharonov-Bohm potential.
As one can find a gauge in which A is diagonal and therefore
has an “Abelianized” structure, the Wu-Yang gauge potential
is not “truly non-Abelian” [12,16]. However, it is not simply
the potential of two AB flux tubes of opposite charge [34] as A
describes an SU(2) flux tube piercing the x y plane at the point
(x0, ¥y = 0). A pictorial representation of a WY flux tube is
illustrated in Fig. 6.
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FIG. 6. Wu-Yang flux tube, piercing, or intersecting, an xy plane
that is circumscribed by a rotor track (left panel). The right panel
shows the flux tube exterior of the rotor track.

We seek a Schrodinger equation for a spin-1/2 particle,
constrained on the unit circle x> + y? = 1, coupled to gauge
potential (29), as well as a scalar potential Ag = —o3 A, where
A is a constant energy defect. Constrained systems typically
involve singular Lagrangians [35] and a rigorous derivation of
the corresponding Hamiltonian requires application of Dirac’s
theory [35] of constrained dynamical systems. The latter has
been applied to construct the quantum Hamiltonian of a scalar
particle constrained on a circular path [36]. Here we use
a more heuristic approach by considering the standard (un-
constrained) Schrodinger equation in two dimensions and in
which the spin-1/2 particle is minimally coupled to gauge
potential (29). We have

1 2 0y
5 (V —iAPY — Aoy =i %o 31)
where
o xg sin(¢)
r2 — 2rxp cos(¢) + xg2
+6 a(r —xp cos(9))
r? — 2rxg cos(¢) + xo2
is expressed in a polar coordinate system. If xo < r, and in

the range —7 < ¢ <, and in which the end points are
identified, the function

Q. =« ? —o arctan[r + X0 tan <¢—5>] (33)
2 r— Xo 2

is single-valued. Therefore, we are allowed the gauge trans-
formation

A=—¢

(32)

¥ — ' =exp(—i Q. 03)¥,
A A =A+ve =42 (34)
r

Thus A’ describes a WY flux tube centered at the origin.
If the particle is constrained to move on the unit circle and
Xp < 1 we obtain the Schroédinger equation

1 Yy’
50 —iaos)y' — Aoy’ = ia—l/;_ (35)
The energy eigenstates to Eq. (35) are
/ exp(ime) (1
E)= — ,
wm( +) \/E (())
_(mta)
E, = 7 + A,
/ exp(img) (O)
E )= ——— ,
VnE = == (|
_ (m—a)?
E.=—5—-A (36)

where m is an integer.

Gauge transformation (34) using 2. is no longer single-
valued in the region xy > r, but using

Q. = —« ? —o arctan[r + X0 tan <¢—3>] (37
2 r— X 2

in Eq. (34) does induce a single-valued gauge transformation
in this region. Replacing €. with _ in (34) we find A’ = 0,
i.e., a pure gauge. Thus, for xy > 1 Eq. (35) is replaced with

1 2 / /. 31V
53 oW — Aoy =i o (38)
and
;o explimg) (1
)
Ee=gpta
' exp(imeo) <0>
E)=—-"" ,
wm( ) \/E 1
m2
=~ A. (39)

As the position of the flux tube shifts from xp < 1 to xp > 1
the energy spectrum shifts into that of a free rotor. This
topological feature is most clearly evident in the behavior
of the partition function Z =), exp(—BE,) where B is
an inverse temperature and E,, are the energy eigenvalues
for the eigenstates summarized above. Consider the propaga-
tor for the Schrodinger Eq. (35) in the region |xp| < 1 (see
Appendix B, for a derivation):

1
Glpt;¢'t) = ,/2ﬂ = exp(—io3AT) Y

(. (2mzw —¢+¢/)2>
x exp| il ———
2T

x exp(ia(mm — ¢ +¢')o3)  (40)

where 7 =1 — ¢’ > 0. In this form, the propagator contains
products that are proportional to the time interval t, and are of
a dynamical origin, with factors that are independent of t and
have a geometric, or topological, origin. Consider the classical
equation of motion for a planar rotor ¢(t) = w (t —t') + ¢’
or, if we sett’' = 0, ¢(t) = ¢’ + 2mm, for a rotor trajectory
that encompasses m circuits in a given time period t. The
resulting classical action

_ [ @—¢' —2mn)

2T “h

T I 5
Su(t) = dt—w
0o 2

where we used the fact that w= (¢ — ¢ +2mm)/t.
Therefore,

iy [T . .
G@1:9't) = [ 5—— > exp(iSu(v) exp(—iosAT)

x exp(ioza(mm — ¢ + ¢')). (42)
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FIG. 7. Plot of the ratio r(8) = Zwy/ 2 as a function of . The
labeled curves correspond to different values of «. The parameters
I = 1 and B are dimensionless.

The partition function corresponds to the trace over all closed
paths in which ¢ = ¢’, and the time interval 7 is Wick rotated
onto the imaginary axis. With the replacement t — —i 8, we
obtain

2
zwy=/ d$ TeG($, —i . 6, 0)
0

[ 2,2
=2 ﬁ cosh(BA) Xm:exp (— 2n ﬁm 1) cos(2mmra).

(43)

In the same manner we construct the partition function for
xo > 1. Thus, we find

2w m?I
ZWY = Z() Zexp < -
—~ B

)cos(2mna) xo <1,

27m?l
ZWY=ZOZexp<— nﬂm ) xo > 1,

[ 1
Zy=2 EY cosh(BA). (44)

In expression (44) the partition function is expressed as a
product of a purely dynamical contribution Z, and

> 272m?l
r<(B) = 1+Zexp<— 5 )2cos(2mna§),

m=1

(45)

g =0 X0 < 1, a§=0 xo > 1,

which is modulated by a topological term cos(2mm o)
proportional to the trace of the Wilson loop integral (30)
corresponding to winding number m.

In Fig. 7 we plot the ratio r_ () as a function of the inverse
temperature 8. The graph illustrates significant variation of
that ratio with respect to « at lower temperatures.

For xy > 1, r(B) undergoes a phase change as the curve is
independent of variations in «, and reverts to that labeled by
o = 0 1in that figure.

A=10,20,100

r(B)

FIG. 8. Plot of the ratio #(8), for different values of the energy
defect A, as a function of B. In this graph we chose the parameter val-
ues o = 1/2,xp = 0,1 = 1. The ratio corresponding to the Wu-Yang
system is given by the constant (black) dashed line. The (red) dashed
line [superimposed by the (blue) line labeled A = 0] corresponds to
a free rotor. The parameters 8 and A are dimensionless.

Wu and Yang introduced the concept of a generalized AB
effect almost 50 years ago, but, until recently, no physical
system has been identified in which such an effect might
be seen in the laboratory. In this paper we introduce such a
system. Though non-Abelian, nonadiabatic evolution has a
long history (e.g., [18,37]), below we demonstrate how the
latter may exhibit effective WY gauge structure. Examples
herein also allow full analytic description and address con-
cerns that the said gauge structures are artifacts of a projection
approximation.

In order to advance this thesis it is instructive to compare
the behavior of the gauge invariant partition function for the
Wu-Yang flux tube with that of the system described by the
partition function

Z=> exp(—BE-)+ Y _exp(—BE,) (46)

where E are given by expression (A9). The latter correspond
to the partition function of our physical model, a neutral par-
ticle constrained on a rotor track in the presence of magnetic
field (3).

Instead of comparing Zwy with Z, we compare terms
that only include the topological contribution to the partition
functions. To that end we define

HB)=Z/2 (47)

where Z, is defined in (44) but modified by the contribution
of the induced, scalar, counterterm
sin?(0)  a(l —a)
81 2
introduced in Egs. (23) and (26), i.e.,

2
A EZf:Xp(—,B(a 21“ )> /2;;3 cosh(BA).  (48)

In Fig. 8 we plot the ratio () for the values @ = 1/2, xy =
0, as a function of the inverse temperature 8 and the energy
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defect A. The (blue) curve corresponding to energy defect
A = 0 is identical to the curve obtained for the partition func-
tion of a planar rotor (i.e., without nontrivial gauge couplings).
Since gauge potential (20) describes a pure gauge, one might
argue for the plausibility that it does not contribute to the value
of the partition function Z. However, for nonvanishing energy
defects the graph shows a strong dependence of Z on the
topological factor 7. For energy defect A = 100, the value of
7 is almost identical, at low temperatures (8 >> 1), to the value
predicted by the Wu-Yang flux tube given by expression (45)
and shown by the dashed line in that figure. We conclude that
for large values of A the gauge invariant partition function
for the system defined in Eq. (15) approaches that of parti-
cle coupled to Wu-Yang flux tube. Though gauge potential
(20) is that of a pure gauge, the energy defect A breaks a
restricted spacial gauge symmetry as it corresponds to the
time component of a 3 + 1 gauge field [18]. Consequently
we find a nontrivial, non-Abelian, Wilson loop contribution
to the partition function. If we restrict our attention to the
ground state, the latter appears as an Abelian holonomy the
semiclassical analog of which [in which the quantum variable
¢ is demoted to a classical parameter ¢(¢)] corresponds to
Berry’s geometric phase [38,39].
Let us define amplitude G, so that

Y =U exp(—io3 At)G (49)

where U is defined in Eq. (18). Inserting (49) into the time
dependent version of Eq. (19), we obtain

—%(aq> —iA(1))’G = i% (50)
where
Al) = 1( ~cosf —1 i sin@exp(—iqb(t))),
2\ —i sin 0 exp(ig(t)) 1 —cos@
ot)=¢ —2Ar. (51)

A(t), like A in Eq. (20), is a pure gauge and generates a trivial
Wilson loop integral. However, if we replace the off-diagonal
components of (51) with a time expectation value, over inter-
val 7,

+i sin 6 (exp(Fi¢(t))) = +i sinb exp(:|:i¢>)(’)<i),

which as A — oo we ignore. In this approximation pure
gauge A(t) is replaced with the gauge potential of a SU(2)
WY flux tube.

B. Shifted magnetic vortex field

In the previous section we demonstrated how, in the limit
A — oo, the eigensolutions to Hamiltonian (4) tend to those
described by an effective Hamiltonian containing a Wu-Yang
flux tube. Suppose we have the following B field configura-
tion:

—yi (x —x0) ]

B/By = .
/Po VE—x0)2+y*  (x—x0)2 + 2

(52)

NN
|
i
h
I

FIG. 9. Spectrum for the rotor as a function of the vortex origin.
For xy < 1, it is circumscribed by the rotor track. Discontinuity
at xo = 1 demonstrates evidence of a topological phase transition.
Parameter x, is dimensionless.

which describes a vortex configuration centered at (x =
Xp,y = 0). The coupling term p o - B is now given by

0 iA(xo—x+iy)
A/ (xo—x)2+y?
iAG—x—iy) 0 0 , A =uB (53)
& (o=x)2+y?

and replacing x — cos ¢, y — sin ¢ the above expression can

be rewritten as
0 —iA e P

<iA 2 o ) wne=
Now if we define the operator

U = exp(—io3Q2/2) exp(ioym /4) exp(io32/2)  (55)

sin ¢

cos¢p —xp >4

we find that
H =UHyoU",
A 0
Hpo = (0 —A)' (56)
Forming the non-Abelian connection A = iU T%U we find
B 1 —xpcos¢ -1 i exp(—i2)
2+ 2x3 — 4xgcos ¢ \ —i exp(if2) 1 '
(57

The diagonal component of A; of A has the form
xpcos¢ — 1
2x3 —4cosdxg +2

Ay =03 (58)
and for the special case xp = 0 reduces to A; = 03/2 and
describes a Wu-Yang flux tube of “charge” 1/2 centered at the
origin. In Fig. 9 we plot, with the (red) solid lines, the energy
spectrum calculated for Hamiltonian (4) using field (52) for
values of x( ranging from xp = 0 to 1.8. Superimposed on
the figure, by the (blue) dotted lines, is the corresponding
spectrum for a rotor system minimally coupled to the gauge
field of a Wu-Yang flux tube centered at x(, and calculated
using the analytic formulas given in Eqgs. (36) and (39). The
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dashed (blue) lines correspond to the eigenvalues for a free
planar rotor.

V. THE IMPORTANCE OF BEING NON-ABELIAN

Consider the Schrodinger equation for a spin-1/2 particle
of mass m:

1 . 02 ’ _%
5,V A — A =io-,

A'o(¢) = exp(—ia ¢)A exp(ia p), (59)
=—-A a3,

where a is a constant 2 x 2 Hermitian matrix, ¢ is the az-

imuthal angle in a cylindrical coordinate system, and A’, A’y
are the spatial and time components of a 3 4+ 1 matrix-

valued (i.e., non-Abelian) gauge potential. Let A = 0, and so
Eq. (59) describes a spin-1/2 particle coupled to a matrix, or
spin-dependent, scalar potential —A’y. With gauge transfor-
mation = U F,U = exp(—ia ¢), amplitude F' obeys

1 - OF
——(V—iAYF —Ay(¢)F =i— (60)

2m ot

where
A=UAU+iUvVU= -2 __}
/xZ +y2
_ LoU

Ao =UTA U + iU'E =A. (61)

The similarity of Eq. (5§9) with (60) is a reflection of the fact
that the Schrodinger equation is covariant, or form invariant,
with respect to gauge transformations. Observable quantities,
the eigenvalues of operators, are gauge invariant.

Now gauge transformation U(¢) = exp(—ia ¢) must be
single-valued, i.e., U(0) = U (27), and so a has the form

4 m O
a=12 (0 n)z (62)
where m, n are integers, 0, y are constants, and

Z = exp(ifoy/2) exp(—iyo3/2)

is a constant unitary matrix. For the sake of simplicity, we

consider the case n = —m and so
_ cosf exp(iy)sin 6
a=4q (exp(—iy) sin 6 —cosf )’ (63)

where ¢ is an integer and 6,y are parameters, satisfies
Eq. (62). A full quantum description of this model is given in
Appendix C, but here we explore the behavior of the Wilson
loop integral of the 3 + 1 gauge potentials a, A.

Consider the following path-ordered Wilson loop integral,

W(Cy) = P exp <17§ dR .A)
Co

= exp (ia/dq)) (64)

where we used A defined in Eq. (61), Cy is a closed path that
circumscribes the origin in the z = 0, xy plane and d¢ is the
differential angle, with respect to the origin, of a segment of

FIG. 10. Space-time paths for the Wilson line integral (66). De-
formations within a set of projected paths on the xy plane, shown by
the dashed lines, that share the same winding number about the origin
do not alter the value of the integral. The bounding boxes provide a
three-dimensional perspective for those trajectories.

an arc along the path. Since [d¢ = 27wm, where m is the
winding number of the path,

W(Cy) = exp(ia2r m)
=Z exp(i2n gmoz)Z = 1. (65)

This identity is simply a reflection of the fact that Aisa pure
gauge.

A. Wilson line in space-time

In our discussion so far we noted that the partition function
of our spin-1/2 system contains Wilson loop contributions
that arise from nontrivial gauge fields, despite the fact that the
spatial components A of the 3+ 1 gauge potentials describe a
pure gauge.

To achieve a better understanding of how nontrivial Wilson
loop contributions arise in systems that are putatively coupled
to a pure gauge, we note that in evaluation of the partition
function we need to take into account paths in space and
time. Therefore, we consider a general path integral along an
arbitrary path (not including the origin) C(a, b) from point a
to b for gauge field A,,. Here u is an index that identifies a

space-time component
Au - {A(]vA.XvAyvAz}’ M:Oa 17 253

and we use a summation convention so that

W(a,b) = Pexp (z/ dz"Aﬂ>,
C(a,b)
dz"'A, = dtAg+A - dR. (66)

With gauge transformation ¢ = U+v/’, the gauge potentials
[25]

A, > A, =UTAU+iU DU, v=1,2,3,
Ao — Ay = U'AU +iU'3,U,
W(a,b) = UT(b)W(a, b)U(a). (67)

Consider paths of the type illustrated in Fig. 10. They are
trajectories in a manifold that is a Cartesian product of the
coordinates in the xy plane with a one-dimensional manifold
labeled by time ¢. The trace of W (a, b) for an open-ended path
is not, in general, gauge invariant. However, we evaluate the
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integral only along paths in which the projection of coordi-
nates a, b onto the spatial plane are equal at the initial and
final points of the trajectory. We also limit the gauge group
to time independent gauge transformations U so that the trace
of W(a, b) is invariant under this group of transformations.
Below we study the properties of W (a, b) as a function of the
defect parameter A.
We parametrize the trajectory z(t)

2(t) = x(Oi +y(0)] + fi()k (68)

where i} are the basis vectors in the spatial plane, and kis
the unit vector orthogonal to that plane and which we take to
define the time axis, so that the physical time # = f;(t). The
functions x(t), y(t), f;(t) are arbitrary but satisfy the condi-
tions x(0) = x(¢7), y(0) = y(tf) where 0 < t < t7 in order for
the path to make a closed loop, in the xy plane at T = ¢;. Using
Egs. (61), (66), and (68) we get

W(a,b) = P exp (l/ dz”AM)
C(a,b)

e (i [ ae (40 b
_Texp<1/0 dT(dta_l_d‘[A)) (69)

where T denotes time ordering. If @ commutes with A, ex-
pression (69) factors into a product of the trivial Wilson loop
integral (64) and a dynamical contribution generated by Aj.
For gauge potential (63) such a factorization is not possible,
as [a, 03] # 0. However, integral (69) can easily be evaluated
for a class of paths where d¢/dt = w is constant. Since

dp d¢ 1

dt  dt f/(1)
and ¢(tr) = ¢(0) Mod(27)

Wi(a,b) =T exp <i/f dt d—¢ <a+ A))
0 dt (0]
=exp(i2nm<a+%>>, (70)

where m is the winding number of the path. Exponentiation of
expression (70) results in
W(a, b) = cosQRmm Q)1

AJw — q cost
BI04 80 @) o

Q
.qsing .
+1i ) sin(2rm Q)(cos y o1 — sin y 03),
(71)
where
Qz\/A2+qza)2—2Aqwcose- 72)

w

Let us define an effective vector potential

\/xZLTyZ (a+ %) (73)

Unlike the pure gauge A, defined in Eq. (61), ./Z(eff engenders
a nontrivial Wilson loop integral W, for any loop, in the xy

Asit =

plane, enclosing the origin. Indeed,
W(a,b)=Wc = f dR - A (74)
c

where C is the projection of the space-time path (68) onto
the xy plane. Because x(0) = x(¢7), y(0) = y(t7), C forms a
closed loop.

In summary, we demonstrated how the space-time open-
ended path integral of a 3 + 1 non-Abelian gauge potential
leads to a nontrivial Wilson loop integral of an effective gauge
field A.g. For time independent gauge transformations, the
trace of W is gauge invariant. As VW, depends only on the
winding number, C can be shrunk to an infinitesimal loop
about the origin without altering the value of Wc¢. Thus A
represents the gauge potential of a Wu-Yang flux tube of
“charge” ££2, the eigenvalues of a + %. In general, W (a, b)
is a function of the dynamical parameters, A, @, but for large
% > 1 it tends to the product

2immw A .
W(a,b) =exp| —— o3 |exp(2imm q cos6 o3)
w

+O(w/A). (75)

We evaluated W in the adiabatic gauge [18], wherein A is
diagonal. Because U(¢p = 0) = U (¢ = 27) = 1, W is invari-
ant under a gauge transformation into the diabatic gauge [18].
The latter corresponds to Schrodinger Eq. (59) in which the

spatial component A’ = 0. In that gauge

W(a, b) = P exp (zf dz“A’#>
Cla,b)

=T exp (i/tf dt ﬁA’o(‘lj(l')))
0 dr

2m

=T exp (l/ T exp(—iawt)A exp(iawt))
0

(76)

where we used the fact that f;(t) =t and ¢(f) = wt. Re-
placing the upper limit in integral (76) with an arbitrary time
value ¢, we find that W (¢) obeys a time dependent Schrédinger
equation:
—iW (@) =HOW(@),
H(t) = exp(—iawt)Aexpliawt). a7

It can be integrated to give

W) = exp(—iawt)exp(iwt (a + A)) (78)
w

Thus,

_ 2nrm

W (a, b) :W(t - —>
w

where we used the fact that exp(2i7 ma) = 1. In the adia-
batic limit as w — 0, W(a, b) tends to the limit Eq. (75). In
that expression, the first, dynamical, factor exp(—z””T”A 03)
depends on the length of time ¢ty = 27m/w that it takes for
the system to travel from starting to end points. The second
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factor
exp(2imm g cosf o3)

depends on the spatial path taken. This factorization is in
harmony with the adiabatic theorem [38].

VI. ON THE WILCZEK-ZEE MECHANISM

In the previous sections we illustrated how nontrivial gauge
structures arise in a vector space that is a direct product of
a two state (or qubit) system with the Hilbert space of a
rotor. It is straightforward to extend this formalism to sys-
tems possessing additional internal degrees of freedom (e.g.,
spin-1, etc.). Indeed, this procedure is ubiquitous in theoretical
studies of slow atomic collisions and nonadiabatic molecular
dynamics. In those applications it is especially applicable if
the total system energy £ << A where A is an energy defect
that separates a submanifold of BO states separated by a large
energy gap from energetically higher-lying BO states. Thus
the Hilbert-space amplitude is projected to a set of effective,
or matrix-valued, amplitudes in the subspace. The resulting
set of coupled equations constitutes the Born-Huang [40] ap-
proximation, or the method of perturbed stationary states [41]
(PSS). The latter typically result in effective, nontrivial, non-
Abelian gauge couplings among the subspace amplitudes.

In a quasiclassical version of this procedure, Wilczek
and Zee demonstrated how the projected amplitudes, for a
submanifold of degenerate energy eigenstates, acquire a non-
Abelian geometric phase during adiabatic evolution.

Below we consider a spin-1 rotor system in which two
internal states possess degenerate energy eigenvalues that are
separated from the remaining internal states by a large energy
gap A. To illustrate this mechanism we choose a straightfor-
ward extension of Hamiltonian (59):

_ _L 2 T
H = 3, +U@VU (9),

21
U = exp(—iag),
sin sin 6
O o
a=| ¥ cosb 0
/\/E 9
—sing 0 —cosf
V2
A 0 O
V=10 ¢ 0]. (79)
0 0 e

This particular choice for @ guarantees that U is single-valued.
For our purposes it is convenient to choose ¢, = — sin? 0 /41.
Defining the adiabatic gauge amplitude F, so that

Yv=UF
we obtain the matrix-valued Schrodinger equation
—i(a¢—ia)2F+VF=ia—F. (80)
21 ot
With ansatz

F = exp(im¢)exp(—iEt)c (81)

where ¢ is a constant column matrix, we are led to the eigen-
value equation det |h — 1 E| = 0 where

1m—a)
21
Finding the eigenvalues of k involves solving for the roots
of a cubic equation, and for analytic expressions the Cardano
formula is available. The latter can be used to construct the
gauge invariant partition function

h +V. (82)

3

Z exp(— BE}) (83)

i=1 m

Z =

to the required degree of accuracy. The sums extend over the
spectrum of A, which are itemized by the motional quantum
number m, as well as the internal state quantum number i.
Here § is an inverse temperature.

Instead, because A >> e,, we use the PSS approximation in
which the amplitude F is projected to a Hilbert subspace. In
this case, the subspace is spanned by the degenerate eigen-
states of V, or the computational basis for a single qubit.
Introducing the projection operator

0 0 O
P=|0 1 O
0 0 1
defining
G=PF
we obtain the PSS equations
1 a-a—a,-a G
—— (9 —ia,)’G+P L 2G+V,G=i—
o 0o i) Gt 2 Y=g

(84)

where a, = PaP, V, = PV P. In this approximation we ig-
nore couplings between the P and Q = 1 — P submanifolds.

Though V, is diagonal and degenerate, the higher-order
induced scalar term [17,27]

a-a—a,-a 1 0 0 0
p— P Pp—_ |0 sin?0 —sin?6 | (85)
21 \o _gin20  sin6

is not. An additional gauge transformation in the projected
qubit subspace G = WG’ results in

1 s 1 N2 Y / / 8G’
—5(8¢—ta,,) G+V',G =z?,
a', =cosf o,
sin% 6
V', = ——o03,
TERE
W = exp(ioym /4) (86)

where o; are the standard spin-1/2 Pauli matrices.

Because the eigenstates of V', are not degenerate, Eq. (86)
is no longer covariant under a Wilczek-Zee gauge transfor-
mation. In the latter formulation ¢(¢) is treated as a classical
variable undergoing adiabatic evolution. Here ¢ is a quantum
variable, and the symmetry responsible for the degeneracy in
a quasiclassical formulation is broken. However we can, as
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described in the previous sections, enlarge the gauge group by
allowing the (matrix) scalar potential to be treated as the time
component of a 3 4+ 1 gauge potential.

Consider the gauge potential:

—iy Jx
+ , 87
x2 +y2 x2 +y2> ( )

which begets a’j, in the constrained rotor system described in
Eq. (86). Its Wilson loop integral for a path C circumscribing
the origin assumes the value

We(m) = TrPexp (l% dr -A’,,)
c
= 2cos(2r m cos ) (88)

A'p =o0jcosb (

where m is the winding number. For values cos 6 ¢ Z, identity
(88) demonstrates that a’,, unlike a in Eq. (62), is not a pure
gauge. The energy eigenvalues associated with Eq. (86) are

E—end _ m? + cos? 6
= € er, ey = 27 )
1 [sin*6

el = 7\/ G 4+ m? cos? @ (89)
and so the reduced partition function

7= ZZexp(—ﬂ eo)cosh(B ey). (90)
For higher temperatures, or 8 < 1, we can approximate

|mcos 6|
N —,

I
which implies that

2 29 ]
c~2)) exp(—ﬁw%>cosh(ﬂm°;’s > 1)

Applying the Poisson summation formula, we get

2 1 2Im?r?
7R 2 LZexp(—Ln)cosQnmcos@).
B~ B

92)

In order to obtain the total partition function Z, we must
include the contribution from the distant state with energy
eigenvalue E=! > ¢y & ¢;. In solving for the eigenvalues of
h we find that

gi-l m*  sin’6/2

1
=— A —)+... 3
wl =t St +O(A>+ (93)

and so the leading-order contribution is dominated by the term
exp(—B A) — 0as A — oo. Therefore,

2
Zrz= ‘/%I E exp(—=So(k)) cos(We(k)) (94
k

where S(k) = 2%k*1/B is proportional to the Wick rotated
classical action for a free rotor making k complete circuits
in a given time interval. It contains a dynamical contribution,
proportional to the classical action, that is modulated by a
purely topological term, the Wilson loop integral We (k). At

-0.05

-0.10

Energy

-0.15

-0.20

-0.25

FIG. 11. Ground-state (dimensionless) energy of Hamiltonian
(79) as a function of gauge parameter 6.

higher temperatures z is largely dominated by contributions
from the classical action and so we investigate the behavior of
Z in the low-temperature § — oo limit. A detailed derivation
is given in Appendix D and according to Egs. (D12)

2ml
7= 2,/ 5 exp(BV(0))

x Y exp(=So(k))cos(2 k Q) (95)
k
in that limit.
V) cos? 6 . [oy?

= — (04 —_,

I )
Q sin® 6 n sin® @ 4 cos2 0 96)

= — COS

4 16

where «, o1 are defined in Eq. (D2). In Fig. 9 we plot

E, = ﬂlim F(B) o7
where F = —Inz/p is the Helmholtz free energy, and which

in the limit 8 — oo represents the ground-state energy. In
Fig. 11, the solid line denotes the ground-state energy for
Hamiltonian (79), the dashed line denotes the adiabatic energy
e,, and the circle icons denote energies obtained in the PSS
approximation and calculated using expression (95) for the
partition function. The latter approximation is accurate for
values A/e, > 1. According to expression (95), the term
k Q is independent of the temperature parameter 8 and is
therefore of topological origin. The cross icons in that figure
represent the energies obtained by artificially setting Q2 = 0
in expression (95). The difference between those values and
the ones laying on the solid line, underscores the significance
of that topological contribution. Interestingly, unlike in the
high-temperature limit, the value for 2k 2 does not equal the
Wilson loop integral W of the projected gauge potential A’,,.

VII. CONCLUSION

In the remaining discussion we address possible laboratory
demonstrations of effects predicted and discussed in this pa-
per. Though we are unable to comment on the viability of

042212-13



B. ZYGELMAN

PHYSICAL REVIEW A 103, 042212 (2021)

FIG. 12. Illustration of a toroidal trap in which an ion of charge Q
simulates the motion of a planar, quasirigid, rotor. A current / [(red)
arrow] threading the doughnut hole induces an axial magnetic field.
The system is subjected to a background magnetic bias field (blue)
arrow.

present day laboratory capabilities to realize the double slit
system discussed in the introduction, we anchor our focus on
recent laboratory efforts to simulate a coherent quantum rotor.
For example, a planar quantum rotor was simulated [42] in a
cylindrical symmetric ion trap in which a pair of “°Ca™ ions
formed a two-ion Coulomb crystal. That experiment demon-
strated a capability to prepare and control angular momentum
states. Along those lines we propose trapping a spin-1/2 ion
in a toroidal trap as shown in Fig. 12. In that figure a positively
charged spin-1/2 ion, such as Ca% in its ground state, is
trapped in the torus. Instead, one can also consider a pair of
ions forming a Coulomb crystal, as described in [42]. The lat-
ter simulates, after factoring out the center-of-mass motions, a
single ion rotor. However, for the sake of illustration, we limit
this discussion to a toroidal trap configuration.

We thread an electric current along the symmetry axis
piercing the doughnut hole to induce a magnetic field along
the axial direction of the torus. Alternatively, an axial mag-
netic field can also be generated by joining a solenoid at its
ends to form a torus (i.e., a microtokamak). In addition to
the toroidal axial field, generated by current /, a constant
homogeneous bias magnetic field of magnitude By parallel
to the symmetry axis is applied. The Hamiltonian for this
system is

—K? 2 i
H = Z—(Vﬂ - iiAo) +U@DAPU"(P) + Viap  (98)
m he

where, in a cylindrical coordinate system,

~Bop . ol
Ao=(¢07—1%1n;0)]1 (99)

is the Landau gauge vector potential for the total magnetic
field. U(¢) is given by Eq. (18),
B
cosf = —0,

By + (%)2

q is the charge of the ion, pg is the magnetic constant,

[ I} 2
A(p)=1 B% + (—25;) 03,

and Viy,p is a trapping potential.

In the adiabatic representation, and assuming that Vi, is
independent of spin, we obtain the eigenvalue Schrédinger
equation:

K2

%(V —iA)’F(r) + A(p)F (r) + Virap(X)F (r) = EF (r),
(100)

where

A=iU'VU + A,

) <cost9 — 1+ LByp*

_ i sin @ exp(—i¢)
- Z —i sin 6 exp(ip)

(1 —cos6) + LByp*

. 0 -3 exp(—i¢)9/<p>>
+P (—% exp(i)8’(p) 0

_EQMolln 1 0
2hicr P\o 1)

Assuming that the trap potential is effective in freezing the
degrees of freedom in the radial and Z direction, and for a
large Zeeman energy gap A, we replace the three-dimensional
Schrodinger Eq. (100) with an effective one-dimensional
equation corresponding to a rigid planar rotor:

—h?
gz 0 A F (@) + A(p)F (9) = EF ().
0

(101)

2m
e L(e0s8(p0) =1+ 52 0
) 0 1 — cosf(po) + A2
(102)

where pg is the equilibrium value of the radial coordinate, and
® = Bym py? is the total magnetic flux enclosed by the rotor.
By tuning the current / and the bias field By we can alter and
discriminate the values of the Wilson loop for different spin
states. For example, if

qd
cosB(pp) —14+—=0
hme

0 0
.Aeff_) <O ﬂ)

hme

then
(103)

In this scenario the upper Zeeman level undergoes the motion
of a free rotor, whereas the lower component experiences an
effective AB flux tube with charge ®. Such a capability, if
realized, could find application as a different type of magne-
tometer and rotational sensor.

The planar rotor has also been used as a model for the
anyon [7]. In adiabatic transport about a flux tube it can
acquire a noninteger phase (modulus 277) as it completes one
circuit. In the rotor systems discussed here adiabatic transport
is problematic as an initial wave packet spreads in time. How-
ever, as a closed system, it eventually revives to its original
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shape. For example, the propagator for a spin-1/2 planar rotor
coupled to a Wu-Yang flux tube of “charge” « is given by

G(gt:¢'t' = 0)
= Z 1 exp(im(¢p — ¢’)) exp ( - iﬁ(m —ao )2t>
— 2 21 :

ha?t Zl . L hta
exp 121 A o exp|lim| ¢ — ¢ + o3 7

( ,hmzt)
xexp| —i——).

Now at the revival [43] time ty =

or

(104)

4”h’ N where N is an integer,

, 1 ) o
Gty ¢) = 7 &P < — iAgy 5)

X Z exp(im(¢p — ¢’ + o3A¢n))

o
= exp ( — ZA¢N 5)

" (8(¢ = ¢’ + Adw) 0 )
0 5(¢ —¢'— Adw)
(105)

where A¢gy =ty ET“ = 4 N«. Thus an arbitrary initial, local-
ized, wave packet is displaced, depending on its spin state,
by an amount +A¢y. Suppose & = m/p where m, p are inte-
gers, then the packet returns to its original starting point, i.e.,
A¢ = 0Mod 27 at ty« for N* = p. So if a localized packet at
t = 0 has the form

(V@)
Y(p,t =0)= (W(@), (106)
it evolves to
V(b ty) = exp(—i%(a»(“ﬁ%i) (107)
where
W) = % dR - Ayg,
Aup = &% (108)

is the argument of a Wilson loop integral with winding num-
ber m. Expression (107) demonstrates that an arbitrary wave
packet revives, up to a topological phase factor exp(iW,,(«)),
at its initial position. The latter demonstrates Abelian holon-
omy of the recurrence packet, a non-Abelian version of this
phenomenon is presented elsewhere [44].

On a final note, at the time of writing I have become
aware of recent literature in which similar themes, presented
in this paper, are discussed. Synthetic gauge structures on
a ring lattice have been explored in [45], and non-Abelian
Wu-Yang structures have been observed in optical systems
[46,47]. Non-Abelian gauge structures have also been recently
investigated in condensed-matter systems [37,48,49].
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APPENDIX A: THE SPIN-1/2 ROTOR—AN ANALYTIC
TREATMENT

Hamiltonian (15) describes a neutral spin-1/2 particle con-
strained on a unit circle (i.e., a planar rotor with spin and
moment of inertia I), subjected to the external magnetic field
given by Eq. (3). The rotor coordinates ¢ = 0, 27 are identi-
fied. It can be rewritten as

H = 182+V
o2 ’

. Acosf —iexp(—i¢) Asin6 (Al)
iexp(i¢p) Asin6 —Acos6 ’
H commutes with
J=—i s (A2)
=—i—+ -0
18¢> 5 93
the eigenstates of which,
_ (explilm — 1)¢) ¢y

V= ( exp(ime) c3 ’ (A3)

where m is an integer, satisfy

JY =m—1/2)y.

Using ansatz (A3) we find that the eigenvalue equation (H —
E)Yyr = 0 reduces to

(H—E)x=0

where ¢ = (g;) and

2 — m2+1—2m 1
—\2r 4]

1—-2m .
+ + Acosf oz + Asinfo,.  (A4)

41

1 is the unit matrix and o0, o3 are Pauli matrices. Introducing
the unitary operator W = exp(—io;£2/2) where

(1—2m)
57— + Acos 0

cos = ,
(1—=2m)* | (1—2m)Acosf
o~ T 21 5+ A2
. Asiné
sin 2 = ) (AS)
(1=2m)* | (1—2m)Acosf
o7 T 21 5+ A2
we find that
. m? 1—2m
WHW =| —+ —— |1
G+ )
(1-2m)? (1 —2m)Acos8
A2 .
+\/ T e 21 %
(A6)
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Therefore,

Vs = (exp(i(m — Do) 0
= 0 exp(ime)

) = (é) - = <?) (A8)

are eigenstates of H. That is,

Hyr(m) = E+(m)y+(m)

)WT I£), (A7)

where

where

m?2 (1 -=2m)
EL = —+4+——
21 4]

n (1 —2m)? N (1 —2m)Acos8 LA (A9)
1612 21 '
In the limit A — 0,and for 1 — 2m > 0, cos 2 — 1,
(m — 1)
2

Yy — exp(im — 1)@)|+), E; —
. m?
Y_ — exp(img)|—), E_ — R

and likewise, for 1 —2m < 0 cos 2 — —1,

(A10)

2

E, - —
MY

Uy — exp(ime)|+),

3

Y- — exp(i(m — D@)|-), E_ —

(m—1)?
- (A1

Equations (A10) and (A11) correspond to free rotor solutions.

In the limit A — oo, provided that A > “ﬁml ,

1 sin’6 (1 +cosf) sin’@
E = m? -
+m) =m (21 + 812A) m( a 8]2A>

+A+1+COS9 + sin 0% +O<i> ... (Al12)
41 32I2A A2
and
1 sin’ 6 (1 —cos@) sin?6
E_(m)=m —m _
(21 812A> < 21 812A)
CAd 1—cosf sin 62 —i—O(L)
4] 32I2A A2
(A13)

APPENDIX B: PROPAGATOR FOR A SPIN-1/2 ROTOR
COUPLED TO A WU-YANG FLUX TUBE

Consider the propagator for Schrodinger Eq. (35) in the
region |xg| < 1:

G(pt;¢'t") = (plexp(—iH 7)|¢’)
= Z YL (E s $)W s (Ey, ¢') exp(—iEyT)
+ Z v (E_, o), (E_, ¢")exp(—iE_T)

(BI)

where T =t —t' > 0. Thus

Gpt;¢'t)
1 a? A
=5 exp ( — zEr> exp(—iAo3T)
2
x 3" explim(@ — ¢)exp ( —i %)
xexp(—i@mal—r). (B2)

With the following definition of the Jacobi-theta function
[50,51],

Os(z,u) = Z exp(imm?u)exp(2imz), (B3)

We reexpress
2

Glpt;¢'t = i exp (—zg> exp(—iAo3T)

21
603(z_, u) 0
X( 0 6z u)) B
where
ot T
= (p—¢)/2 437 u=-—> (B5)

Employing the identity [50]

1 N 9 z 1
€x —i— - =, ——
N —iu P lnu 3 u u

S (5 ()

—l u
(B6)

03(z, u) =

we rewrite (B4) as

[T
Got;¢'t) = Py exp(—io3 AT)
_ 2
XE exp< —(Zmrr ¢+¢)>

x expiamm — ¢ +¢')oz).  (BT)

APPENDIX C

According to Egs. (60) and (61) the Schrodinger equation,
in the adiabatic gauge, for a rotor with unit radius is

L2 _, 2F + AosF OF (CD)
——\|=——ia o3F =i—
21\ 99 3 Y
where the gauge potential
. cos 6 exp(iy)sin6
=4 (exp(—iy) sin @ —cos6 ’ €2)

where ¢ is an integer and 6, y are parameters. To solve for its
energy spectrum we let F' = exp(im¢)/+/2m ¢ so that
(ml — a)?

77 c+o3Ac=ic (C3)
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orhc=ic:
_]l(m2+q2) m
B 21 I

h ( cosf — lf—lA exp(iy)sin 6 >

exp(—iy)sinfd —cosf + %A
(C4)

where we used the fact thata - @ = ¢* 1. The eigenvalues of k
are

e(m) = ep(m) x e1(m),

="
eo(m) = ,
0 21
2g*+ 12 A? —2Imgq Acosf
o — Vm2 g+ mq A cos ©5)
1
and the partition function
(Co)

Z =2 exp(—Bey(m))cosh(B e (m))

where g is the inverse temperature. For ¢ = 1, consider the
limit A « 1, in which

241
Z—)ZZGXp(—,Bmz—; )

X cosh (ﬁ(? — Acos@)).

Using the Poisson summation formula, we find

[ 2.2
Z—72 % Zexp ( - 21%) cosh(B A cos9).

(C8)

(€7

Thus, in this limit the partition function assumes the form of
a free rotor in the presence of a constant “scalar” potential
A cosf.

In the other extreme, I A > 1,

241
Z—)ZZ&:Xp(—ﬂmz—; )

m

x cosh (,B(A — ? cos 9>>

or, applying the Poisson summation formula,

z ) 2wl HB A sin® @
— Tcos B )exp(—,B 57 >

2m2m? I
xZexp —T cos(2m m cos@). (C10)

(€9)

In Fig. 13 we plotted the logarithm of the ratio Z/Z, where

[2m1 sin® 6
Zy=2 Tcosh(ﬁA)exp(—ﬂ Vi )

In that figure the solid lines are calculated using the exact
values Eq. (C6) for Z, whereas the dashed lines represent
the value obtained using the approximate expression (C10).

0.5~ :0 1
T 0=11/5 |
o adl
N
N [ O=r11/4
\E -0.5+ 1
3
6=r1/3
-1.0+~
10 12 14 16 - =

FIG. 13. Plot of ratio Ln(Z/Z,) as a function of the inverse
temperature 8. The dimensionless parameters / = 1, A = 100.

According to Eq. (C10), the ratio
2aim? I

Z/Zy = Zexp ( — T) cos(2m m cosB)

in the limit B > 1. The variation of this ratio, shown in
Fig. 13, demonstrates the role of the topological contribution
cos(2 m m cos ) to the, gauge invariant, partition function.

APPENDIX D

According to Eq. (90) the reduced partition function
2=2) exp(—Bey)cosh(Be),

m? 4 cos? 60
ey = T’

A4 m* 0 A sin% 6
e = — sin”6; = )
Ty 2 41

At cold temperatures as, e.g., 8 — 00, the approximation

(D)

er X ag + ag|m|,

ag = A,

5 cos? 6
(03] =—A+ A + 12

(D2)
is appropriate. Therefore, we need to evaluate
m? + cos’ 6
=2 — -
=yee(A("5))
x cosh(B(a + [mlay)) (D3)
or
cos? 0 m?
=2 — g
Z exp( B o )Zexp( ,321>
X (cosh(B ag) cosh(B a1 |m|)
+ sinh(B ) sinh(Bay|m|)). (D4)
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Applying the Poisson summation formula to Eq. (D4) leads to

%)/ 5 (cosh(ao,B)

2 2
XZGXP( 27-[,31]( )exp (alzlﬁ

_2 Gm )ZID( ok —i ))
ﬁsm(aoﬁ k m Dp ﬁ(” iy B

(D5)

z:2exp<

)cos(2n1koq)

where D is the Dawson integral [52] and where the summa-
tion is over all integers k. It is useful to express the latter in
terms of a confluent hypergeometric function [52]:

1 3
Dr(§) =& exp(— sm(z > 52) (D6)

For |&| > 1 we use the asymptotic expansion for the Kummer
function [53]:

13 5 CXP(E2) T
11':1(2 > §>—> 282 2\/» D7)

where the + sign refers to the cases

—z<ar (&2)<3—n and—3—n<ar (‘<§2)<—z
2 T8 2 y SIS
respectively. Or
Dr(£) — —g + Tf xp(—£?) (DS)

where =+ corresponds to Re(£) > —Im(£) and Re(§) <

—Im(&), respectively. Since & = /ﬁ ek —iBar)we find

that as 8 — oo (a1 #Z 0)

|1 : p po
ImDF( ﬁ(an— Loy /3)) — \/;47121(2 +la%l32

27 2721 k2
:i:\/TEexp <a12'3>exp(— il )cos(ZnIkoel).
(D9)
Thus, if o; > 0,
2 1 B cos’ @ (a0 ) a%I,B
~ |—exp| — ——— Jex ex
2z B p 27 pl&o p B

2712

) cosr la k) g(k)  (D10)

gk)=2 for
gk) =0 for
and we used the fact that

Z a1 1 ap 1
_ = —coth— ~ —
42k +aipf? 2 2 2

2nk < a1 B,
2nk > o1 B

(D11)

in this limit. Using definitions (D2) we find that

2nl
z—2 /7 exp(BV(9))

x Y exp(=So(k))cos(2 7 k 2)
k

(D12)

where Sy(k) is the Wick rotated action for a planar rotor
undergoing k circuits and

cos2 0 Iozl
Vo) =— o+ -
2
9 sin? @ N sin® 6 +cos?6 O13)
— 0s2 6.
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