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Observation of subnatural-linewidth spectra in cold *Li atoms
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We report an observation of the subnatural-linewidth spectroscopy in cold °Li atoms by combining the
interference contrast method and the time-delayed coincidence technique. The measured linewidth of D, lines
is as narrow as 3.6 MHz, which is well below its natural linewidth of 5.8 MHz. The hyperfine splitting of the
2Py, state is measured as 26.112(20) MHz with this subnatural-linewidth spectroscopy. The transitions of the
D; lines are partially resolved by using the developed technique. The time-delayed coincidence technique based
on the interference contrast method in cold atoms provides a route for robust fluorescence measurements and

determination of unresolved transitions.
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I. INTRODUCTION

Spectroscopy has been a key tool to understand the uni-
verse. It carries the information of atoms and molecules and
plays an important role in many fields of physics, such as
optical atomic clocks, tests of quantum electrodynamics, and
measurements of fundamental constants [1-3]. The spectral
resolution is typically determined by the natural linewidth,
which is the result of quantum mechanics: A large number
of atoms in an excited state decay photons statistically. In
pursuit of improving the accuracy of the measurement, the so-
phisticated techniques have been developed to overcome this
limitation. A narrower linewidth can be observed by detecting
the fluorescence photons emitting at the time longer than
the lifetime of atoms. Many previous works have developed
various methods to improve the sensitivity of spectroscopy by
selecting longer-lived atoms, such as Mdssbauer spectroscopy
[4-7], Ramsey resonance [8—10], and time-delayed coinci-
dence [11-14].

Some previous measurements have been implemented in
the thermal beams of alkali atoms, such as Na and Rb [15-18].
Lithium atoms are of particular interest among them. This is
because due to their relatively simple three electronic struc-
tures, the accurate wave function and atomic structure can be
obtained from the first principles, therefore, the high-precision
lithium atomic laser spectroscopy has attracted great atten-
tion in the field of precision measurement [19,20]. However,
because the hyperfine energy-level splitting of the D, line
is smaller than the natural linewidth, it is difficult to re-
solve the transitions and, thus, hinders the improvement of
the measurement. In this paper, we report an observation of
subnatural-linewidth spectroscopy by combining the interfer-
ence contrast method and the time-delayed coincidence tech-
nique in cold °Li atoms. The broadening mechanisms, such
as Doppler broadening and collision broadening, are greatly
suppressed by preparing the ultracold dilute atom sample
(tens of microkelvin, lowerer than the Doppler cooling limit).
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The spectroscopy is obtained by interfering the fluorescence
photons between different delay times through phase switch-
ing of the probe light. The fluorescence photons emitting at
the delay time larger than the lifetime of atoms are selected
and detected. The linewidth of the D; line is narrowed to
about 3.60 MHz, which is well below its natural linewidth
of 5.8 MHz. With this observed subnatural-linewidth spec-
troscopy, the excited-state hyperfine splitting of the D, line is
measured as 26.112(20) MHz, which agrees with the recent
measurements [21]. The partially resolved spectroscopy of
the D, lines is observed by using this technique. The result
could be important to improve the accuracy of the transition
frequencies of lithium atoms.

II. EXPERIMENTAL SETUP

The experimental setup is shown in Fig. 1, which is similar
to our recent work in Refs. [21-23]. %Li is cooled from 673 K
to 350 K through a Zeeman slower and a standard magneto-
optical trapping (MOT). Then, the gray molasses cooling is
implemented to further reduce the temperature of atoms to
50 uK [24-27]. At this stage, 5x107 atoms with a 2-mm
diameter of the cloud are prepared. The waist of the probe
laser is chosen as 1 cm to ensure the homogeneous distribution
of laser intensity at the location of the atoms. To minimize
the atom number loss during the interaction, the probe laser
intensity is attenuated to about 0.017y, (I = 7.5 mW/cm2
is the saturation intensity of the D, lines). The scattered light
by the atoms is collected by a large diameter lens and sent to
a polarized maintained single-mode fiber in the direction per-
pendicular to the probe laser. The photons of the fluorescence
is finally recorded by a commercial SPCM and processed by
a FPGA at a time resolution of 10 ns. Each single experiment
cycle takes 4 s, during which the phase of the probe laser is
reversed for 30 times.

Figure 1(a) shows the schematic of the experimental setup.
The probe laser at 671 nm is locked to a USC. The laser
first double passes an AOM1, which is always kept on, and
a small part of the laser light is used as the intensity feedback
to control the power fluctuation of probe laser less than 2%
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FIG. 1. Schematic of the experimental setup. (a) Probe laser
system. The frequency of the probe laser is locked to an ultrastable
optical cavity, and the frequency linear shift is better than 100 kHz
per day. (b) Schematic of the fluorescence detection. Ultrastable cav-
ity (USC); acousto-optic modulator (AOM); polarized beam splitter
(PBS); single-photon counting module (SPCM); field programmable
gate array (FPGA); electro-optic modulator (EOM).

during the following frequency sweep. AOM2 is controlled
by a transistor-transistor logic signal to realize the fast switch
of the probe laser power. A fiber-coupled EOM driven by a
rapidly changing voltage signal is used to realize the fast phase
switch of the probe laser. The time of phase switching is 5 ns
which is limited by the response of the voltage turning over.
Figure 2 shows the timing sequence of the experimental
process. After 3.5-s loading through the standard MOT, about
1.2x 108 atoms at the temperature of 1 mK is obtained. Then,
the cold atoms experience a compress stage. The Zeeman
deceleration is turned off, and the detuning and intensity of
the cooling and repumping laser are reduced whereas the
magnetic-field gradient is increased from 10 to 20 G/cm
during 10 ms. The temperature of the atoms is reduced to
350 uK with the number of atoms about 1.0x108. Subse-
quently, the cooling repumping laser light and the magnetic
field are turned off. Waiting for 500 us is to avoid the residual
magnetic field induced by fast switching of the coils. Then, the
gray molasses of the D line is implemented for 5 ms to further
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FIG. 2. Timing sequence of the probe process. There are five
stages: loading, compressed MOT cooling (CMOT), D; gray mo-
lasses (GM), pump, and detection stages. AOM2 switches on/off the
probe laser. The phase of probe laser is reversed by the fiber-coupled
EOM for 30 times within a single measurement. The intensities
and detunings of the cooling and repumping lasers are specified,
respectively.

cool atoms to 50 ©K with the number of atoms 5x 10”. During
the gray molasses cooling stage, the measured magnetic field
at the interaction region is about 0.8 uT by the two-photon
Raman spectroscopy. After the gray molasses cooling, a pump
light is used to pump all the atoms to the 28, F = 3/2 state.
The largest energy shift between different magnetic levels
in the D; line under this residual magnetic field is 15 kHz.
However, the imbalance of the population is just 0.56% from
Boltzmann distributions. Therefore, the frequency shift due to
the magnetic field is estimated to be 84 Hz.

After the cold atoms are prepared, the phase modulated
weak probe laser is turned on to perform the detection of time-
delayed coincidence. The fluorescence interference detection
and the phase switch sequence are shown in Fig. 3. The green
(upper) line represents the phase of the probe laser, the blue
(bottom) square wave denotes two fluorescence collection
windows, and the red (diagonal line) region shows the signal
amplitude of the spontaneous emission. The data are collected
in two windows for each measurement. Window1 receives
the fluorescence only from the probe laser before the phase
switching. Window?2 receives the fluorescence from the probe
laser both before and after the laser phase switching. Then,
a SPCM is enabled in a 50-ns time window to record the
fluorescence. The collected data are sent to a self-programmed
coincidence apparatus based on FPGA for analysis. The phase
of the probe laser is switched m after the first collection win-
dow, and the SPCM is enabled for a second 50-ns collection
window. The interval between the second collection and the
phase switching is a delay time #,. After the two collection
windows, the SPCM waits for 500 ns to start another measure-
ment section. There are 30 sections for the measurement. The
narrower linewidth can be obtained by increasing the value of
t; along with a fast decrease in the interference amplitude. The
photons from two opposite directions are collected to increase
the signal collection efficiency to 2% combined the coupling
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FIG. 3. The method of fluorescence interference detection, i.e.,
the detection stage in Fig. 2. The fluorescence is divided into three
parts: the red region (antidiagonal line region) represents the fluo-
rescence that the probe laser light with phase ¢ = 0; the pink region
(between the diagonal and the antidiagonal line region) represents
the decay of fluorescence excited by laser light with the same phase
¢ = 0; the yellow region (the diagonal line region) denotes for the
fluorescence that the probe laser phase is reversed to ¢ = . Two
of the many detection windows are shown here. The fluorescence
excited by the probe laser with phase ¢ = 0 is collected in the first
window. The fluorescence that comes from laser light with ¢ = 0 and
¢ = & are simultaneously detected in the second window where the
interference signal is extracted to obtain the spectroscopy.

efficiency of the fiber 30%, and the overall fluorescence col-
lection efficiency is about 0.6%.

III. THEORETICAL ANALYSIS

The time-delayed coincidence detection of fluorescence is
to detect the interference signal between photons at different
times, which can be understood by the model developed in
Ref. [13]. In experiments, the probe laser intensity is kept
constant. When the probe field Ey is weak, the induced flu-
orescence R(t;) can be written as

R(ty) = |Eo|*Pi(A) + |Eo|*(e7 — DPy(A, 1) +cc., (1)

where ¢ is the phase, A is the frequency detuning between the
probe laser and the atomic resonant frequency, y; (y2), and y;»
are the decay rates of the excited-(ground-) state population
and the coherence, c.c. is the complex conjugate,

Pay= L @)
P yiy, —iA + y12
and
Pan = L e e 3)

Ry, (—iA + y12)(iA —yia + 1)’

respectively. The first term in Eq. (1) is denoted for the fluo-
rescence signal of the steady-state response by the probe field
after the phase switching. If the laser phase remains constant,
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FIG. 4. The (a) interference signal and the (b) interference con-
trast signal of C; and C, at t; = 75 ns. Here the detuning is denoted
for the frequency difference of the probe laser relative to the tran-
sition 28,/,, F =3/2 — 2P,;;, F' = 1/2. Due to the fluctuation of
the atom number from shot to shot, the signal-to-noise ratio (SNR)
of the interference signal is only about 3.7. However, the SNR is
improved to about 50 by using the interference contrast, and the
statistical uncertainty is suppressed from 152 to 18 kHz. Error bars
are the standard deviation (SD) of the repeat measurements.

i.e., ¢ = 0, a normal fluorescence spectroscopy is obtained.
The second term in Eq. (1) is the interference signal induced
by phase modulation. In the experiment, the phase shift is
adjusted to ¢ = m. The photon counts in detected windows
1 and 2 can be expressed as

Ci = A|E)*Pi(A) +c.c., 4)
and
Cy = A|Eo|*Pi(A) — 2A|Eo|* Py (A, 1) + c.c. (5)

Counts C; and C, are linear to the atom number A. Count
G, is the result of interference, which exponentially decreases
with delay time #;. The typical fluctuation of the atom num-
ber is about 10-20% from MOT to MOT [28,29]. For a
large delay time exceeding 100 ns the interference intensity
signal will be buried in the atom number noise. In order
to improve the measurement, instead of the previous direct
measurement of the interference intensity (photon counts)
[11-14], here we use the interference contrast measurement

032823-3



LI, WU, RUI, AND WU

PHYSICAL REVIEW A 103, 032823 (2021)

0.4

0.2}

Interference Contrast

-10 0 10 20 30
Detuning (MHz)

FIG. 5. The interference contrast of the transitions of 25, ,, F =
3/2 = 2P, F' = 1/2 (left peak), 3/2 (right peak). The delay time
is ; = 75 ns. The detuning is the frequency difference of the probe
light relative to the transition 2S,,,, F =3/2 — 2Py, F' =1/2.
The black dots are the measurement data of interference contrast
for the average of five measurements with the same conditions. The
error bars are the SD from statistics. The solid line is a fit based
on the theoretical model. The measured splitting of the two peaks is
26.112(20) MHz.

[30,31] to make the measurement insensitive to atom number
fluctuations. The interference contrast is defined as Con =
(Cy — Gy)/(Cy + C3). As an example, the measured interfer-
ence signal and interference contrast data as a function of A
with t; = 75 ns is shown in Fig. 4, the interference contrast
data clearly gives better SNR, which makes the time-delayed
coincidence measurement possible for longer delay time in
cold atoms. Importantly, the fit residuals are greatly reduced
from 13.5 to 1%, and the the statistics uncertainty is decreased
from 152 to 18 kHz, which improves the following precision
determination of the transition frequency.

IV. RESULTS AND DISCUSSION

In the experimental measurements, we first fix z; = 75 ns
and sweep the frequency of the AOMI to obtain the spec-
troscopy of the D; line. A typical result of the transition
251/2, F = 3/2 — 2P1/2, F' = 1/2, 3/2 is shown in Flg 5.
The peaks corresponding to two transitions are clearly seen in
the figure. The weak peaks located at about 15 MHz is a result
of transient response of the coherent signal. The experimental
data agree very well with a two-peak fitting based on the
Eq. (1). The linewidth is 5.82 MHz (the linewidth is given
by the full width at half maximum of the peaks). The hy-

TABLE L. °Li 2P /2 hyperfine-structure intervals.

Splitting (MHz) Reference
26.110(56) [19]
26.111(15) [20]
26.1031(14) [29]
26.1026(6) Theory [32]
26.112(20) This paper

TABLE II. Uncertainty budgets (kHz) for the measurement.

Uncertainty component D, lines
Reference frequency 0.6
Statistical variation 18
First-order Doppler 7
Magnetic field 0.084
Collision effect <0.1
Local field effect <0.03
Total 20.2

perfine interval is about 26.112(20) MHz, which agrees well
with the recent measurements [19-21,32], see Table I for the
comparison.

The measured uncertainties are shown in Table II. The
dominant uncertainty is from the statistics of the data due
to the fluctuation of the atom number from shot to shot and
the reduced signal-to-noise ratio for the long delay time. The
residual motion, the ballistic expansion of the atom cloud,
and the acceleration by the probe beam are suppressed by the
low temperature of the atoms after the gray molasses cooling.
The local effect is greatly suppressed in our measurements
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FIG. 6. (a) Subnatural-linewidth spectroscopy of the D; lines for
the transitions of 2S,,, F =3/2 — 2Py, F' = 1/2 (left peak),
3/2 (right peak) with delay time z; =75, 95, 115, and 135 ns.
The detuning is the frequency difference of the probe light relative
to the transition 28,,,, F =3/2 — 2P, F' = 1/2. (b) The mea-
sured linewidths of the transition as a function of the delay time ;.
(c) The measured amplitude of the interference contrast as a function
of the delay time #,. The solid line is a fit with an exponential decay
of Ae "4 The dots are the experimental data, and the solid lines are
the theoretical fits. The error bars are from statistics.
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FIG. 7. Subnatural-linewidth spectroscopy of the D, lines for the
transitions of 2S,,, F =3/2 — 2Py, F" =5/2,3/2,1/2. The
delay time is z; = 200 ns, and the spectroscopy linewidth is obtained
about 3.5 MHz. The detuning is the frequency difference of the probe
light relative to the transition 2S,,,, F =3/2 — 2P, F" =5/2.
The dots are the experimental data, and the solid red line is the
theoretical fit. The error bars are the SD from statistics.

due to very dilute atomic sample. Based on Refs. [33,34], the
frequency shift from the local field effect Ay, = —nnogk 3T
is less than 30 Hz in our experiment, where ng is the atom
number density, k is the wave vector, and I' is the spontaneous
emission rate. Other uncertainties are similar to our recent
measurements [21].

The spectroscopy of the D; line with 7, =75, 95, 115,
and 135 ns is shown in Fig. 6(a). The dots are the experimental
data, and the solid lines are the theoretical fits. The linewidth
as a function of #; is plotted in Fig. 6(b). It is clear that
the larger the delay time #,4, the narrower the linewidth. The
linewidth fitting model is Av = 1/[2(¢; + t9)] + fo, and fo
counts for a small deviation in time due to the detection of the
interference fluorescence of the delayed photons fallen in the
collection windows. An offset fj is added to the fitting model
for the residual broadenings where Doppler broadening take
up a large part. For t; = 140 ns, the linewidth is reduced to
about 3.8 MHz. The dependence of the amplitude of the inter-
ference contrast on ¢, is presented in Fig. 6(c). The amplitude
fitting model is Ae~”“. Although the spectral amplitude was
decreasing with 7,, the SNR of the signal is still enough to
obtain the subnatural-linewidth spectroscopy.

The same technique is used for the D5 lines of °Li. For
the D, lines with the explicitly correlated Hylleraas ba-
sis [32], the energy splitting of 2P, F" =1/2 — F" =
3/2 and 2P, F" =3/2 — F” =5/2 are 1.7118(12) and
2.8947(7) MHz, respectively. The hyperfine intervals are
about 4.6 MHz, which is smaller than the natural linewidth,

and, therefore, they are very difficult to resolve. The optical
spectroscopy with 7; = 200 ns for the transitions 25;,,, F =
3/2 — 2P, is shown in Fig. 7. The peaks are partially
resolved. The red curve is the fit based on the interfer-
ence contrast method. Since these transitions are partially
resolved, quantum interference between the different excited
hyperfine components has to be considered. By taking these
effects into the fit, we obtained that the energy splittings
of 2P3/2, F' = 3/2 — F" = 5/2 and 2P3/2, F" = 1/2 —
F” =5/2 are 2.75(10) and 3.86(20) MHz, which are 5%
and 16% smaller than the most accurately predicted values,
respectively. The difference may come from the fitting of
complex quantum interference, the time-delayed coincidence,
and the relatively low SNR. Although we can further increase
the delay time to get a better resolution, the residual broaden-
ing and the small SNR set a limit for achieving the smaller
linewidth in the real measurement. More powerful cooling
techniques, such as evaporative cooling, are needed to further
suppress the residual broadening of the spectroscopy.

V. CONCLUSION

We observe the subnatural-linewidth spectroscopy of cold
®Li atoms. The time-delayed coincidence technique is used
to select the photons emitting at the delay time longer than
the lifetime of atoms, and, therefore, the linewidth of spec-
troscopy can be narrowed compared to the natural linewidth.
The interference contrast method can improve the sensitivity
of the measurements with long delay time #;,. By adjust-
ing t;, we obtained the ground-state hyperfine splitting as
26.112(20) MHz. The residual Doppler broadening of cold
atoms limits the current linewidth to about 1 MHz. Higher-
precision spectroscopy can be obtained by further reducing
the temperature of atoms and increasing the fluorescence col-
lection efficiency. It would be very useful to increase the SNR
in the field of fluorescence measurement in cold atom systems
and precision measurements of the transitions [35-38], espe-
cially, for transitions which are too close to be resolved.
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