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Understanding the role of inelastic electron scattering in water is of fundamental importance in various fields
ranging from atmospheric chemistry to radiation biology. The lack of accurate excitation cross sections for
water results in a large uncertainty, for example, in the track structure simulation for modeling radiation damage
to DNA. The large differences of the integral cross sections (ICSs) for the optical-allowed excitations Ã1B1

and B̃1A1 of H2O among experiments and theories have been maintaining for decades. To resolve this issue, by
combining the ab initio calculation with the electron correlation being taken into account accurately, we compare
the ICSs determined by high-energy electron scattering with the existing experiments at low and intermediate
energies and theories, where the present experiment eliminated the errors from the spectral deconvolution in low-
energy measurements. Our work provides a recommendation for the ICSs of the two excitations from thresholds
up to several keV, and suggests the existing selected ICSs for H2O be revised for accurate modeling radiation
effects in biological matter and describing the transport properties of electrons in aqueous systems.
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I. INTRODUCTION

Interactions between electrons and water are an extremely
attractive subject in a variety of scientific areas, including
atmospheric and interstellar chemistry, radiation physics, and
chemistry, radiation biology and medicine [1–8]. For instance,
the reliable radiation track simulation in biological tissue
mainly composed of water, to model radiation damage leading
to hydrated DNA breakup [5], has been limited by the lack of
the accurate and complete electron scattering cross sections
for liquid water in the keV-scale range [7–14]. Therefore the
experimental data of vapor water [6–9,11,15] and ice [16] are
extrapolated to the unit density environment of the liquid and
used in various models. Electronic excitation is one of the
significant energy deposition channels, while its cross sections
for water are differed among different theoretical approaches
and semi-empirical models within the framework of the first
Born approximation (FBA) [7–13,17], especially at low elec-
tron impact energies (E0 <∼ 100 eV). Therefore the accurate
and complete experimental excitation cross sections for H2O,
which can evaluate the theoretical methods and can be used
directly, are the prerequisite for the accurate radiation track
simulation.

Differential and integral cross sections (DCSs, ICSs) for
electron-impact excitations of low-lying electronic states in
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H2O have been extensively investigated both experimen-
tally [13,17–28] and theoretically [19,20,29–39], however,
remain a very poor agreement among them. Experimen-
tally, a number of optically forbidden transitions vastly
contribute to excitation processes at low electron energies
(E0 � 100 eV) [18–23,27,28], leading to the heavily spec-
tral overlapping of electronic excitations in H2O, which may
result in serious spectral fitting errors in the extraction of
DCSs and ICSs [18–23,27,28]. Moreover, the existing elastic
DCSs of H2O, showing a largely quantitative disagreement
among different measurements and calculations [40], are
usually used to normalize excitation DCSs on an absolute
scale, which may introduce more errors into the experimen-
tal results [19–26]. On the theoretical side, due to a strong
permanent dipole moment (1.85D) and a significant mean
dipole polarizability (9.79a3

0) of polar molecule H2O [13],
an accurate description for the target states is nontrivial,
which makes it a very hard challenge for current state-of-
the-art scattering calculations [19,20,29–38], for example,
the calculation of the excitation cross sections considering
the multichannel coupling is a very difficult task [41]. To
include the long-range nature of the electron-dipole interac-
tion, the procedure using Born closure formula [42] is often
employed to obtain the DCS for high partial waves in the
FBA, and which is added to that for the low partial waves
(short-range interaction) in the fixed-nuclei approximation
(FNA) [19,20,29–38]. Here difficulties arise from the noncon-
vergence of the partial wave expansion in the FNA. Beyond
the FNA, a R-matrix calculation on the ICSs for the excited
states 3,1B1 and 3,1A1 of H2O within the adiabatic-nuclei
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approximation (ANA) includes the effects of one-dimensional
nuclear motion away from the ground state equilibrium geom-
etry [30]. However, the significant differences with the previ-
ous experiments [18–23] and theories [19,20,29] still exist in
both magnitude and profile. Furthermore, the mixed valence-
Rydberg character of low-lying electronic states of H2O is
particularly difficult to be depicted with single-configuration
wave functions [19,20,33,34,36,38]. Consequently, the big
disagreement among theories and experiments can not be
unambiguously resolved, which makes the comparison incon-
clusive.

In this paper, we report the ICSs for the electronic states
Ã1B1 and B̃1A1 of H2O using high-energy electron scattering
for eliminating the errors from the spectral deconvolution in
low-energy experiments and from the absolute normalization
procedure. This work explored the dramatic discrepancies of
the ICSs among earlier experiments and theories for decades
by combining the present ab initio calculations, and the pur-
pose is to provide a recommendation for ICSs in the keV-scale
range.

II. EXPERIMENTAL APPARATUS AND PROCEDURES

The experimental apparatus has been described else-
where [43], which mainly consists of a thermionic electron
gun, two hemispherical energy selectors, and cylindrical elec-
trostatic optics. The electron energy was set at 1500 eV with
an energy resolution of about 70 meV (FWHM), and the
background pressure in the collision chamber was around
5 × 10−5 Pa. The electron energy-loss spectra in the angular
range of 1.5◦–9.0◦ with an angular resolution of about 0.8◦
(FWHM) were measured, and the angular intervals are 0.5◦
for 1.5◦–5.5◦ and 1.0◦ for 6◦–9◦, respectively. The standard
relative flow technique [44] was utilized to determine abso-
lute DCSs for electronic excitations of H2O. Gaseous sample
(H2O) was degassed by a repeated freeze-pump-thaw cycle
from high purity distilled water. The mixed H2O and helium
with the same flow rates of 0.7 sccm for the angles <5◦ and
1.0 sccm for the rest angles set by a MKS vapor source mass
flow controller (MFC) 1150C and a normal MFC (Beijing
Sevenstar CS200), respectively, were leaked into the collision
chamber simultaneously and continuously. For the gas path
of water vapor, a positive temperature gradient was main-
tained on the components and plumbing from the source cell
(∼40 ◦C), and MFC 1150C (50 ◦C) to the collision cham-
ber (∼70 ◦C) to prevent condensation. Noticeable nonlinear
change of the spectral signals for H2O vs flow rates was not
observed, which indicates water clusters and double scatter-
ing are absent at present flow rates (pressure inside chamber
<5 × 10−3 Pa).

The DCS dσH2O/d� of a specified excitation with an
excitation energy En of H2O can be determined from the
measured electron-energy-loss spectrum (EELS) by referring
to the DCS dσHe/d� of 1s2 1S0 → 1s2p 1P1 (E2p) of He at a
scattering angle θ [44]

dσH2O(En, θ )

d�
= ṅHe

ṅH2O

√
MHe

MH2O

NH2O(En, θ )

NHe(E2p, θ )

dσHe(E2p, θ )

d�
,

(1)

here ṅ represents the flow rate, and N refers to the intensity
of the corresponding excitation. M is the molecular mass for
the specified molecule. The dσHe(E2p, θ )/d� of He has been
benchmarked with a high accuracy [45]. The true zero angle
was calibrated by the symmetry of the angular distribution
of the inelastic scattering signals of the 1s2 → 1s2p of He
around the geometry nominal 0◦.

According to the FBA, the generalized oscillator strength
(GOS) can be written as (in atomic units) [46]

f (En, K) = En

2

p0

pa
K2 dσ (En, θ )

d�
. (2)

Here, p0 and pa are the incident and scattered electron mo-
menta, respectively, and K is the corresponding momentum
transfer vector at θ .

In addition, according to the analytic properties of GOS
identified by Lassettre and his coworkers [47,48], the GOS
can be represented by [47–50]

f (En, K) = xM

(1 + x)l+l ′+M+5

∞∑
m=0

fmxm

(1 + x)m
, (3)

where x = K2/α2 with α = (2I )1/2 + [2(I − En)]1/2, and I is
the ionization energy. l and l ′ are the orbital angular mo-
menta of the initial and final states of the target electron,
while M is an integer which is relevant to the transition
multipolarity [49,50] and fm are the fitting parameters. For a
dipole-allowed transition, M=0 and f0 is the optical oscillator
strength (OOS). Since the ionization energy I of an electron
in a molecule is defined only in the context of a simply inde-
pendent particle model by Lassettre [47], it is better to simply
take α2 as a fitting parameter along with fm as proposed by
Kim [51]. Moreover, the following function g(x) with two
fitting parameters a and b, in addition to the leading fraction
in Eq. (3), can well represent the experimental GOS:

g(x) = axe−bx. (4)

Similar treatments can be found in the previous works [52].
From the fitted GOS results using the Lassettre for-

mula [47–50], the Born ICSs for the electron-impact excita-
tions can be calculated (in atomic units) [46]:

σBorn(E0) = π

E0En

∫ K2
max

K2
min

f (En, K)

K2
dK2, (5)

with

K2
min = [

√
2E0 −

√
2(E0 − En)]2

and

K2
max = [

√
2E0 +

√
2(E0 − En)]2,

where Kmin and Kmax represent the minimum and maximum
momentum transfers, respectively. However, σBorn is generally
overestimated at low and intermediate energies [17]. There-
fore Kim developed a BE-scaling approach to scale σBorn into
the BE-scaled ICS [17,51,53]

σBE(E0) = E0

E0 + B + En
σBorn(E0), (6)

which can correct the deficiency of the FBA at low E0, with-
out losing its well-known validity at high E0. Here, B is the
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FIG. 1. A typical EELS of H2O at an incident electron energy
of 1500 eV and a scattering angle of 2.0◦. Solid lines are the fitted
curves (see text for details).

binding energy. The reliability of this method and the high
accuracy of σBE have been widely testified by numerous ex-
periments and theories [17,51,53].

Figure 1 shows a typical EELS of H2O at E0 = 1500 eV
and θ = 2.0◦ with spectroscopic assignments according to
Refs. [13,54,55], where the only dipole-forbidden transition
observed is the 1A2 at ∼9.1 eV in the energy range of 6.5–
10.7 eV. This makes the extraction of the contributions of
Ã1B1 and B̃1A1 simple, which resolves the crux of the spec-
tral fitting in low-energy measurements mentioned above and
fundamentally improves the accuracy of the data greatly. To
depict the asymmetry of Ã1B1, nine Gaussian functions were
used to fit and obtain the spectral intensity, where the cor-
responding energy positions of the individual functions were
fixed to the ones in Table 1 of Ref. [54]. B̃1A1 was reproduced
by one Gaussian function, imitating Ref. [56]. The other elec-
tronic states in higher energy region were also described with
Gaussian functions, and will be considered in a future paper.

Because the exact values of the energy position En and
width �E = 2.355σ (σ is the standard deviation of a Gaus-
sian function to describe an electronic state) for 1A2 are not
well known, to obtain the contributions of Ã1B1 and B̃1A1

shown in Fig. 1, the key is to determine the spectroscopic
parameters of B̃1A1 and 1A2. First we convoluted the high-
resolution photoabsorption spectrum of Mato et al. shown in
Fig. 1 of Ref. [54] with our experimental energy resolution
(FWHM = 70 meV), and then fitted it with the similar fitting
model mentioned above, but without 1A2 here. The resulted
parameters of B̃1A1 are En = 9.67 eV, �E = 0.88 eV, which
are in good agreement with the ones of Ralphs et al. (En =
9.67 eV, �E = 0.90 eV) [19].

Next we fitted our EELSs with the fixed spectroscopic
parameters of B̃1A1 obtained above in large momentum trans-
fer range, where the intensities of 1A2 are strong enough to
give good fittings. Then we averaged the determined spectro-
scopic parameters of 1A2, and finally the resulted parameters
of 1A2 are En = 9.12 eV, �E = 0.43 eV, which are in good
agreement with the ones of Ralphs et al. (En = 9.20 eV,
�E = 0.38 eV) [19]. Finally, we refitted all EELSs with the

fixed spectroscopic parameters of 1A2 and B̃1A1 by the fitting
model, and then the corresponding contributions for all elec-
tronic states were obtained.

The experimental errors of the GOSs in this work include
the contributions from the finite angular resolution, the angle
determination, the statistical counts, the fitting procedure, and
the normalizing procedure, and the total experimental errors,
which are shown in the corresponding figures in the following
sections, are less than 15% for most data points with the ones
at large angles being about 23%.

III. THEORETICAL METHOD

To perform the inelastic electron-H2O scattering calcula-
tion for the DCSs and GOSs of Ã1B1 and B̃1A1 of H2O in the
FBA, the multireference single- and double-excitation con-
figuration interaction method (MRD-CI) has been applied to
calculate the adiabatic potential curves and wave functions of
the ground and excited states based on the Born-Oppenheimer
approximation [57], which accurately deals with the influence
of electron correlation on the related wave functions. The
electron-impact DCS dσ/d� for a specified excitation from
an initial state i to a final state f of an atom or a molecule
within the FBA is [17,46,58]

dσ

d�
= pa

p0
| fB1|2, (7)

here fB1 is the first Born scattering amplitude. For electron-
molecule collision,

fB1 = − 2

K2

[
Ff i(K) − δ f i

∑
α

ZαeiK·Rα

]
, (8)

with

Ff i(K) = 〈 f |
∑

j
eiK·r j |i〉.

Here, Zα and Rα are the nuclear charge and the position vector
of the αth atom in the molecule target, respectively. Ff i is
called the Born amplitude, and r j is the position vector of the
jth electron. δ f i is the usual Kronecker symbol.

For the molecule target with free spatial orientation of
molecular axis in a practical experiment, the dσ/d� should
be averaged by holding the molecular axis fixed and allowing
K to change its relative orientation

d σ̄ (K)

d�
= 1

4π

∫
dσ (K)

d�
d�K̂ . (9)

Then by integrating the DCS numerically over the entire solid
angular space, the ICS at an incident electron energy E0 =
p2

0/2 is finally obtained.
Here two factors, i.e., (1) the accuracy of the target wave

function and (2) the effect of the one-dimensional nuclear
vibration, which affect the theoretical calculations of DCSs
or GOSs for Ã1B1 and B̃1A1 of H2O, have been clarified and
concluded in the following discussion.

Taking X̃ 1A1 → Ã 1 B1 as an example, note that the HOH
bending- and the OH symmetrical stretching- motions are
limited on the potential surfaces of X̃ and Ã, respectively,
we made one OH bond stretching with the fixed HOH an-
gle (104.5◦) and another OH bond length (1.8a0) at the
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FIG. 2. The GOSs for (a) Ã1B1 and (b) B̃1A1 of H2O compared
with different modeling calculations (see text for details).

ground state equilibrium geometry for modeling the one-
dimensional nuclear vibration. The electronic wave functions
of the initial and final states were calculated with a combined
MCSCF + MRD-CI approach. The Dunning’s 4 zeta basis
(aug-cc-pvqz) [59] were set on each hydrogen and oxygen
atom. The molecular orbits were optimized with the MCSCF
method embedded in the MOLPRO package [60,61], and the
core shell of oxygen was kept closed and the active space
was formed with the rest eight valence electrons on six active
orbits. In the MRD-CI calculation [62–64], a set of configu-
rations were selected as the reference and the final CI space
were formed by single and double excitation on the reference
space.

Figure 2 shows the experimental GOSs for Ã1B1 and B̃1A1

of H2O along with different modeling calculations. The dif-
ferences of the calculated GOSs for each state at different
basis sets (aug-cc-pvdz and aug-cc-pvqz), and with or without
the one-dimensional nuclear vibration (“+, ” “−”) are very
small within the FBA. Due to the complex adiabatic interac-
tions in B̃1A1, it is hard to estimate the contribution from the
one-dimensional nuclear vibration here, but being reasonably
neglected according to the case of Ã1B1. So the present calcu-
lations are convergent for different basis sets, and the effects
from the one-dimensional nuclear vibration are ignored for
both electronic states. Then the GOSs with “aug-cc-pvqz”-
“vibration” are chosen as the present theoretical results for
both electronic states to compare with the previous results in
Sec. IV.

FIG. 3. The ICSs for (a) Ã1B1 and (b) B̃1A1 of H2O compared
with the present calculations (see text for details).

Figure 3 shows the present BE-scaled ICSs for Ã1B1 and
B̃1A1 of H2O together with the MRD-CI calculations. The
“MRD-CI (BE-scaled)” results shown in Fig. 3 were obtained
by integrating the corresponding GOSs (shown in Fig. 2) over
K following with the BE-scaling approach with Eqs. (3)–
(6). The present BE-scaled ICSs are in good agreement with
“MRD-CI (BE-scaled)” ones for both electronic states over
the whole energy range (the max differences at top points
are less than 8% for both states) shown in Fig. 3. To con-
firm the present “MRD-CI (BE-scaled)” results, five data
points (labled as “MRD-CI”) in the energy range of 300–
1500 eV were calculated by MRD-CI within the FBA. It is
shown in Fig. 3 that the calculated ICS data points are in
excellent agreement with the “MRD-CI (BE-scaled)” results
at E0 � 300 eV for both states. No more calculations are
given at lower electron energies because the Born approxi-
mation is not applicable for such scattering calculation here
[17,46,58]. So we use the “MRD-CI (BE-scaled)” results in
the energy range from thresholds to 5 keV as the present
theoretical calculations to compare with the previous results in
Sec. IV.

IV. RESULTS AND DISCUSSION

A. The GOSs for Ã1B1 and B̃1A1 of H2O

Figures 4(a) and 4(b) show the present experimental and
theoretical (labeled as “MRD-CI”) GOSs for Ã1B1 and B̃1A1

of H2O, respectively, together with the previous experimental
and theoretical results. Figure 4(a) shows the present GOSs
of Ã1B1 are in excellent agreement with the ones measured
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FIG. 4. The GOSs for (a) Ã1B1 and (b) B̃1A1, in comparison to
different experimental results and calculations (see text for details).

by Lassettre et al. at E0 = 300–500 eV [25], and in rough
shape agreement, but consistently higher than the ones of
Thorn et al. at E0 = 100 and 200 eV (25% on average) [23].
This difference could be attributed to the spectral fitting er-
rors of Thorn et al. [23] as discussed above. Our GOSs are
in very good agreement with our MRD-CI calculation, and
in reasonable agreement with the random phase approxima-
tion (RPA) theory of Durante et al. [32] within the FBA in
K2 < 1.2 a.u., while are much higher than both calculations in
K2 > 1.2 a.u., which is well known to be due to the invalidity
of the FBA for large K2 [17,46,58]. The second Born term
within the Born approximation would contribute appreciably
in large K2, which should be introduced into the complicated
scattering calculation, where all possible intermediate states
should be included [17,46,58]. To the best of our knowledge,
there are no available experimental GOSs compared for B̃1A1.
Figure 4(b) shows our GOSs of B̃1A1 are in good agreement
with our MRD-CI calculation, and in rough shape agreement,
but consistently higher than the RPA calculation [32] by about
12% on average in K2 < 1.2 a.u., while are largely higher
than both calculations in K2 > 1.2 a.u. with the same reason
for Ã1B1. The differences of GOSs for both states between
our MRD-CI calculations and RPA ones [32] in K2 < 0.3 a.u.
and K2 > 1.2 a.u. should be due to the limited precision of
the electronic wave functions in RPA [32], where an approx-
imate treatment of the electron correlation effect was made
by neglecting the contribution of some terms to optimize the
calculation amount.

To confirm the reliability of the GOSs for Ã1B1 and B̃1A1,
and to clarify the chaos of the early reported OOSs, the
two OOSs derived from Eq. (3) are shown in Fig. 5 and
compared to different experimental and theoretical results,

FIG. 5. The OOSs for (a) Ã1B1 and (b) B̃1A1, along with previous
measurements and calculations. Experiments: 1 present, 2 Thorn
et al. [23], 3 Lassettre et al. [25], 4 Chan et al. [56], 5 Yoshino
et al. [68], 6 Lee and Suto [69], 7 Laufer and McNesby [70], 8 Har-
rison et al. [65], 9 Watanabe and Zelikoff [71]. Theories: 10 present,
11 Durante et al. [32], 12 Bhanuprakash et al. [37], 13 Phillips
and Buenker [66], 14 Theodorakopoulos et al. [72], 15 Buenker
and Peyerimhoff [75], 16 Nicolaides et al. [76], 17 Wood [77], 18
Williams and Langhoff [74], 19 Rauk and Barriel [73], and 20 Yeager
et al. [67]. Shadow areas show error bar ranges of the present two
OOSs.

respectively. Figure 5(a) shows our OOS for Ã1B1 is in
good agreement with the experimental ones of Lassettre et
al. by EELS [25], Harrison et al. by photoabsorption [65]
and Chan et al. by dipole(e, e) [56], and with the theoret-
ical ones of Bhanuprakash et al. [37], Phillips et al. [66],
and ours by MRD-CI and Yeager et al. by the equations-of-
motion method [67]. The experimental results of Thorn et al.
by EELS [23], Yoshino et al. [68] and Lee and Suto [69]
by photoabsorption are in reasonable agreement with our
OOS if considering the mutual experimental errors, while
the results of Laufer and McNesby [70] and Watanabe and
Zelikoff [71] by photoabsorption are underestimated, which
could be limited by the poor experimental conditions at that
time. Figure 5(b) shows our OOS for B̃1A1 is in good agree-
ment with the measurements of Lassettre et al. by EELS [26]
and Chan et al. by dipole(e, e) [56], and with the calcu-
lations of this work and Theodorakopoulos et al. [72] by
MRD-CI, Rauk and Barriel by the perturbation theory [73]
and Durante et al. by RPA [32]. The differences among our
OOSs and the other theoretical results for both states could
be limited by their calculation methods and basis sets for
electronic wave functions [74–77] at that time. All above
nicely supports the reliability and accuracy of our OOSs and
GOSs.

B. The ICSs for Ã1B1 and B̃1A1 of H2O

Since the reliable GOSs were obtained above, according
to the Eqs. (3)–(6), the present BE-scaled ICSs for Ã1B1 and
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FIG. 6. The ICSs for (a, b) Ã1B1 and (c, d) B̃1A1, along with previous measurements and calculations. Experiments [(a) and (c)]: red solid
line present (BE-scaled ICSs), black dashed line Matsui et al. (BE f -scaled ICSs) [18], filled inverted triangle Lassettre et al. [25], filled square
Sophia University [23], open circle Matsui et al. [18], filled rhombus the combined data from Sophia and Flinders Universities [23], filled
triangle Flinders University [23], open rhombus Ralphs et al. [19]. Theories [(b) and (d)]: green solid line present (MRD-CI), orange dashed
line Durante et al. (RPA) [32], black solid line Kutcher et al. (ELF) [9,78], blue solid line Ralphs et al. (SMC) [19], magenta solid line Rescigno
et al. (complex Kohn) [29], olive solid line Gil et al. (complex Kohn) [34], violet solid line Gorfinkiel et al. (R-matrix, ANA) [30], violet dotted
line Gorfinkiel et al. (R-matrix, FNA) [30], and dark yellow solid line Morgan et al. (R-matrix) [31].

B̃1A1 of H2O were derived and shown in Fig. 6, together
with previous measurements and calculations. In Fig. 6(a), the
present ICS for Ã1B1 is in excellent agreement with the ex-
perimental results of Lassettre et al. at E0 = 300–500 eV [25]
and Matsui et al. at E0 = 15–50 eV [18], and is in reasonable
agreement with the ones from Sophia University at E0 = 100
and 200 eV (higher by 12%) [23], while is in shape agree-
ment, but consistently slightly higher than the BE f -scaled
ICS (15% on average) of Ref. [18]. It is easily understood for
the slightly lower values of the BE f -scaled ICS of Ref. [18]
since they used a lower OOS value of 0.0497 [56] to scale
their ICS. Here Matsui et al. have carefully minimized the
errors of the spectral fitting at low energies and the normal-
ization procedure by a new approach [18]. In addition, our
ICS is higher than the combined data from Flinders University
and Sophia University at E0 = 20−50 eV by 25% on average
except the one at E0 = 40 eV [23] and the independent data
from Flinders University at E0 = 15–50 eV by 60% on aver-
age [23], while is smaller than the ones of Ralphs et al. at
E0 = 9–20 eV by 20%–75% [19]. The big differences are due
to the errors from the spectral fitting and the normalization
procedure in the low-energy experiments [19,23] as discussed
above. Theoretically, as shown in Fig. 6(b), our ICS is in
good agreement with our MRD-CI calculation in the whole
energy range, and the ones of Durante et al. at E0 < 15 eV
and E0 > 1000 eV by RPA [32], Kutcher et al. at E0 < 15 eV
by the energy loss function model (ELF) [9,78], and Ralphs et
al. at E0 = 12–30 eV by the Schwinger multichannel method
(SMC) [19], and is roughly comparable to Gil et al. at E0 =
12–30 eV by the complex Kohn method [34], while is in
large disagreement with them at the corresponding remaining

energy regions. The large discrepancies of our ICS with the
R-matrix [30,31] and the complex Kohn calculations [29] may
be due to the difficulties to capture the coupling between a
number of relatively closely spaced states that have mixed
valence-Rydberg character, and the use of correlated target
wave functions in coupled-state calculations could introduce a
set of problems associated with the appearance of unphysical
pseudoresonances.

Figure 6(c) shows the present ICS for B̃1A1 is smaller
than the experimental results of Ralphs et al. [19] by 35%
on average, and is much larger than the ones of Flinders
University [23]. Theoretically, as shown in Fig. 6(d), our ICS
is in very good agreement with our MRD-CI calculation over
the entire energy range, and the ones of Durante et al. at
E0 < 13 eV and E0 > 1000 eV by RPA [32] and Kutcher et al.
at E0 < 19 eV by ELF [9,78], while is in large disagreement
with them at the remaining energy regions. Moreover, our
ICS is in rough sharp agreement with the R-matrix calcula-
tion in the ANA [30] with the maximum difference by about
36%, but is dramatically smaller than that in the FNA [30]
and the other calculations [19,29,31,34]. The reasons for the
disagreement of our ICSs for B̃1A1 with previous experiments
and theories are similar with those for Ã1B1. Clearly, the
excellent agreement of our ICSs for both excitations with the
measurements of Lassettre et al. [23,25], Matsui et al. [18],
Sophia University group at E0 = 100–200 eV [23], and the
present MRD-CI calculations strongly supports the high re-
liability and accuracy of present data, which could resolve
the large differences of ICSs among experiments and theo-
ries for decades. In addition, the ICSs of Kutcher et al. by
ELF [9,78] generally used in radiation track simulation codes
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(e.g., KURBUC [7], RETRACKS [9], EPOTRAN [10]) should be
revised.

V. CONCLUSIONS

With the aid of the BE-scaling approach, the BE-scaled
ICSs for Ã1B1 and B̃1A1 of H2O from excitation thresholds
to 5 keV have been obtained using high-energy electron
scattering for eliminating the spectral fitting errors in low-
energy measurements, which could resolve the long-term
controversy regarding the dramatic differences of ICSs among
earlier experiments and theories by combing the present
ab initio calculations. This work improves our knowledge
of recommended cross sections for electron scattering from
H2O, which tremendously contributes to modeling interaction

processes between electrons and water-containing systems in
planetary atmospheres, plasmas, radiation chemistry and biol-
ogy and biomedicine.
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