
PHYSICAL REVIEW A 103, 032423 (2021)

Generation of Bures-Hall mixed states using coupled kicked tops
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We simulate a system of coupled kicked tops to generate random density matrices distributed according to the
Bures-Hall measure, which has an important role in quantum information theory. We study the effects of stochas-
ticity and coupling parameters of the coupled-kicked-top system on the behavior of the associated bipartite pure
state, eigenvalues and eigenvectors of the reduced state, and average entropies. For strongly chaotic phase space
and adequate coupling between the constituting tops (subsystems), we find that the results of simulation agree
with analytical results of random matrix theory. We also examine local fluctuation properties of the Bures-Hall
eigenvalues using the distribution of nearest-neighbor spacing ratios. In the limit of high-dimensional density
matrices, the empirical ratio distribution is found to approach the Wigner-surmise-like result for the Gaussian
unitary ensemble. Additionally, we present some closed-form results for the Bures-Hall spectral density and
corresponding moments using Meijer G functions.
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I. INTRODUCTION

In recent times, the investigation of statistical properties of
random quantum states has garnered a lot of attention due to a
plethora of applications in quantum computation and quantum
information theory [1,2]. Random quantum states correspond
to minimal prior knowledge about a system and provide the
most typical or generic description [3,4]. Another major moti-
vation in studying random states comes from quantum chaos,
where it is often important to judge whether a given state
whose classical analog is chaotic is effectively random [5–7].
They also serve as a reference for the arbitrary time evolution
of initial states of quantum analogs of classically chaotic
systems [6].

Random states may be classified into two types: pure and
mixed states. A pure state of a quantum system, defined on
Hilbert space, is represented by the state vector |ψ〉. A random
pure state may be generated using the Haar measure [3]. The
density-matrix approach is an alternative formalism to the
state-vector representation and is indispensable for defining
mixed states. Unlike pure states, mixed states have no sin-
gle unique measure which can describe their statistics. Two
foremost choices of measure on the set of finite-dimensional
density matrices describing mixed states are the Hilbert-
Schmidt (HS) and Bures-Hall (BH) measures [8,9]. The HS
measure corresponds to the fixed-trace Wishart ensemble
and has been studied exhaustively in random matrix theory
(RMT) [10–34]. The corresponding unrestricted-trace variant
is already well known in the field of multivariate statistics
[35–41] and is related to the fixed-trace variant via a Fourier-
Laplace transform. In contrast, within RMT, the BH measure
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has been explored very little due to its complexity [3,4,8,9,
42–52].

The BH measure exhibits some very interesting mathemat-
ical properties and plays a crucial role in quantum information
theory [44,45,53–58]. For instance, in quantum state estima-
tion and tomographic applications, the BH measure is used
as a prior in the Bayesian approach [59–62]. A simple and
efficient algorithm to generate BH-distributed random states is
known due to Życkowski and coworkers [46]. In its standard
form, the BH measure results from the Bures distance metric
by assigning equal masses to balls of equal radii [4,8]. The
Bures metric is associated with fidelity, which is a common
measure of efficiency in quantum state estimation and has
been discussed at length in the context of quantum infor-
mation and quantum computation in Refs. [1,63–67]. Other
important applications of the Bures metric are in quantum
metrology [68] and in defining a geometric discord to mea-
sure quantum correlations [69–78]. Fidelity decay has also
been established as an efficient indicator of quantum chaos
in quantum information processing systems [79].

A generalization of the standard BH measure is obtained
by considering the partial-trace operation on a pure state of
larger dimension [3,44,46], as discussed below. This gives an
additional parameter in the induced BH measure which relates
to the Hilbert-space dimension of the environment [44,50,51].
This more general ensemble has been the subject of very
recent investigations which have resulted in exact analytical
results pertaining to its spectrum and the associated entropies
[50,80,81]. In the present work, for brevity, we refer to this
generalized ensemble also as the BH ensemble.

It is known that universal correspondence between the
spectral statistics of quantized classical systems and canon-
ical random matrix ensembles is the most popular signature
of quantum chaos. This provides us another motivation to
study the Bures-Hall measure and the associated random
states in the context of RMT and quantum chaos. Kicked
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tops have been standard models [7,82–86] in the investigation
of quantum chaos and entanglement production in coupled
chaotic systems [87–96]. In particular, the rate of dynamical
generation of entanglement, entanglement content among the
subsystems of the composite bipartite system, and the global
entangling power have been studied by varying the stochastic-
ity and coupling parameters of the coupled-kicked-top system
[89,97–103]. Remarkably, kicked tops have also been real-
ized experimentally using an ensemble of laser-cooled cesium
atoms [88]. Statistical properties of the HS ensemble and the
corresponding Schmidt eigenvalues have been well explored
via coupled kicked tops [32,33,101,104–108]. However, sim-
ilar studies have been missing so far for the BH measure.

Our objective in this paper is to fill this gap, and we aim
to generate BH distributed reduced density matrices using
the coupled-kicked-top system. We examine the behavior of
the bipartite pure states generated in the coupled-kicked-top
simulation. Afterwards, for the reduced state obtained by the
partial-trace operation, we study the statistics of eigenvalues
and eigenvectors. We investigate the dependence of these
quantities and the related average entropies on the stochastic-
ity and coupling parameters of the coupled-kicked-top system.
The observations from the simulations are compared with
the RMT analytical results, and thereby suitable parameter
values are ascertained which result in the coupled-kicked-
top reduced state mimicking a BH-distributed state. In this
connection, we also provide some analytical results for the
spectral density and moments of BH eigenvalues. Addition-
ally, we focus on the local fluctuation properties of the BH
spectrum and evaluate the ratios of consecutive level spacings
[109–122]. In the high-dimension limit, we contrast it with
the Wigner-surmise-like results for the Gaussian unitary en-
semble (GUE) of random matrices [109] to examine possible
universal behavior.

The presentation scheme for the rest of this paper is as
follows. In Sec. II we briefly describe the BH measure and the
corresponding RMT model. In Sec. III we collect necessary
analytical results for comparison with coupled-kicked-top
simulations carried out below. These include closed-form ex-
pressions for the spectral density and the associated moments
of BH-distributed density matrices. In Sec. IV, we describe
the algorithm for generating the desired random density ma-
trices using coupled kicked tops. The simulation results are
presented in Sec. V and compared with the analytical results.
We conclude with a brief summary of the results and point out
the future prospects in Sec. VI.

II. THE BURES-HALL MEASURE

The BH-distributed random states are constructed by the
reduction of a superposition of a random bipartite pure state
and its local unitarily transformed copy [3,46], as described
below. Consider a random pure state |ψ〉 defined with the
aid of Haar measure and belonging to a bipartite composite
nm-dimensional Hilbert space H(n)

A ⊗ H(m)
B . Here, H(n)

A and
H(m)

B are n- and m-dimensional (m � n), respectively. HA

may be interpreted as representing a system, and HB may be
interpreted as the environment. Now, let |ψ̃〉 be the state |ψ〉
transformed by a local n-dimensional unitary matrix U , i.e.,
|ψ̃〉 = (U ⊗ 1m)|ψ〉. This unitary matrix U is taken from the

measure given by | det(1n + U )|2(m−n)dμ(U ), with dμ(U )
being the Haar measure on the set of n-dimensional unitary
matrices [50,51]. Reducing the superposition |ϑ〉 = (|ψ〉 +
|ψ̃〉) = (1nm + U ⊗ 1m)|ψ〉 via partial tracing over subsys-
tem B (the environment), one gets the n-dimensional reduced
density matrix,

ρ = TrB(|ϑ〉〈ϑ |)
〈ϑ |ϑ〉 . (1)

Here, TrB denotes partial tracing over subsystem B. The
reduced density matrix ρ constructed in the above manner be-
longs to the BH measure, which is governed by the probability
density [3,44,46],

PBH(ρ) ∝ δ(Trρ − 1)
(det ρ)α∏

j>k
(μ j + μk )

�(ρ), (2)

where α = m − n − 1/2. The Dirac delta function δ(Trρ − 1)
in the above equation implements the fixed-trace condition;
that is, all eigenvalues {μi} of the density matrix ρ add up to
1. The Heaviside theta function �(ρ) ensures that the density
matrix is positive definite. The corresponding random matrix
has the construction [3,46]

ρ = (1n + U )AA†(1n + U †)

Tr[(1n + U )AA†(1n + U †)]
, (3)

where A is an (n × m)-dimensional complex Ginibre matrix
with the associated probability density,

PA(A) ∝ exp(−TrAA†). (4)

Further, U is a unitary matrix from the weighted measure
described above. Details of the above construction and how
it leads to the BH distribution are provided in Appendix A.

We consider the eigendecomposition

ρ = U†MU (5)

of the reduced density matrix defined in Eq. (1) or, equiv-
alently, in Eq. (3). From the structure of the probability
density of ρ, it follows that the dependence on eigenvalues
and eigenvectors factorizes. The diagonal matrix M consists
of the eigenvalues {μi} whose joint probability density is
given by [4,8]

P(F )
BH ({μi}) ∝

∏
j>k

(μ j − μk )2

μ j + μk
δ

(
n∑

s=1

μs − 1

)
n∏

l=1

μα
l �(μl ).

(6)

The superscript (F ) signifies the fixed-trace condition. The
n-dimensional random unitary matrix U consists of the eigen-
vectors corresponding to the above eigenvalues and belongs
to the coset space U (n)/U n(1), which fixes the arbitrariness
of the eigenvectors associated with phase factors.

In the random-matrix-theory terminology, the joint prob-
ability density in Eq. (6) defines the fixed (unit) trace
BH ensemble. We should remark that the corresponding
unrestricted-trace variant is obtained using the construc-
tion (1n + U )AA†(1n + U †) and has the corresponding joint
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probability density of eigenvalues {λi} given by

PBH({λi}) ∝
∏
j>k

(λ j − λk )2

λ j + λk

n∏
l=1

λα
l e−λl �(λl ). (7)

The relation between the above probability density and that of
another very important random matrix ensemble, namely, the
Cauchy two-matrix model, was established in Ref. [51].

III. ANALYTICAL RESULTS

We aim to focus on multiple aspects of the results ob-
tained from the coupled-kicked-top simulations by varying
the stochasticity and coupling parameters of the system. To
begin with, we examine the behavior of bipartite pure states
generated in the simulation. Next, we investigate the eigen-
value and eigenvector statistics of the reduced states which are
obtained using the procedure laid out in the preceding section.
These are expected to belong to the BH ensemble. Finally, we
study the average entropies and the local fluctuation properties
associated with the empirical spectra.

In the following, we compile the necessary analytical re-
sults which will be needed in subsequent sections to analyze
the simulation results, as mentioned above. These include new
closed-form expressions for the spectral density and arbitrary
moments of the fixed-trace BH ensemble and hence of the
BH-distributed random density matrices.

A. Matrix-element distribution of a random pure state

We want to examine how close the pure states generated
in the coupled-kicked-top simulation are to the random pure
state generated with the aid of the Haar measure. To that end,
we compare the distribution of the matrix elements of the
bipartite coupled-kicked-top density matrix in Sec. IV with
those of the (n × m)-dimensional normalized Ginibre matrix
A = A/

√
TrAA†. The 2nm-dimensional vector constructed

out of the real and imaginary components of matrix elements
of A is a uniform random vector on a (2nm − 1)-dimensional
unit sphere. It can be shown that the marginal probability
density of the square modulus Rjk = |A jk|2 for all i, j is given
by u(nm, Rjk ) [83,84,123], where

u(l, R) =
{

(l − 1)(1 − R)l−2 for 0 < R � 1,

0 otherwise.
(8)

Another way to obtain this result is based on the observation
that the random pure state |ψ〉 is obtained by operating a
Haar-distributed nm-dimensional unitary matrix on an arbi-
trary nm-dimensional nonzero normalized complex vector.
Instead of using Rjk directly, we consider the related quantity
S jk = ln(nmRjk ), for which the probability density function is
v(nm, S jk ), given by

v(l, S) =
{ (l − 1)

l
eS

(
1 − eS

l

)l−2
for − ∞ < S � ln l,

0 otherwise.

(9)

The logarithm helps in resolving the behavior of the distribu-
tion better in the vicinity of origin, and the scaling with l leads

to the l-independent result in the high-dimension (l → ∞)
limit.

B. Eigenvector and eigenvalue distributions of reduced state

The probability density function of the square modulus
of each matrix element of the n-dimensional unitary matrix
U is given by u(n, |U jk|2) [83,84,123], which is defined in
Eq. (8). Therefore, ln(n|U jk|2) is distributed as in Eq. (9)
with l = n. This result will be used in Sec. IV to compare
the corresponding distribution of the elements of eigenvectors
of the reduced state generated using the coupled-kicked-top
system.

Next, we focus on the spectral density (marginal eigenvalue
density) of the reduced density matrix defined in Eq. (1). The
spectral density captures the behavior of a generic eigenvalue
of the ensemble and is useful in calculating other observables
which are linear statistic on the eigenvalues. The spectral den-
sity of the unrestricted-trace BH ensemble, as in Eq. (7), was
derived in Ref. [51] in terms of an integral over the product
of two Meijer G functions. In Ref. [50], it was given as a
finite double sum with a Pfaffian term. We provide here a new
finite-sum expression for the spectral density in terms of the
Meijer G function.

We demonstrate in Appendix B that the spectral density of
the unrestricted-trace BH ensemble can be written as

p(λ) = 1

2n
[Fα (λ) + Fα+1(λ)], (10)

where

Fq(λ) =
n−1∑
k=0

Ck,qλ
k+2α+1

× G2,2
3,4

(−2α − k − 1,−n − 2α − 1; n
0,−q; −2α − 1,−2α − 2 − k

∣∣∣λ)
, (11)

with

Ck,q = (−1)k (k + 2α + 2)n

	(n − k)	(k + 2α + 2 − q) k!
. (12)

Here, (a)b = 	(a + b)/	(a) denotes the Pochhammer sym-
bol. The spectral density can be used to calculate an arbitrary
order moment of the eigenvalues. As is also shown in
Appendix B, we have

〈λη〉 =
∞∫

0

λη p(λ)dλ =
n−1∑
k=0

Dk,η, (13)

where

Dk,η = (−1)k+1(η + 2k + 2α + 2)

2 n η 	(n − k)k!

× (−η − k)n(k + α + 2)η−1(k + 2α + 2)n

(η + k + 2α + 2)n
. (14)

It should be noted that (−η − k)n is the same as (−1)n(η +
k + 1 − n)n. Moreover, for η → 0, 〈λη〉 = 1 is obtained
as a limit.

The spectral density of the fixed-trace BH ensemble and
therefore of the BH-distributed random density matrices can
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be obtained from the above result via a Laplace inversion [50],

p(F )(μ) = 	[n(n + 2α + 1)/2]

× L−1{s1−n(n+2α+1)/2 p(sμ)}(t )|t=1. (15)

We use the Laplace inversion formula provided in Ref. [124]
for the Meijer G function to obtain the desired expression as

p(F )(μ) = 1

2n
[Gα (μ) + Gα+1(μ)], (16)

where

Gq(μ) = 	[n(n + 2α + 1)/2]
n−1∑
k=0

Ck,q μk+2α+1

× G2,2
4,4

(−2α − k − 1,−n − 2α − 1; n, n(n + 2α + 1)/2 − 2α − k − 2
0,−q; −2α − 1,−2α − 2 − k

∣∣∣μ)
. (17)

Finally, from Eq. (15), it can be readily shown that the ηth
moment of the fixed-trace BH ensemble is related to that of
the unrestricted-trace variant as

〈μη〉 = 	[n(n + 2α + 1)/2]

	[η + n(n + 2α + 1)/2]
〈λη〉. (18)

We will compare the expression for the BH spectral density
appearing in Eq. (16) with those obtained from coupled-
kicked-top simulations in Sec. IV.

C. Average entropies

Entropy measures like von Neumann entropy and purity
help us conclude how close a random density matrix is to
being pure or maximally mixed. The von Neumann entropy
is given by

S = −Tr(ρ ln ρ) = −
n∑

i=1

μi ln μi. (19)

For a pure state, the von Neumann entropy is zero, and in the
maximally mixed case it acquires the value ln n. The purity is
given by

Sp = Tr(ρ2) =
n∑

i=1

μ2
i . (20)

For a pure state the purity is 1, whereas the maximally mixed
case corresponds to a value of 1/n. The average purity can
be obtained as 〈Sp〉 = n〈μ2〉, and hence, the corresponding
result can be read from Eq. (18) for η = 2. Alternative exact
results for the average entropies were calculated in Ref. [50]
as finite sums, and additionally, their compact expressions
were also conjectured. These conjectures were proved very
recently in Ref. [80] by explicitly evaluating sums similar
to that in Eq. (13). The average von Neumann entropy turns
out to be

〈S〉 = ψ (mn − n2/2 + 1) − ψ (m + 1/2)

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

mn−n2/2∑
j=1

j−1 −
m∑

j=1
( j − 1/2)−1 + 2 ln 2, n even,

mn−(n2−1)/2∑
j=m+1

( j − 1/2)−1, n odd,

(21)

and the average purity is given by

〈Sp〉 = 2m(2m + n) − (n2 − 1)

2m(2mn − n2 + 2)
. (22)

Here, ψ (y) = [1/	(y)]
∫ ∞

0 e−uuy−1 ln u du is the digamma
function.

D. Local fluctuation properties

It is well acknowledged that local fluctuation properties of
the spectra of quantum chaotic systems coincide with those
of random matrices [35,125,126]. The quantum kicked top
whose classical limit exhibits chaotic behavior [6] has al-
ready been employed to study the statistical properties of the
eigenvalues from the HS ensemble. It was found that in the
limit of high-dimensional matrices, these properties match
RMT predictions [14,28]. This motivates us to study the local
fluctuation properties of the BH eigenvalues by considering
the ratio of eigenvalue spacings as the measure. In comparison
to the nearest-neighbor spacing distribution, it is advantageous
to consider the ratio of nearest-neighbor spacings as unfolding
is not required in this case. We show in later sections that in
the strongly chaotic regime, fluctuation properties of high-
dimensional square density matrices belonging to the BH
ensemble approach the Wigner-surmise-like result for GUE
random matrices [109,110].

To touch upon these results, let us say we have an or-
dered set of energy levels e1 < e2 < e3 · · · < e j < e j+1 · · · .
The ratio of consecutive eigenvalue spacings is then given
as r j = (e j+2 − e j+1)/(e j+1 − e j ). The Wigner-surmise-like
result for the ratio of consecutive spacings for GUE is given
by [109,110,122]

Pr (r) = 81
√

3

4π

(r + r2)2

(1 + r + r2)4
. (23)

This is an exact result based on a 3 × 3 random matrix model.

IV. COUPLED KICKED TOP

The Hamiltonian for the coupled kicked top is defined
by [87,97,98]

H = H1 ⊗ 1m + 1n ⊗ H2 + H12. (24)
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Here,

Hs = π

2
Jys + κs

2 js
J2

zs

∞∑
ν=−∞

δ(t − ν), s = 1, 2, (25)

represent the Hamiltonians for the individual tops, and

H12 = ε√
j1 j2

(Jz1 ⊗ Jz2 )
∞∑

ν=−∞
δ(t − ν) (26)

gives the interaction term. The first term in Hs signifies the
free precession of the sth top around the y axis with an angular
frequency π/2, and the second term contains the periodic
δ-function kicks. The stochasticity parameters κ1 and κ2 mea-
sure the strength of the kicks for the two tops and decide
their individual chaotic behaviors in the uncoupled case. js
is the quantum number corresponding to the operator J2

s =
J2

xs
+ J2

ys
+ J2

zs
. The Hamiltonians H1 and H2 are associated

with (n = 2 j1 + 1)- and (m = 2 j2 + 1)-dimensional Hilbert
spaces H(n) and H(m), respectively. The Hamiltonian for the
coupled kicked tops corresponds to an (n m)-dimensional
Hilbert space H(nm) = H(n) ⊗ H(m). The parameter ε takes
care of the coupling between the two tops.

The unitary Floquet operator corresponding to the coupled
Hamiltonian in Eq. (24), which time evolves a state vector
from immediately after one kick to immediately after the next,
is given by

F = F12(F1 ⊗ F2), (27)

where

Fs = exp

(
− ι κs

2 js
J2

zs

)
exp

(
− ιπ

2
Jys

)
, s = 1, 2, (28)

F12 = exp

(
− ι ε√

j1 j2
Jz1 ⊗ Jz2

)
, (29)

with ι = √−1 being the imaginary-number unit. The product
form of exponentials in writing the Floquet operator follows
due to the fact that the operators for the two independent
tops commute and that between the δ-function kicks only
free-precession parts of the Hamiltonian survive, while at the
instants of the kicks they are ineffective [6].

Before we proceed further, it would be helpful to sum-
marize the behavior exhibited by the kicked-top system with
the choice of the stochasticity and coupling parameters, as
established in earlier studies. The classical and quantum as-
pects of a single kicked top were studied in great detail in
Refs. [7,86,87,97]. The classical limit is obtained in j → ∞,
which plays the role of 1/h̄. The resulting classical map
exhibits a rich variety of behaviors in the associated phase
space as the stochasticity parameter κ is varied. The system
is completely integrable for κ = 0. As κ is gradually in-
creased, stochastic regions begin to emerge for κ ≈ 2. Around
κ = 3, the phase space exhibits a mixed behavior with many
stochastic points and periodic orbits coexisting. For κ = 6,
the phase space is dominantly chaotic with only a few very
tiny regular islands of stability. In the corresponding quantum
variant, the chaos manifests in the fluctuation properties of
the eigenphases of the Floquet operator and is found to be
consistent with random matrix theory [6,7]. For the coupled

kicked top, the overall behavior is decided by the stochas-
ticity parameters κ1, κ2 associated with the two tops and the
coupling parameter ε [87,97]. For relatively weak couplings
(ε � 10−2), the degree of chaos in the system is determined
prominently by the behavior of the individual tops, i.e., the
corresponding κ1, κ2 values. For such weak couplings, it has
been found that the eigenvalue density of the reduced den-
sity matrix obtained from the coupled kicked top, and hence
the bipartite entanglement behavior, agrees with the random
matrix Hilbert-Schmidt ensemble results only for large values
of j1, j2 (� 100) [97,107]. On the other hand, if the coupling
constant is assigned sufficiently large values (∼1), the random
matrix behavior is achieved in the Schmidt eigenvalues for
rather small values of j1, j2 (∼10) [34,98,104]. This can be
attributed to the significant amount of interaction between the
two tops, which plays a crucial role in deciding the overall
behavior of the system. Since we are interested in comparing
finite-dimension analytical results with those obtained from
the coupled-kicked-top simulation, here also, our focus is on
small dimensions and a significant amount of coupling. It
should be noted that in such a setup, one does not strictly
have the classical correspondence. However, for the sake of
simplicity, we still refer to the individual tops as integrable,
mixed type, or chaotic based on the values of the correspond-
ing stochasticity parameters κ1 and κ2.

Generating the density matrices

In this section, we describe the procedure for generating
the bipartite pure density matrix corresponding to the coupled-
kicked-top system and also the reduced density matrix as per
the prescription in Eq. (1).

The initial states for the individual tops are chosen to be di-
rected angular momentum states [6]. In the | js, ms〉 basis, they

are given by 〈 js, ms|θs, φs〉 = (1 + |γs|2)− js
γ

js−ms
s

√( 2 js
js+ms

)
,

with γs ≡ exp(ι φs) tan(θs/2). We define n- (for s = 1) and m-
(for s = 2) dimensional vectors, given by [87,96–98,104]

χs = [〈 js, ms|θs, φs〉]ms=− js··· js (30)

for use in creating the initial states of the coupled kicked top.
The initial (n × m)-dimensional matrix representation for the
state of the coupled system is given by the direct product of
the initial states of the two tops, viz., ψ(0) = χ1 ⊗ χ2

T . This
corresponds to the product state |θ1, φ1〉 ⊗ |θ2, φ2〉.

Given a state |ψ (ν)〉, the next state |ψ (ν + 1)〉 can be
created by operating the time-evolution operator on it,

|ψ (ν + 1)〉 = F |ψ (ν)〉 = F12(F1 ⊗ F2)|ψ (ν)〉. (31)

This iteration scheme in matrix representation is given by

ψ(ν + 1) = F12 ◦ [
F1ψ(ν)FT

2

]
. (32)

Here, ◦ represents the Hadamard product, and T gives
the transpose. F12 is an (n × m)-dimensional matrix
represented by

F12 =
[

exp

(
−ι

ε√
j1 j2

ab

)]
a=− j1,...,+ j1
b=− j2 ,...,+ j2

. (33)
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FIG. 1. Distributions of matrix elements of the bipartite pure state (top row) and eigenvector elements (middle row) and eigenvalues (bottom
row) of the reduced state. The symbols depict results based on coupled-kicked-top (CKT) simulations performed using two different initial
conditions: (θ1, φ1; θ2, φ2) = (0.83, 0.65; 0.80, 0.60) and (0.53, 0.31; 0.24, 0.45), which have been indicated as CKT I and CKT II. The solid
lines depict the appropriate random-matrix-theory-based analytical results. The parameters chosen for simulations are (κ1, κ2, ε) = (7, 8, 1).
This corresponds to highly chaotic phase space for the two individual tops. The parameter ε in the present case provides a good amount of
coupling between the tops and plays a crucial role in deciding the overall behavior. The dimensions increase in the plots columnwise from left
to right as (n, m) = (5, 9), (13, 13), and (17,19).

F1 and F2 are, respectively, (n × n)- and (m × m)-
dimensional matrices given by

F s =
[

exp

(
−ι

ks

2 js
a2

)
d ( js )

a,b (π/2)

]
a,b=− js,...,+ js

, (34)

where d ( js )
a,b is the Wigner (small) d matrix. An ensemble is

created by applying the iteration scheme (32) many times
and considering ψ(ν) separated by a certain number of ν

values. Moreover, the transient states generated during initial
iterations are not considered for analysis [87,96–98,104]. We
use the (n × m)-dimensional matrix representation ψ of the
bipartite pure state for comparison with the normalized Gini-
bre matrix A = A/

√
TrAA†, as described in Sec. III A.

To generate reduced random density matrices according to
Eq. (1), we require unitary matrices from the set equipped
with the measure | det(1n + U )|2(m−n)dμ(U ). It reduces to
the Haar measure for m = n, and therefore, in this case these
matrices U may be taken from the circular unitary ensem-
ble of random matrices. For the general case (m 
= n), we

adopt the following strategy. The unitarily invariant nature
of | det(1n + U )|2(m−n)dμ(U ) leads to the joint probability
density of the eigenangles {ξi} of U as

Pξ ({ξi}) ∝
∏
j>k

sin2

(
ξ j − ξk

2

) n∏
l=1

(1 + cos ξl )
m−n. (35)

We generate these eigenangles using the log-gas approach
[35,36,127]. The U matrices are then obtained by conjugating
diag (eiξ1 , . . . , eiξn ) with unitary matrices V from the Haar
measure, i.e., U = V †diag(eiξ1 , . . . , eiξn )V . Eventually, these
are used to create the desired superposition,

ϑ(ν) = (1n + U )ψ(ν), (36)

where ψ(ν) is as in Eq. (32). The reduced density matrix of
dimension n × n is constructed thereafter as

ρ = ϑϑ†

Tr(ϑϑ†)
. (37)
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FIG. 2. Plots as in Fig. 1, except for the coupled-kicked-top parameters, which are set to (κ1, κ2, ε) = (0.5, 8, 1) in this case, which
corresponds to the first top being almost integrable and the second top being highly chaotic. The coupling between the two tops remains
significant, as in Fig. 1.

These density matrices are expected to be from the BH mea-
sure when the parameters of the coupled kicked tops are
adequately chosen. Like for Eq. (5), we consider the eigen-
decomposition of the above ρ and compare the resulting
eigenvectors and eigenvalues with the analytical results of
Sec. III B.

At this point, it would be worth discussing the feasibility
of generation of the Bures-Hall state and its generalizations in
experiments using quantum circuits. It is well established that
generation of random pure states and random unitary opera-
tors is exponentially hard in these circuits. However, methods
of generating pseudorandom states and pseudorandom unitary
operators are now known which can be efficiently used in
quantum communication and information processing proto-
cols [128]. One such approach which has been very fruitful
in recent years is the so-called quantum t design [129–133].
Such pseudorandom states or unitary operators can mimic
properties of the probability distribution over the Haar mea-
sure for polynomials of degree up to t . In other words, these
t designs simulate up to t th-order statistical moments of the
original ensemble. Therefore, by implementing more sophis-
ticated algorithms in quantum circuits, it might be possible
to generate pseudorandom states and unitary operators from
nonuniform measures such as the ones discussed above.

V. COMPARISON OF COUPLED-KICKED-TOP
RESULTS WITH RMT

In this section we compare the results of the coupled-
kicked-top simulation described in the preceding section with
the RMT-based analytical results in Sec. III.

A. Matrix elements of the bipartite pure state and eigenvectors
and eigenvalues of the reduced state

Here, we compare the distribution of matrix elements of
the bipartite pure state and the eigenvector and eigenvalues
of the reduced state generated in the kicked-top simulation
with the analytical results. For the bipartite pure state ψ, we
consider the matrix elements ψ jk for all j, k and examine
the distribution of ln(nm|ψ jk|2). This gives the informa-
tion regarding the behavior of a generic matrix element of
ψ. Likewise, for the reduced state ρ, we consider the dis-
tribution of ln(n|U jk|2). Finally, the density of eigenvalues
of ρ is also examined. The resulting plots are shown in
Figs. 1–5 for various combinations of the stochasticity pa-
rameters κ1, κ2 and the coupling parameter ε. Moreover, for
each combination of parameters, two different initial condi-
tions have been considered via the values assigned to θs and
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FIG. 3. Plots as in Fig. 1, but with parameters (κ1, κ2, ε) = (2.5, 2.5, 1). In this case, the two individual tops exhibit mixed phase-space
behavior. The coupling remains significant.

φs in Eq. (30), viz., (θ1, φ1; θ2, φ2) = (0.83, 0.65; 0.80, 0.60)
and (0.53, 0.31; 0.24, 0.45).

Figure 1 depicts the plots for parameter choices
(κ1, κ2, ε) = (7, 8, 1). This combination corresponds to the
highly chaotic regime for the individual tops when uncoupled.
The coupling constant ε, which has been assigned a significant
value in this case, plays an important role in deciding the over-
all behavior of the coupled system [97]. For small n = 2 j1 +
1 and m = 2 j2 + 1 values there is some noticeable differ-
ence between the kicked-top simulation and analytical results.
However, with increasing dimension, as we go from left to
right in the plots, the agreement becomes extremely good. In
Fig. 2, we keep the values of κ2 and ε the same as in Fig. 1
but reduce the κ1 value to 0.5, for which the first top exhibits a
regular behavior, i.e., when examined without the coupling.
In this case also, the empirical distributions are reasonably
close to the analytical predictions, especially for higher n, m
values. This can be attributed to the significant amount of
interaction between the two tops. A similar phenomenon was
observed for the eigenvalues of the HS state generated using
coupled kicked tops in Ref. [104]. Next, in Fig. 3, we consider
(κ1, κ2) = (2.5, 2.5), which gives the mixed phase space for
the two tops. The coupling constant ε is still fixed at 1. We ob-
serve that in this case, compared to the last one, the difference
between the behavior of matrix elements of the bipartite pure

state and that of uniformly distributed pure states persists even
for n = 17, m = 19. However, the distributions of eigenvector
elements of the reduced state and the associated eigenvalues
tend to approach the analytical predictions for the BH states,
the former with a finer degree. Figure 4 depicts the results
for the coupling constant ε = 1 and stochasticity parameters
κ1 = 0.5 and κ2 = 1 for which the two tops are individually
integrable. In this case, we observe overall large deviations in
the empirical distributions for the pure-state matrix elements
and the eigenvalues compared to the analytical results. How-
ever, the eigenvector elements exhibit behavior close to that
of a uniformly distributed vector. Finally, in Fig. 5, we keep
(κ1, κ2) = (7, 8), corresponding to highly chaotic tops, but
reduce the coupling to ε = 0.05. In this case, the deviation is
pronounced in the eigenvalue distribution. On the other hand,
the behavior of pure-state matrix elements and eigenvector
elements remains close to the analytical results, with the latter
having better agreement. In all of the above, we also notice
that the empirical curves for the two different initial condi-
tions tend to overlap as the dimensions n and m are increased.

Thus, we conclude that all empirical distributions approach
the analytical results when the coupling is large enough
and the stochasticity parameters are set to high values. More-
over, the agreement improves with increasing n and m values,
and the effect of the initial condition also gets diminished.
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FIG. 4. Plots as in Fig. 1, but with parameters (κ1, κ2, ε) = (0.5, 1, 1). Here, the two individual tops exhibit regular behavior. The coupling
still remains significant.

B. Average entropy measures

We now compare the average von Neumann entropy 〈S〉
and the average purity 〈Sp〉 obtained from the coupled-kicked-
top simulation with the BH results given in Sec. III. Figure 6
exhibits the comparison for various combinations of κ1, κ2

with ε fixed at 1. As expected, the best agreement between
the coupled-kicked-top results and RMT is observed for
(κ1, κ2) = (7, 8). For (κ1, κ2) = (0.5, 1), there is a significant
deviation from the analytical results.

In Fig. 7, we consider 〈S〉 and 〈Sp〉 with (κ1, κ2) = (7, 8)
and varying ε. Very good agreement is seen between the
coupled-kicked-top simulation and BH results for ε = 0.5
and 1, with improvements occurring as the dimensions n, m
are increased. For very small couplings, there is significant
disagreement between the empirical values and the analytical
predictions.

C. Spectral fluctuation properties of FT Bures-Hall eigenvalues

We now analyze the local fluctuations exhibited by the
eigenvalues of the reduced state via the distribution of the
ratio of consecutive spacings, as defined in Sec. III D. In
Fig. 8, we show the results for j1 = j2 = 12, i.e., n =
m = 25, and three combinations of the parameters κ1, κ2, ε.
We also display the Wigner-surmise-like result for the ratio

distribution, which is based on 3 × 3 GUE matrices and given
in Eq. (23), as a reference in all the plots. We observe that for
(κ1, κ2, ε) = (7, 8, 1), the ratio distribution from the coupled-
kicked-top simulation agrees with the distribution obtained
by simulating the BH matrix model given in Eq. (3). For the
other two combinations of the parameters, the agreement is
not good. We also find that while there is agreement between
kicked-top and BH ensemble simulations for the first set of
parameters, i.e., when the individual tops are highly chaotic
and there is sufficient coupling between them, the empirical
ratio distributions are still away from the 3 × 3 GUE result.
Therefore, in Fig. 9, we examine the behavior of the ratio
distribution by varying the dimensions (n = m) but keeping
the parameters (κ1, κ2, ε) fixed at (7,8,1). We find that, indeed,
as the dimensions increase, the empirical ratio distribution
approaches the 3 × 3 GUE result, although the convergence
is rather slow.

VI. SUMMARY

In this work, our aim has been to generate Bures-Hall dis-
tributed density matrices using the system of coupled kicked
tops. Although random matrix models and algorithms to con-
struct density matrices from the Bures-Hall measure have
been discussed in the literature, they have not been studied
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FIG. 5. Plots as in Fig. 1, but with parameters (κ1, κ2, ε) = (7, 8, 0.05). The two tops individually again fall in the regime of a high degree
of chaos as in Fig. 1; however, the coupling between the two tops has been considerably reduced.

in the context of quantum chaotic systems like the coupled
kicked tops. The present work, therefore, fills this gap by
studying this ensemble in the light of quantum chaos and
complements similar studies done for the Hilbert-Schmidt
ensemble.

We have carried out a detailed study of the distributions
of the eigenvalues and eigenvectors and also the average
entropies with variation in the stochasticity and coupling pa-
rameters of the coupled-kicked-top system. Additionally, we
have also examined the distribution of the matrix elements of

FIG. 6. Average von Neumann entropy 〈S〉 and average purity 〈Sp〉 as functions of dimensions (n, m) for various values of κ1, κ2,
and ε = 1.
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FIG. 7. Average von Neumann entropy 〈S〉 and average purity 〈Sp〉 as functions of dimensions (n, m) for fixed κ1 = 7, κ2 = 8 and
varying ε.

the bipartite pure states generated in the kicked top simulation.
Like for the Hilbert-Schmidt ensemble, we have found very
good agreement with the analytical results in the strongly
chaotic regime and when the subsystems representing the two
tops have a significant amount of coupling between them.
Furthermore, the agreement improves, in general, with in-
creasing dimensionalities. The match reduces notably when
the stochasticity parameters for the two tops are small or when
the coupling is low between them.

Another line of our investigation regarded the study of
spectral fluctuation properties of the eigenvalues of the re-
duced state using the distribution of the consecutive-spacing
ratio. We have found that the results of coupled kicked
tops, with adequate parameter values, match those based on
the matrix model for the Bures-Hall ensemble. Furthermore,
for high-dimensional reduced density matrices, the empirical
results for the ratio distribution approach the Wigner-surmise-
like result for the Gaussian unitary ensemble of random
matrices.

In Ref. [3], the authors introduced a very general class
of random states containing an ensemble of non-Hermitian
random matrices parameterized by an arbitrary l-dimensional
probability vector p = {p1, . . . , pl} and a non-negative inte-
ger s, such that

�l,s = (p1U1 + p2U2 + · · · + plUl )G1 · · · Gs. (38)

Here U1, . . . ,Ul denote l independent random unitary ma-
trices distributed according to the Haar measure, while
G1, . . . , Gs are independent complex Ginibre matrices. The
random density matrix is then obtained as a normalized
Wishart-like matrix,

ρl,s = �l,s�
†
l,s

Tr(�l,s�
†
l,s)

. (39)

For l = 2 and s = 1 the typical Bures ensemble is achieved,
while for l = 2 and arbitrary s, a higher-order Bures
ensemble is derived. It will be interesting to explore
various statistical properties of these density matrices be-
longing to more general ensembles and to obtain ana-
lytical and numerical insights beyond what is currently
known. Furthermore, we would like to explore such gen-
eralized ensembles for other symmetry classes of random
matrices.
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FIG. 8. Ratio distribution for eigenvalues of reduced states obtained in the CKT system with n = m = 25 and three combinations of
parameters (κ1, κ2, ε): (a) (7,8,1), (b) (0.5,1,1), and (c) (7,8,0.02). Results based on the BH random matrix model are also shown along with
the Wigner-surmise-like result (GUE = 3 × 3).
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FIG. 9. Ratio distribution for eigenvalues of reduced states obtained in the CKT system for (κ1, κ2, ε) = (7, 8, 1) with increasing
dimensions (n, m): (a) (75,75), (b) (151,151), and (c) (251,251). For comparison, the Wigner-surmise-like result (GUE = 3 × 3) is
also shown.

APPENDIX A: DERIVATION OF THE WEIGHTED
UNITARY MATRICES

In Ref. [46], Osipov et al. derived the random matrix
model corresponding to the BH-distributed density matrices
for the square case, i.e., n = m. For this case, one requires
Haar-distributed unitary matrices in the construction of den-
sity matrices. However, for the general case of n � m, the
random unitary matrix U has to be chosen from the measure
| det(1n + U )|2(m−n)dμ(U ), which reduces to the Haar mea-
sure dμ(U ) for n = m. While this was mentioned in some
earlier works [50,51], details have not been provided. For the
sake of completeness, we outline a derivation below which
closely follows that for the square case given in Ref. [46].

It is known that the BH probability density, as given in
Eq. (2), can be obtained by the following integral over an
n-dimensional random Hermitian matrix H and an (n × m)-
dimensional complex Ginibre matrix A [46],

PBH(ρ) ∝
∫

dA
∫

dHe−Tr[(1n+H2 )AA†]δ

(
ρ − AA†

TrAA†

)
.

(A1)

Applying a scaling A → (1n + iH )−1A leads to the
expression

PBH (ρ) ∝
∫

dH

|det(1n + H2)|m
∫

dAe−TrAA†

×δ

(
ρ − (1n + iH )−1AA†(1n − iH )−1

Tr[(1n + iH )−1AA†(1n − iH )−1]

)
. (A2)

Now, Cayley transformation asserts that a unitary matrix
U can be written in terms of a Hermitian matrix H as
U = (1n − iH )(1n + iH )−1 = 2(1n + iH )−1 − 1. This gives
4n|det(1n + H2)|−1 = |det(1n + U )|2. It is also known that
the Haar measure dμ(U ) is equivalent to the Cauchy-like
measure dH/[det (1n+H2

2 )]
n

[46]. Therefore, the integral over
H in the above expression may be replaced by an integral over
U , and one gets, after some simplification,

PBH (ρ) ∝
∫

dμ(U )|det(1n + U )|2(m−n)
∫

dAe−TrAA†

×δ

(
ρ − (1n + U )AA†(1n + U †)

Tr[(1n + U )AA†(1n + U †)]

)
. (A3)

This proves that for general m, n, the BH-distributed ran-
dom density matrix ρ indeed has the construction given
in Eq. (3).

APPENDIX B: DERIVATION OF THE SPECTRAL DENSITY
AND ARBITRARY MOMENTS FOR THE

UNRESTRICTED-TRACE ENSEMBLE

The spectral density of the unrestricted-trace Bures-Hall
ensemble is known as [51]

p(λ) = 1

2n
[Fα (λ) + Fα+1(λ)], (B1)

where

Fq(λ) =
1∫

0

dt G1,1
2,3

(−n; n + 2α + 1
2α + 1; 0, q

∣∣∣tλ)

× G2,1
2,3

(−n − 2α − 1; n
0,−q; −2α − 1

∣∣∣tλ)
. (B2)

In order to compute the above integral, we use the
property that the first Meijer G function inside the in-
tegral in Eq. (B2) can be expanded as a finite series
[51,52,134],

G1,1
2,3

(−n; n + 2α + 1
2α + 1; 0, q

∣∣∣z) =
n−1∑
k=0

Ck,q zk+2α+1, (B3)

where

Ck,q = (−1)k (k + 2α + 2)n

	(n − k)	(k + 2α + 2 − q)k!
. (B4)

Using Eq. (B3) in Eq. (B2), we get

Fq(λ) =
n−1∑
k=0

Ck,qλ
k+2α+1

×
1∫

0

t k+2α+1G2,1
2,3

(−n − 2α − 1; n
0,−q; −2α − 1

∣∣∣tλ)
dt . (B5)
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This integral can be performed using a result given in
Ref. [134], giving us

Fq(λ) =
n−1∑
k=0

Ck,qλ
k+2α+1

× G2,2
3,4

(−2α − k − 1,−n − 2α − 1; n
0,−q; −2α − 1,−2α − 2 − k

∣∣∣λ)
, (B6)

and therefore, Eq. (10) follows.

We also calculate the ηth-order moments for the eigenval-
ues as

〈λη〉 =
∞∫

0

λη p(λ)dλ = 1

2n

∞∫
0

λη[Fα (λ) + Fα+1(λ)]

= 1

2n
[wα + wα+1]. (B7)

The integral wq =
∞∫
0

ληFq(λ) can be calculated by using the Mellin transform of the Meijer G function [134],

∞∫
0

dz zs−1Gm,n
p,q

(
a1, . . . , an; an+1, . . . , ap

b1, . . . , bm; bm+1, . . . , bq

∣∣∣ζ z

)
=

ζ−s
n∏

j=1
	(1 − a j − s)

m∏
j=1

	(b j + s)

p∏
j=n+1

	(a j + s)
q∏

m+1
	(1 − b j − s)

. (B8)

This gives

wq =
∞∫

0

dλ ληFq(λ)

=
n−1∑
k=0

Ck,q

∞∫
0

dλ λη+k+2α+1G2,2
3,4

(−2α − k − 1,−n − 2α − 1; n
0,−q; −2α − 1,−2α − 2 − k

∣∣∣λ)

= −
n−1∑
k=0

Ck,q
(−η − k)n	(η + k + 2α + 2 − q)

η(η + k + 2α + 2)n
. (B9)

Now, using this expression in (B7), we obtain Eq. (13) after some simplification.
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