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Realistic quantum sensors face a trade-off between the number of sensors measured in parallel and the control
and readout fidelity (F) across the ensemble. We investigate how the number of sensors and fidelity affect
sensitivity to continuous and intermittent signals. For continuous signals, we find that increasing the number of
sensors by 1/F? for F < 1 always recovers the sensitivity achieved when F = 1. However, when the signal is
intermittent, more sensors are needed to recover the sensitivity achievable with one perfect quantum sensor. We
also demonstrate the importance of near-unity control fidelity and readout at the quantum projection noise limit
by estimating the frequency components of a stochastic, intermittent signal with a single trapped ion sensor.
Quantum sensing has historically focused on large ensembles of sensors operated far from the standard quantum
limit. The results presented in this paper show that this is insufficient for quantum sensing of intermittent signals
and reemphasizes the importance of the unique scaling of quantum projection noise near an eigenstate.
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I. INTRODUCTION

Quantum metrology aims to estimate a physical parame-
ter of a signal via the response of a controllable quantum
sensor coupled to the signal. Ideally, entanglement between
quantum sensors can be exploited to break classical sensing
limits [1], but even without entanglement, quantum systems
can reach the quantum projection noise (QPN) limit [2] (a
noise floor unattainable by classical systems) and provide high
sensitivity and precision [3]. The figure of merit for a quantum
sensor depends on the application. In this paper we focus
on the minimum parameter that can be accurately resolved,
or the sensitivity. The sensitivity depends on the response of
the sensor’s state to the parameter of interest and on the noise
on the measurement of the sensor’s state.

Ideally, a quantum sensor would be made of a large ensem-
ble of M individual quantum systems with a long ensemble
coherence time and unity fidelity state preparation, control,
and measurement across the ensemble. However, any exper-
imental implementation must balance the gain in sensitivity
due to increased M with any potential loss in fidelity due to in-
creased decoherence and nonuniform control [4]. Amplitude
and frequency estimation of coherent signals has been well
studied [5—7], and some work has been done on spectroscopy
of stochastic signals [8—15]. In all of these studies, the sig-
nals are continuous. However, some signals of interest are
intermittent [16,17] with durations much shorter than standard
coherence times. Sensing protocols for intermittent signals
must differ significantly from sensing of continuous signals
because the signal duration (not the sensor’s coherence time)
limits the integration time for each individual measurement.
A recent paper discussed quantum sensing of a specific in-
termittent signal [18]. In this paper, we extend this theory to
highlight experimentally relevant features of quantum sensing
of intermittent signals, and provide an experimental demon-
stration.
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We investigate how a sensor’s sensitivity scales with the
number of sensors M and their fidelity F' for four scenarios of
interest illustrated in Figs. 1(b) to 1(e): (1) Amplitude estima-
tion of a constant signal (Sec. IT A); (2) Variance estimation
of the amplitude of a 0-mean stochastic signal (Sec. IIB);
(3) Frequency estimation of a two-frequency stochastic signal
(Sec. IIT A); and (4) Frequency estimation of an intermittent
two-frequency stochastic signal (Sec. III B). The stochastic
signals are all normally distributed and have an autocorre-
lation time longer than each individual Ramsey integration
time (¢;), but shorter than the total measurement time (¢yeas)
comprising N individual integration periods plus the addi-
tional time needed for state preparation and measurement [see
Fig. 1(a)].

These signals cause a small change B(g, t) in the transition
frequency of the sensor. We estimate this change, and thus
the parameter of interest g, via a Ramsey measurement as
depicted in Fig. 1(a) [3]. N projective measurements of the
excited state population (p) of M sensors are used to esti-
mate the average phase [¢(g, t;)] accrued by the sensor due
to B(g, t) during an integration time f;. The interferometer is
biased with a controllable phase 6 to optimize the response
to the parameter of interest. The M sensors are unentangled
such that the noise on the population measurement is bounded
below by the QPN, aqun =p( —p)/(NM).

Errors in state-preparation, control, and measurement con-
tribute to a time-independent subunity fidelity F'. Decoherence
due to coupling to the environment reduces the maximum
achievable contrast over time: C(t) = Fe *® for a known
function x(z). Here, we assume that the coherence of the
sensor is limited by slow noise and the contrast exhibits a
Gaussian decay characterized by a coherence time 75, x(¢) =

2’—;3. Figure 1(f) plots p(0, ) = 0.5[1 + C(t) cos(0)] for a sen-

sor with F = 0.9 and an arbitrary 7> time. Insets show the
dependence on the bias phase 6 at t;, =0 and t; = T;. For

©2021 American Physical Society
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FIG. 1. (a) Depiction of the Ramsey sequence used for sensing
including the time needed for state preparation and measurement (SP
and M). The phase (0) of the second 7 /2 pulse is chosen to optimize
the sensitivity. (b)—(e) The signals considered in this paper. (b) A con-
stant amplitude signal. (c) A stochastic signal. (d) A two-frequency
stochastic signal. (e) An intermittent two-frequency stochastic signal.
(f) A Ramsey signal with increasing #; with no signal applied and
6 = 0 with population p = 0.5[1 4 C(¢)]. Insets show the reduced
contrast at # = 0 and at the 7, time of the sensor.

t; = 0, the contrast is dominated by subunity state preparation,
operations, and measurement. For #; = 75 the loss in contrast
is dominated by decoherence.

With the field applied, the sensor accrues a field-
dependent phase, and the population is p(g,t) =
%{1 + C(t)cos[0 + ¢(g,t)]}. The sensor’s signal is then
the change in final population, Ap(g,t) = p(g,t) — p(0,1).
We assume p(0, t) is known exactly, and the noise is bounded
by the QPN at p(g, ¢) but may include readout and preparation
noise if the sensor does not achieve the QPN limit.

The sensitivity is the parameter gp, for which the signal-
to-noise ratio (SNR) is equal to 1 [3]. For each of the signals
above we consider the effect of F' on sensitivity and find the
number of sensors with F' < 1 that are needed to recover the
sensitivity achievable with a single F' = 1 sensor.

II. AMPLITUDE ESTIMATION
A. Coherent signal

We begin with the well-studied case of amplitude estima-
tion of a signal B(g, 1) = g, such that ¢(g, 1) = [; B(g, t)dt =
gt;. The optimal SNR is obtained by biasing the measurement
at 0 = /2 so that p(0,t) = 0.5 [3]. Small g will give a
linear sensor response Ap(g,t) ~ %C(t)gt,- and the QPN is
unaffected by the presence of the signal. In this case, the
minimum detectable g is

gmin = (WNM1C (1)), (1)
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FIG. 2. Comparison between amplitude (solid) and variance
(dotted) estimation. (a) The effect of sensor fidelity on the achievable
sensitivity for a fixed number of sensors. (b) The number of sensors
needed to achieve the same sensitivity as a single unity-fidelity
Sensor.

which is minimized at a Ramsey integration time of #; =
T,. Figure 2 shows the effect of F < 1. Nonunity fidelity
reduces the achievable sensitivity, but M = 1/F 2 sensors re-
covers the sensitivity of one F = 1 sensor. This is a familiar
result [3], and state-of-the-art amplitude estimation demon-
strations leverage large ensembles to improve the sensitivity
even while sacrificing contrast [4] as large ensembles of quan-
tum sensors are found naturally in solid-state systems [19] or
atomic vapor cells [20].

B. Stochastic signal

Now we consider variance estimation of a slowly vary-
ing, normally distributed, stochastic signal B; with a mean
(Bs) = 0 and variance (B?) = g*. The average population of
the sensor with the signal applied is

[1+ C(#;){cos(0 + Bst;))] 2)
[1 4+ C(t;)cos(§)e 5712, 3)

(p(g. 1)) = 3
3

The signal adds an additional effective source of decoherence,
1/ T22eff =1/ T22 + g*. Thus, it is advantageous to bias the
measurement at 6 = 0,  such that p(0, ;) measures the full
contrast without the signal applied. In this way, p(g, t;) reflects
any reduction in contrast due to g. Then

Ap(g. 1) = $C@)(1 — e €71 “

~ Lcg’t? )2, (5)

O = ﬁ[l — C(1;)* +2C(1) g}, (6)
aNpZ AP _ VNMC(1;)g*t? o

Ogpn 2\/ 1 — C2(t;) + C2(1;)gX1?
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for (gt;)> < 1. Setting SNR = 1 and solving for g%, we find

, 20(t) + 2y/C(t;)> + [1 — NMC(1;)*]
Emin = NMC (1)

. ®

which is minimized at #; ~ +/2T. As shown in Fig. 2(a),
the scaling of sensitivity with fidelity for variance estimation
(~1/+/F) differs from the scaling for amplitude estimation
(1/F). However, the scalings with M for variance and am-
plitude estimation (~1 /W , 1/ M, respectively) change in
step such that M ~ 1/F? sensors still nearly compensate for
F <1 as seen in Fig. 2(b). Thus, when building a quantum
sensor for variance detection it is again best to increase M if
the subsequent decrease in F' is more modest than 1/ M.

III. FREQUENCY ESTIMATION

In this section, we consider the frequency resolution of
a two-frequency stochastic signal [Fig. 1(d)] with a finite
autocorrelation time that is longer than ¢; but much shorter
than fpeqs [18]. The signal has the form

Bi.(t) = A sinw;t + By cos wit + A; sin wyt + B, cos wat.

©)
We describe this signal with three parameters: the frequency
separation g = w; — w,, the center frequency w, = (w; +
@7)/2, and o2, the variance of the 0-mean normal distribution
that describes all four amplitudes A; 7, By 2. We assume prior
knowledge of w, and o and estimate the frequency separation
g. If wy and o are not previously known, multivariate estima-
tion techniques can be used [18,21].

A similar estimation problem has been considered in the
spatial domain [22,23], and sub-Rayleigh discrimination of
the position of two incoherent light sources has been demon-
strated [24,25]. This method has also been used in conjunction
with sum-frequency generation to achieve discrimination be-
tween optical frequency and temporal modes [26].

A. Continuous stochastic signal

For a continuous signal, we consider the problem numer-
ically. We simulate the response to the signal described in
Eq. (9) with w; =27 x 1 kHz and o = 27 x 500 Hz with
N = 1000 measurements of one sensor. These parameters
are relevant for our experimental implementation. As with
variance estimation, we measure an additional time-dependent
decoherence due to the signal so the measurement should be
biased at & = 0, 7 to measure the full contrast.

In Fig. 3(a) we plot SNR(#;) for g = 2w x 10 Hz which
is locally maximized at integer multiples of the period of
the center frequency, f, = 27 n/w, with an optimal SNR near
«/§T2 [blue marker in Fig. 3(a)]. In Figs. 3(b) and 3(c) we
see that frequency estimation of a continuous stochastic signal
scales similarly to variance estimation with respect to M and
F. Again, it is optimal to prioritize increasing M over increas-
ing F if the subsequent decrease in F' scales more favorably

than 1/v/M.

B. Intermittent stochastic signal

Finally, we consider an intermittent stochastic two-
frequency signal as in Fig. 1(e). In contrast to Sec. IIT A, the

(a) o 2
=2
wn
0
0 5 10 15 20 25 30
Time (ms)
(b)
=) ]
q) B
N 1
'SC_U ] >
S .
SE
— O .
= | — Freq. (Sto.)
— Freq. (Sto., Int.)
10_1 T T T T
0.2 0.4 0.6 0.8 1.0
Control Fidelity
(C) 104
S 3
5w d
S0 ex
85 107
EZ
2§ 10
100 T T T T
0.2 0.4 0.6 0.8 1.0
Control Fidelity
(d) 10° 7 T
= 105 4l F=0.2
ss —- F=0.9997
5> 107 1 — F=1
%) 3
= o 0.
50Tl
=2 ) 101 - .\ ...'..
n ~. Tl
10° — -
10°3 1072 1071 100
t1/T>

FIG. 3. Frequency estimation of an intermittent stochastic signal
as described by Eq. (9) with w; = 27 x 1 kHz, 0 = 27 x 500 Hz,
N = 1000, M = 1. (a) Time dependence of the SNR for frequency
estimation of a g =2m x 10 Hz signal. (b) The effect of sensor
fidelity on the achievable sensitivity for amplitude (black solid)
and variance estimation (black dotted) and frequency estimation
of stochastic continuous (blue, top) and intermittent (red, bottom)
signals. (c) The number of sensors needed to achieve the same
sensitivity as single unity-fidelity sensor for amplitude (black solid)
and variance estimation (black dotted) and frequency estimation
of stochastic continuous (blue, bottom) and intermittent (red, top)
signals. (d) The number of sensors M., needed to achieve the
same sensitivity as that for a continuous signal. As the signal time
decreases it is increasingly difficult to compensate for F < 1 by
increasing M.

intermittent signal has individual durations 4, < 75, such that
each integration time is limited by the signal duration and
not the sensor’s coherence. The signal for frequency estima-
tion approaches 0 for short measurement times, but a recent
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proposal [18] claims that the sensitivity of a perfect quantum
sensor is unaffected by integration time because the QPN also
approaches O near an eigenstate. As in Secs. II B and III A,
we bias the measurement to measure the decrease in contrast
due to the signal. However, unlike the previous sections, #; <
T; so the sensor is near an eigenstate as illustrated in Fig. 1(f),
and it is possible to take full advantage of the fact that QPN
approaches 0 for p = 0, 1 and recover a finite sensitivity to
g [18].

We consider a signal which only exists for bursts of dura-
tions less than 27 X 2/w; so that it is optimal to measure at
t; = 21 /w, [red marker in Fig. 3(a)]. For longer signals, the
optimal sensing procedure is discussed in Ref. [18]. At ¢ we
solve for the sensitivity analytically. The phase accrued by the
sensor due to the signal is ¢(g) = fot‘ Bie(t)dt. For g < wy,
the average population of the sensor with the signal applied is

(p(©) = 111+ G lcos(@(e)]. (10)
~ (14 GeTE T, (11

where C; = C(t;). The derivation follows the steps in
Sec. II B, and finding the SNR and solving for g with SNR =
1, we find

o |G+ JCHNM(1 - )

- 12
Emin = 5 o NMC, (12)

The red curve in Fig. 3(b) shows a strong departure from
previous scalings of sensitivity with F'. This arises because the
QPN decreases rapidly towards O as the system approaches
an eigenstate, and the sensor can only be near an eigenstate
if F ~ 1. Thus, for F ~ 1, the scaling of the sensor’s sensi-
tivity deviates strongly from the ~+/F scaling found for the
sensitivity for frequency or variance estimation of continuous
stochastic signals. As a result, significantly more sensors are
necessary to recover the sensitivity achieved with a single
unity fidelity sensor as seen in Fig. 3(c).

For low F, M ~ (1/FH)[1/(1 — e~2X@)] which has the
same scaling as the previous cases, but with a factor M, which
increases rapidly for #; « 7. This extra scaling with signal
duration is shown in Fig. 3(d) for a perfect sensor (F = 1), a
sensor with the best demonstrated readout and control fidelity
to date (F = 0.9997) [27], and a low-fidelity sensor (F =
0.2). For a sensor with unity fidelity, there is no dependence on
the signal duration as reported by Ref. [18]. However, for any
F < 1, as the duration of the stochastic signal (¢;) decreases,
the number of sensors M., needed to achieve the same sensi-
tivity as that for a continuous signal increases: Mex o< 1/ t12 for
F « C(t)). For instance, if t; /7> = 1073, M ~ 10°(1/F?) for
F « 1. Thus, when building a sensor for intermittent signals
it is necessary to maintain F and remain at the QPN limit
while increasing M.

IV. EXPERIMENTAL DEMONSTRATION

Finally, we present an experimental demonstration of quan-
tum sensing of an intermittent signal. Our quantum sensor
is a “*Ca*ion. Specifically, we use the electronic ground
state |0) = 2§, 2, and the long-lived metastable state, |1) =
2D5/2 in a Ramsey interferometry measurement. A single

measurement of the sensor’s state is performed via resonant
excitation of a cycling state-dependent transition. The number
of photons detected during the detection time is thresholded
to infer whether the detection event corresponded to the ion
in the |0) (bright) or |1) (dark) state. This is repeated over
N measurements to obtain a measurement of (p), the excited
state population.

We implement the intermittent signal in Eq. (9) with an
ac stark shift on the |0) to |1) sensing transition. We pro-
gram an arbitrary waveform generator with N instances of
Eq. (9) with N different values of the amplitudes A, », B;»
pulled from a 0-mean normal distribution with variance o2 as
described in Sec. III. The output of this arbitrary waveform
generator modulates an rf source driving an acousto-optical
modulator controlling the amplitude of laser light detuned
250 kHz from the sensing transition and focused onto the
ion. The amplitude of the signal is limited by the available
optical power and achievable modulation depth. This ac stark
shift signal necessarily has a dc bias. We use a Hahn-Echo
sequence to remove the effect of this dc bias and any slowly
varying environmental noise. However, the signal is on only
during the first half such that the sensing protocol remains an
unechoed Ramsey sequence. A phase scan at g = 0 bounds
the contrast (C = 0.903 & 0.015) at the given measurement
parameters due to the sensor decoherence (7, = 7.97 = 0.51
ms) and control fidelity (F = 0.91 & 0.015). The phase scan
also gives the measurement phase 6 to bias the sensor as close
as possible to an eigenstate as described in Sec. I1I B.

We consider the response of our trapped ion sensor to
varying frequency separations g for a signal with w; = 2w X
2 kHz and 0 = 27 x 275 Hz. Figure 4(a) shows the increase
in population (or decrease in contrast) as g increases. The error
is the standard error of 11 repetitions of N = 1000 measure-
ments of M = 1 sensors. A comparison between the standard
error over those 11 repetitions and the error expected from
QPN [Fig. 4(a), bottom panel] shows that our noise is nearly
dominated by QPN, with 17% excess uncorrelated noise at
g=0.

We estimate g using Eq. (11) for each of the 11 measure-
ments of p(g). For g < gmin, nearly half of the measurements
fall below p(g = 0) = 0.047. The estimation of g via Eq. (11)
is undefined for these measurements, and we disregard them.
Fig. 4(b) shows the results of the frequency estimation. For
g > gmin, the estimated g matches the applied value, while the
estimation is biased for g < gmi, due to measurements below
p(g = 0). We use this to extract an experimentally derived
Zmin- We verify this method with numerical simulations which
fit the analytical expression of Eq. (12). For an intermittent,
stochastic 2 kHz signal with #; = 0.5 ms and a total mea-
surement time of 500 ms we expect to achieve a 290-Hz
sensitivity. We measure 320-Hz sensitivity. This discrepancy
is due to the noise above the QPN limit and underlines the
importance of reaching the QPN limit in the sensing of inter-
mittent signals.

Finally, to demonstrate the strong dependence on sensor
fidelity laid out in Sec. III B, we postprocess our data to
artificially reduce the effective contrast of our detection and
rederive an empirical gn;,. As discussed above, for each of the
N measurements done at every data point, we record either a
0 or 1 depending on the photon counts we detect. To reduce
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FIG. 4. (a) Population as a function of frequency separation for
ws =21 X 2 kHz, 0 = 2w x 275 Hz, and the error over 11 sets of
N = 1000 measurements (M = 1) compared to the error expected
from QPN. (b) Estimation of the applied frequency separation g from
the population data. (¢) Comparison between the experimentally
derived sensitivity and the theoretical scalings for intermittent (red)
and continuous (blue) stochastic signals.

contrast, we record the wrong value some percentage of the
time. We do this with the data taken at g = 0 as well to get an
accurate measurement of the fidelity. In Fig. 4(c) we find that
the scaling with F matches our expectations (red), and clearly
deviates from the 1/+/F scaling expected for a continuous
signal (blue).

V. CONCLUSION

We compared variance and frequency estimation of
stochastic signals to the familiar case of amplitude detec-
tion. We find that for continuous signals, subunity control
fidelity is easily compensated for with a modest ensemble
of sensors. However, if the signal is intermittent, near-unity
control fidelity and measurements at the QPN limit are sig-
nificantly more important and the number of sensors needed
to recover the same sensitivity increases significantly. This
paper focused on a specific intermittent signal, but similar
results are expected for more general intermittent signals.
Experimental implementations of quantum sensing have his-
torically focused on increasing the number of sensors in
an ensemble. However, here we show that this is not suf-
ficient if the integration time is limited by the signal and
not the sensor’s coherence time. Thus it is important to con-
tinue optimizing the control fidelity of quantum sensors and
to achieve the standard quantum limit when adding more
Sensors.
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