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Effective spin models for spinor lattice gases with gauge fields
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We study the effective spin models for a Mott insulating Bose-Hubbard model in the presence of gauge
fields. We first introduce a simple method based on adiabatic elimination to determine the low-energy effective
Hamiltonian. Demonstration of a two-component one-dimensional model with synthetic magnetic field is shown.
We further consider a generalized Bose-Hubbard model which covers the cases where spin-orbit coupling
and synthetic flux are present. The resulting XYZ model contains Dzyaloshinskii-Moriya interactions and
symmetric anisotropic couplings. Under certain conditions, this model reduces to various interesting magnetic
Hamiltonians. Phase diagrams for two typical situations are obtained. We investigate magnetic phase transitions
by focusing on order parameters and spin-spin correlations. Results are validated by numerical calculations using
tensor network algorithms.
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I. INTRODUCTION

Ultracold atoms in optical lattice have been proven a ver-
satile toolbox for the study of many-body quantum systems
[1,2]. Lattice gases provide a quantum simulator for Hubbard
model with parameters in a wide range of regimes [3–5]. This
is due to the flexibility of the choice of atomic species, as well
as the high level of controllability of external fields. By ad-
dressing the laser field and manipulating Feshbach resonance
[6–8], the Hubbard model can be explored from superfluid to
Mott insulating phases [9–11]. Recent experiments have also
reported on the realization of synthetic gauge fields [12–16],
paving the way to the study of lattice gases in presence of
magnetic fields and spin-orbit couplings (SOCs) [17–22]. For
spinor gases in a one-dimensional (1D) optical lattice, tunable
gauge fields can be engineered by Raman-assisted tunnelings
[14–16], resulting in a ladder-like lattice with spins constitut-
ing the synthetic dimension.

In the deep Mott regime, charge fluctuations are suppressed
at unit filling. However, for two-species spinor gases, there are
nearest-neighbor tunnelings of one component followed by a
backward hopping of the other component. Such a second-
order process typically yields a spin-exchange interaction.
The low-energy physics of the corresponding Hubbard model
is captured by an effective Heisenberg model [23–25]. The
presence of a synthetic gauge field such as the SOC gives rise
to the well-known Dzyaloshinskii-Moriya (DM) exchange in-
teraction [26–33], which has received much attention over the
past decades [34–41]. On one hand, it appears in strongly cor-
related electronic materials including cuprate superconductors
[34] and low-dimensional magnetic materials [41]. On the
other hand, the DM interaction may induce exotic magnetic
phases, such as a vortex structure and even a Skymion crystal
in a two-dimensional (2D) lattice [28–30]. For the case of

1D spin chains, a SOC is characterized by spin-flip hoppings
which give rise to a DM interaction in one direction. In
such a case, the vortex and crystal phases may be replaced
by a gapless spiral phase within the description of Luttinger
liquid [32,42]. Furthermore, an artificial magnetic field char-
acterized by synthetic flux has also been realized in cold
atom experiments [12,13,15,16,18]. The presence of SOCs
and an artificial magnetic field may provide an anisotropy
in the Heisenberg interaction, leading to an effective spin
model with spin-couplings, external fields, and DM interac-
tions highly tunable.

To derive the effective spin model for spinor lattice gases
with strong interactions, one can directly apply the second-
order perturbation theory by treating the hopping terms
as perturbations [24,43]. Another method is to follow the
Schriffer-Wolf transformation, which combines techniques of
rotation-wave approximation and high-frequency expansion.
Although these methods have proven useful in the case of a
strongly interacting Fermi-Hubbard model [23,44], the for-
malism can be quite complex, especially for spinor bosons
with both interspin and intraspin interactions.

In the present paper, we first introduce an easy to imple-
ment method based on adiabatic elimination [45,46] to obtain
effective spin models for lattice gases. We then investigate the
effect of synthetic gauge fields on bosons with two hyper-
fine states in the Mott insulating regime. Spin-flip hoppings
with a phase factor are considered to cover different cases
of effective SOCs. We show that the corresponding effective
Hamiltonian constitutes an XYZ model with staggered DM in-
teractions and symmetric anisotropic couplings. Under certain
conditions, this Hamiltonian reduces to various spin models.
Ground state phases for some typical cases are explored.

The paper is organized as follows. In Sec. II we briefly
review the idea of adiabatic elimination, based on which we
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introduce a simple approach to obtain the low-energy effective
Hamiltonian. In Sec. III we consider a generalized Bose-
Hubbard model with SOCs and synthetic flux. The effective
spin model is then obtained. The situation of an XYZ model
with DM interaction and transverse field is studied in Sec. IV.
In Sec. V we further investigate the interplay between the DM
interaction and a symmetric anisotropic coupling in the XYZ
model. A summary is included in Sec. VI.

II. LOW-ENERGY HAMILTONIAN
FROM ADIABATIC ELIMINATION

Suppose that a physical system is featured by a wide en-
ergy gap or a large timescale, then the technique of adiabatic
elimination can be applied to obtain an effective description
that is equivalent to the low-energy physics or the slow evo-
lution of the original system. For such a system, we consider
the Schrödinger equation (h̄ = 1) i∂t |ψ〉 = H |ψ〉 with H the
full Hamiltonian acting on Hilbert space H. We can intro-
duce two projectors P and Q = 1 − P which lead to P|ψ〉 ∈
H0 and Q|ψ〉 ∈ H1, with H = H0 ⊕ H1. The dynamics is
governed by

i∂t

(
α

β

)
=

(
ω �†

� �

)(
α

β

)
(1)

with ω, �, and � the matrix forms of PHP, QHP, and QHQ,
respectively. Assume that H0 and H1 are of dimensions m
and n, thus α and β are m×1 and n×1 matrices representing
probability amplitudes for P|ψ〉 and Q|ψ〉. In general, we
consider that the eigenvalues of � are much larger than that of
ω. If the system is initialized with a state in H0, excited states
in H1 will be essentially unpopulated. Thus by simply setting
∂tβ = 0, we obtain the effective evolution equation for states
in H0, which yields the low-energy Hamiltonian [46–48]

Heff = ω − �†�−1�. (2)

To demonstrate the application of this formalism in the
Hubbard model, we first consider two-species bosons in a 1D
optical lattice, as described by

Ĥ = −
∑
j,σ

(tσ e−iησ φ â†
j,σ â j+1,σ + H.c.) − t ′

2

∑
j,σ

â†
j,σ̄ â j,σ

+
∑

j

U↑↓n̂ j,↑n̂ j,↓ + 1

2

∑
j,σ

Uσ n̂ j,σ (n̂ j,σ − 1). (3)

Here σ ∈ {↑,↓} labels the quasispin. σ̄ = ↓ (↑) and ησ = 1
(−1) for σ = ↑ (↓). The number operator is defined by n̂ j,σ =
â†

j,σ â j,σ . â j,σ denotes the bosonic annihilation operator for
spin σ acting on site j. A schematic diagram of the model
is exhibited in Fig. 1(a). The first term of Eq. (3) describes a
nearest-neighbor hopping for spin-σ with tunneling amplitude
tσ . An artificial magnetic field is captured by a synthetic flux
(2φ per plaquette). t ′/2 denotes the spin-flip amplitude. U↑↓
and Uσ are interspin and intraspin interactions. Here we set
U↑↓,Uσ � tσ , t ′ in order to map the Hamiltonian to a spin
model.

We consider a dimer system at unit filling, then the ma-
trices in Eq. (1) can be obtained straightforwardly. Without
spin-flip processes (t ′ = 0), we simply have ω = 0 and � =

FIG. 1. Schematic diagram of lattice models described by
(a) Eq. (3) and (b) Eq. (7). The two legs labeled by ↑ and ↓ indicate
pseudospins of the lattice gas.

diag(U↑↓,U↑↓,U↑,U↑,U↓,U↓). � is given by⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

↑,↑ ↑,↓ ↓,↑ ↓,↓
−t↓eiφ −t↑e−iφ ↑↓, 0
−t↑eiφ −t↓e−iφ 0,↑↓

−√
2t↑e−iφ �, 0

−√
2t↑eiφ 0,�

−√
2t↓eiφ �, 0

−√
2t↓e−iφ 0,�

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Here the corresponding basis vectors are labeled on
the top and right. Specifically, the matrix elements
of � correspond to 〈d|Hdimer|p〉 with basis vectors
|p〉 ∈ {|↑,↑〉, |↑,↓〉, |↓,↑〉, |↓,↓〉} and |d〉 ∈
{|↑↓, 0〉, |0,↑↓〉, | �, 0〉, |0,�〉, | �, 0〉, |0,�〉}. For
example, �1,2 = 〈↑↓, 0|Hdimmer|↑,↓〉 = −t↓eiφ . We have
used the notation |↑,↓〉 = â†

1,↑â†
2,↓|0, 0〉 for a pair state and

|↑↓, 0〉 = â†
1,↑â†

1,↓|0, 0〉 for a doublon state. Now with Eq. (2)
we have

Heff = −

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

↑,↑ ↑,↓ ↓,↑ ↓,↓
4t2

↑
U↑

↑,↑
t2
↑+t2

↓
U↑↓

2t↑t↓e−2iφ

U↑↓
↑,↓

2t↑t↓e2iφ

U↑↓
t2
↑+t2

↓
U↑↓

↓,↑
4t2

↑
U↑

↓,↓

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4)

For more complicated models, the calculation can be car-
ried out conveniently with a few lines of Python code based
on SymPy [49]. Defining the spin operators �S j = 1

2ψ
†
j �σψ j

with ψ
†
j = (â†

j,↑, â†
j,↓) and �σ = (σx, σy, σz ), Eq. (4) is mapped

to a two-site spin model. This can be done by comparing
Eq. (4) with Hs = ∑

a,b Ja,b · Sa
1 ⊗ Sb

2 + ∑
a ha(Sa

1 ⊗ 1̂ + 1̂ ⊗
Sa

2 ) + �E · 1̂ ⊗ 1̂. Here �E , Ja,b, and ha (with a, b ∈ {x, y, z})
are regarded as coefficients to be determined. Extending the
obtained model to a lattice then yields

Hs =
∑

j

[∑
a

JaSa
j S

a
j+1 + �D · (�S j × �S j+1) + hzS

z
j

]
. (5)
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The parameters are given by

Jx = Jy = −4t↑t↓ cos(2φ)/U↑↓,

Jz = −4t2
↑
/

U↑ − 4t↓/U↓ + 2
(
t2
↑ + t2

↓
)/

U↑↓,

�D = 4t↑t↓ sin(2φ)ẑ/U↑↓,

hz = 2t2
↑
/

U↑ − 2t2
↓
/

U↓. (6)

We have ignored a trivial energy shift �E = −[t2
↑/U↑ + t2

↓/

U↓ + (t2
↑ + t2

↓ )/(2U↑↓)](L − 1) with L the lattice size. The
effective Hamiltonian describes an XXZ model with z-
component DM interaction as well as a longitudinal field. For
t ′ 
= 0, the interspin hopping in a dimer system leads to ω =
−t ′(Sx ⊗ 1̂ + 1̂ ⊗ Sx ), which yields an additional transverse-
field term −t ′ ∑

j Sx
j to Eq. (5). We mention that without

the interspin coupling, the ladder in Fig. 1(a) becomes two
independent chains and the synthetic flux can be gauged away
(through the transformation â j,σ → eiησ φ j â j,σ ). As a result,
Eq. (5) reduces to an XXZ model without DM interaction
[50].

III. EFFECTIVE SPIN MODEL FOR BHM
WITH GAUGE FIELDS

We take the spin-flip tunnelings into account. For simplic-
ity, we assume t↑ = t↓ = t cos α and the spin-flip hopping rate
is t sin α. The hopping terms are given by

Ĥ = −t cos α
∑

j

(e−iφ â†
j,↑â j+1,↑ + eiφ â†

j,↓â j+1,↓)

− t sin α
∑

j

(e−iθ1 â†
j,↑â j+1,↓ + e−iθ2 â†

j,↓â j+1,↑)

− t ′

2

∑
j

â†
j,↑â j,↓ + H.c. (7)

The schematic diagram of this lattice model is shown in
Fig. 1(b). Without hopping phases, the Hamiltonian consti-
tutes a Creutz ladder by regarding the spins as a synthetic
spacial dimension. Such a Creutz ladder has been created in
atomic systems and circuit QED [51–53]. The phase φ (along
the legs) indicates a synthetic magnetic flux within a plaque-
tte. We have also introduced two hopping phases θ1 and θ2 to
cover typical cases of SOCs. For example, a SOC of the form
pxσy (an equal-weight combination of the Rashba and Dres-
selhause couplings) corresponds to θ1 = π and θ2 = 0. The
Hamiltonian can be rewritten as H = −t

∑
〈 jl〉 ψ̂

†
j R jl ψ̂l , with

R jl = exp[iα(l − j)σy] and ψ̂
†
j = (â†

j,↑, â†
j↓ ). Analogously

for a SOC of the form pxσx, we have R jl = exp[iα(l − j)σx]
corresponding to θ1 = θ2 = −π/2. Here we give general re-
sults based on Eq. (7). We note that both the synthetic flux
and the Rashba-Dresselhause SOC can be implemented for
ultracold atoms in an optical lattice [15–19], thus we focus
our discussion on such situations in following sections.

At unit filling, we take into account the interactions in
Eq. (3) with U↑ = U↓ = U and U↑↓ = λU . Under the condi-
tion U � t, t ′, we follow the adiabatic elimination in Sec. II

and obtain the low-energy effective Hamiltonian:

Hs =
∑

j,a

[
JaSa

j S
a
j+1 + �a

(
Sb

j S
c
j+1 + Sc

j S
b
j+1

)]

+
∑

j

[ �D · (�S j × �S j+1) + hxSx
j + hySy

j

]
. (8)

Here a ∈ {x, y, z}, b, and c indicate the two remaining di-
rections besides a. The second term refers to symmetric
anisotropic exchange [26,27] and has been studied in the
context of honeycomb iridates [54]. The spin exchange inter-
action strengths in the first term are given by

Jx = − 4t2

λU
[cos2(α) cos(2φ) + sin2(α) cos(θ1 − θ2)],

Jy = − 4t2

λU
[cos2(α) cos(2φ) − sin2(α) cos(θ1 − θ2)],

Jz = − 4t2

λU
[cos(2α)(2λ − 1)]. (9)

Other parameters are given in Table I. Equation (8) constitutes
a very general spin model controlled by parameters λ, α, and
θ1(2). By tuning these parameters, various spin models can
be realized. In the following sections, we discuss two typical
cases.

Before proceeding, we can check the result with a symme-
try analysis. For φ = 0, the Hamiltonian in Eq. (7) is invariant
under a real-space mirror reflection (M: j → − j) followed by
a time-reversal operation (R = Kσx). Here the time reversal
refers to complex conjugation together with spin reversal.
As for the effective Hamiltonian, the � terms are symmetric
under the mirror reflection, whereas the DM coupling terms
are antisymmetric under M. It can be then verified that the
spin couplings (corresponding to nonzero coefficients Dx,
Dy, and �z) possess the same symmetry (the operation of
RM). Analogously, for θ1 = −θ2 and φ 
= 0, both the original
Hamiltonian and the effective spin model (including terms
of Dz and �z) are time reversal symmetric. Furthermore, for
θ1 = −θ2 and φ = 0 or π , �z term is remained. This is in
accordance with the mirror symmetry in Eq. (7).

IV. XYZ MODEL WITH DM COUPLING
AND TRANSVERSE FIELD

We first consider a simplified case where the symmet-
ric anisotropic coupling is excluded. This can be achieved
by setting φ = θ2 = 0 and θ1 = π as in the case of
Rashba-Dresselhause SOCs. The corresponding spin model is
given by

H1 = −1

λ

∑
j

[
cos(2α)Sx

j S
x
j+1 + cos(2α)(2λ − 1)Sy

j S
y
j+1

+ Sz
jS

z
j+1 + λ sin(2α)

(
Sx

j S
y
j+1 − Sy

j S
x
j+1

)]
− hx

∑
j

Sx
j . (10)

Note that we have made a rotation around x̂ by an angle
π/2 (ŷ → ẑ, ẑ → −ŷ) so that the DM vector is along the ẑ
axis. hx = t ′/J and hereafter we set J ≡ 4t2/U as the unit of
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TABLE I. Parameters for the effective Hamiltonian (8).

Dx = 2t2

U sin(2α) cos φ[sin(θ1) + sin(θ2)] �x = − 2t2

U sin(2α) sin(φ)[cos(θ1) − cos(θ2)]

Dy = 2t2

U sin(2α) cos φ[cos(θ1) − cos(θ2)] �y = − 2t2

U sin(2α) sin(φ)[sin(θ1) + sin(θ2)]

Dz = 4t2

λU cos2(α) sin(2φ) �z = 4t2

λU sin2(α) sin(θ1 − θ2)

hx = − 2t2 (λ+1)
λU sin(2α) cos(φ)[cos(θ1) + cos(θ2)] − t ′ hy = 2t2 (λ+1)

λU sin(2α) cos(φ)[sin(θ1) − sin(θ2)]

energy. In general, we can restrict our discussion in the regime
α ∈ [0, π/2]. Without a magnetic field, the XYZ model with z-
component DM interaction has been well studied [30–32,39].
For λ < 1, the ferromagnetic phase along ẑ (z-FM) is favored
since Sz

jS
z
j+1 is the leading coupling term, whereas for λ > 1,

the dominate terms are DM interaction and spin-spin coupling
along êy. Thus at small α one may expect a ferromagnetic
phase along the ŷ direction (y-FM). For α ∼ π/4, the DM
interaction plays an essential role, leading to a spiral phase in
x̂-ŷ plane (xy-SP). For α ∼ π/2, Jy of the dominant Sy-Sy cou-
pling is positive, corresponding to an antiferromagnetic phase
along ŷ (y-AF). On the other hand, the transverse field may
induce transitions from the above phases to a paramagnetic
phase (x-PM).

To characterize these phases, we take the order parameters:
magnetization Ma = 1/L| ∑ j〈Sa

j 〉| with a = x, y, z, staggered
magnetization Na = 1/L| ∑ j (−1) j〈Sa

j 〉|, as well as the spiral

order Ca = 1/(L − 1)|∑ j〈â · (�S j×�S j+1)〉|, with L the lattice
size. These quantities are numerically calculated using time
evolving block decimation (TEBD) [55–57]. The phase di-
agram as a function of α and hx for λ = 1.2 is shown in
Fig. 2, which is in agreement with the above arguments. The
appearance of y-FM, y-AF, xy-SP, and x-PM are featured by
nonzero My, Ny, Cz, and Mx, respectively.

Order parameters versus α for hx = 0.2 (along the vertical
dashed line) are depicted in Fig. 3(a), with the increase of
α, the competition between DM interaction and spin-spin
coupling in the ŷ direction leads to the y-FM-xy-SP-y-AF
transitions. We observe nearly saturated magnetization and
staggered magnetization in y-FM and y-AF. At transition
points αc � (0.076 ± 0.001)π and αc � (0.426 ± 0.001)π ,
there are cliffs, respectively, for My and Ny, signaling first-
order phase transitions. The appearance of xy-SP can be
implied by setting hx = 0 and α = π/4. In such a situation,
Eq. (10) reduces to

Hπ/4
1 = −

∑
j

[
1

λ
Sz

jS
z
j+1 + (

Sx
j S

y
j+1 − Sy

j S
x
j+1

)]
(11)

and can be mapped onto a well-known XXZ model through a
rotation ( jπ/2 around ẑ) of each local spin. The resulting XXZ
model possesses a gapless XY phase [58], which indicates a
four-site-period spiral order for the original model [32,59].
With a small transverse field, such a phase translates to a
spiral phase with period deviated from four [33]. When α is
close to π/4, the DM term still dominates and this picture
remains valid. By increasing the transverse field, as shown in
Fig. 3(b) for α = 0.4π (along the horizontal line in Fig. 2),
the system undergoes an xy-SP-y-AF phase transition and
eventually enters the x-PM phase. Mx is finite in all phases due
to the presence of transverse field, but other order parameters

are zero in the x-PM. The y-AF-x-PM phase transition can be
inferred from the situation of α = π/2. In this limit, Eq. (10)
reduces to an XYZ model with transverse field. In such a
case, the antiferromagnetic to paramagnetic phase transition
is continuous and is in the universality class of an Ising model
in a transverse field [60]. As α deviates from π/2, the y-AF
does not vanish immediately, and we expect that the transition
to x-PM will not change qualitatively.

Furthermore, these phases can also be characterized by
correlation function 〈Sa

i Sa
j 〉 (a = x, y, z) and structure factor

Sa(q) = 〈∑i, j eiq(i− j)Sa
i Sa

j 〉/L. To perform numerical sim-
ulations, a method called variational Matrix-Product-State
(vMPS) is adopted, which is based on tensor network algo-
rithms and is equivalent to the density matrix renormalization
group [57,61,62]. In Fig. 4 we demonstrate correlation func-
tions (a1–a3) and structure factors (b1–b3) at representative
points labeled in Fig. 2. The parameters are hx = 0.2, 1.0, 1.2
(with α = 0.4π ), corresponding to xy-SP, y-AF, and x-PM,
respectively. In Fig. 4(a1) 〈Sx

i Sx
j 〉 and 〈Sy

i Sy
j〉 show oscillations

without decaying even in the long range. Such behaviors
can be seen from the peaks of Sx and Sy. As shown in
Fig. 4(b1), there are clear peaks at qx(y) = Qx(y) � 0.826π .

FIG. 2. Phase diagram of the Hamiltonian (10) spanned by α and
hx . We have set λ = 1.2. With a small transverse field, there are fer-
romagnetic and antiferromagnetic phases along the ŷ direction. The
xy-SP rises as a result of dominant DM interaction. The transverse
field leads to a paramagnetic phase. Variations of order parameters
along the vertical (hx = 0.2) and horizontal (α = 0.4π ) lines are
demonstrated in Fig. 2. The points located by crosses are analyzed
in Fig. 4.
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FIG. 3. Phase transitions indicated by the variation of order pa-
rameters. (a) My, Ny, and Cz as a function of α for hx = 0.2 (along
the vertical line in Fig. 2). (b) Mx , Ny, and Cz as a function of the
transverse field hx for α = 0.4π (along the horizontal line in Fig. 2).
Cx and Cy (not shown) are nearly zero in all parameter regimes.
(c) Characteristic wave vectors Qx and Qy versus α. The critical
points where Qx,(y) deviate from 0 and π are in agreement with the
transition points in (a). (d) Qx and Qy versus hx . The critical point
indicates the xy-SP-y-AF transition. Qx and Qy are calculated by
locating the maxima of structure factors Sx (q) and Sy(q). The transi-
tion to x-PM is not shown by Qx(y), instead, it can by characterized by
correlation functions and structure factors as demonstrated in Fig. 4.

FIG. 4. Spin-spin correlation functions 〈Sa
i Sa

j 〉 (a = x, y, z) and
the structure factors Sa(q) obtained by vMPS calculations with
lattice size L = 200 (open boundary). The parameters are (a1, b1)
hx = 0.2 (in the xy-SP), (a2, b2) hx = 1.0 (in the y-AF), and
(a3, b3) hx = 1.2 (in the x-PM) as labeled in Fig. 2. (a1–a3) 〈Sa

i Sa
j 〉

versus |i − j| in different phases. (b1–b3) The corresponding struc-
ture factors Sa(q) as a function of wave vector q. Note that there is
no long-range correlation in the ẑ direction, thus Sz (not shown) has
no peak and is close to zero.

Therefore, we can fit correlation functions 〈Sx
i Sx

j 〉 and 〈Sy
i Sy

j〉
by A cos(Qx(y)|i − j| + ϕ)/|i − j|γ with A, ϕ, and γ fitting
parameters. The characteristic wave vectors Qx and Qy change
with parameters, but we have 0 < Qx = Qy < π in the xy-SP.
In the y-FM [see Figs. 4(a2) and 4(b2)], 〈Sy

i Sy
j〉 shows long-

range antiferromagnetic structure, as confirmed by the sharp
peak of Sy at Qy = π . A finite ferromagnetic correlation along
x̂ exists due to the transverse field, indicating a small peak
of Sx at Qx = 0. In the x-PM, as shown in Figs. 4(a3) and
4(b3), 〈Sy

i Sy
j〉 decays exponentially and the peak at Qx = π

is depressed and broadened significantly. As a comparison to
the phase transitions indicated by Figs. 3(a) and 3(b), we plot
the characteristic wave vector Qx(y) as functions of α and hx

in Figs. 3(c) and 3(d). We find clear transition point at the
boundary between y-FM (y-AF) and xy-SP. The y-AF-xy-SP
transition is not revealed by Qx(y), but is characterized by the
disappearance of long-range order in the ŷ direction.

V. XYZ MODEL WITH DM AND SYMMETRIC
ANISOTROPIC COUPLINGS

With θ1 = π , θ2 = 0 and φ 
= 0, Eq. (7) yields a BHM
with both SOCs and synthetic flux. The symmetric anisotropic
interaction appears in the effective spin model, and we can
study its influence on the ground state phases. Specifically,
the nonzero parameters in Table I are (scaled by the energy
unit 4t2/U ):

�x = sin(2α) sin(φ),

Dy = − sin(2α) cos(φ),

Dz = 1/λ cos2(α) sin(2φ). (12)

With Ja given in Eq. (6) and Dx = 0, the Hamiltonian is
written as

H2 =
∑

j

[∑
a

JaSa
j S

a
j+1 + �x

(
Sy

j S
z
j+1 + Sz

jS
y
j+1

)]

+
∑

j

�D · (�S j × �S j+1). (13)

We have neglected the transverse field for simplicity. The
effect of the �x term can be qualitatively understood by
considering a Hamiltonian H = �x

∑
j (Sy

j S
z
j+1 + Sz

jS
y
j+1).

Assume �x > 0, the ground state is fourfold degenerate:
two ferromagnetic states along (êy − êz ) and two antiferro-
magnetic states along (êy + êz ). With the influence of other
spin-spin couplings, the orientation may deviate in the ferro-
magnetic or antiferromagnetic phases, but the spins are always
aligned in the ŷ-ẑ plane. The DM term

∑
j
�D · (�S j×�S j+1) is

responsible for the chiral nature in the SP. In such a phase,
both Cz and Cy can be nonzero, indicating that the spins are
spiral in x̂-ŷ and x̂-ẑ planes. Thus we can take Cy + Cz as the
order parameter.

The phase diagram in Fig. 5 shows three phases: the SP
characterized by finite Cy + Cz, the yz-FM with ferromagnetic
orders in ŷ and ẑ directions, as well as the yz-AF with antifer-
romagnetic orders. For φ = 0, this model reduces to Eq. (10)
upon a rotation around x̂, thus the FM-SP-AF transitions are in
accordance with the ones in Fig. 2 along hx = 0. For φ ∼ π/2,
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FIG. 5. Ground state phase diagram of the Hamiltonian (13). We
have set λ = 1.2. The interplay between DM interactions and the �x

term leads to three phases as labeled in the diagram. The boundary
between yz-FM and yz-AF overlaps with the curve for Jy + Jz = 0
(red dotted line). The crosses locate the points which are analyzed in
Fig. 7.

the �x term is dominant, we expect the ground state to be in
the ferromagnetic or antiferromagnetic phase in the ŷ-ẑ plane.
We find that the yz-FM-yz-AF phase boundary overlaps with
the curve for Jy + Jz = 0 (red dotted line). This indicates that
the appearance of either yz-FM or yz-AF is further determined
by the sign of Jy + Jz. In Fig. 6(a) we plot the variations
of order parameters along the dashed line α = 0.28π . Phase
transitions are indicated by sudden changes of the spiral order,

FIG. 6. (a) Order parameters as a function of φ along the dashed
line in Fig. 5. (b) Characteristic wave vectors Qx and Qy extracted
from the structure factor Sx and Sy. The SP-yz-FM-yz-AF phase
transitions are indicated by the sudden change of order parameters
and by the jump of Qx(y).

FIG. 7. Spin-spin correlation functions for the ground state of
Eq. (13). (a) 〈Sa

i Sa
j 〉 versus |i − j| with φ = 0.35π , showing long-

range ferromagnetic correlations in ŷ and ẑ directions. (b) 〈Sa
i Sa

j 〉
with φ = 0.45π , showing long-range antiferromagnetic correlations.
〈Sx

i Sx
j 〉 drops to zero rapidly. (c) Oscillatory correlation functions in

the SP. The corresponding structure factors Sa as a function of wave
vector q are depicted in (e). All three components exhibit a clear peak
at q � 0.655π . (d) The same as (c) but with Sa

i replaced by S′a
i . The

exponential decay of 〈S′z
i S′z

j 〉 indicates that the spin spirals around the

DM vector �D. (f) Structure factors for the data in (d).

magnetization, and staggered magnetization along ŷ and ẑ.
This result agrees with the variation of characteristic wave
vectors Qy and Qz as a function of φ; see Fig. 6(b).

Spin correlation functions 〈Sa
i Sa

j 〉, a = x, y, z with repre-
sentative parameters are depicted in Figs. 7(a)–7(c). Here we
set α = 0.28π . In the yz-FM [see Fig. 7(a) with φ = 0.35π ],
there are long-range ferromagnetic correlations in ŷ and ẑ
directions. In the yz-AF [see Fig. 7(b) with φ = 0.45π ], the
correlations along ŷ and ẑ are ferromagnetic. In Fig. 7(c)
we show the result for φ = 0.2π (in the SP). All correlation
functions exhibit long-range oscillations. Their amplitudes
are different due to the anisotropy in exchange terms. The
spiral nature can be seen from Sa with local peaks at Qx,y,z �
0.655π , as shown in Fig. 7(e). Note that the energy for the
DM term can be minimized by arranging the whirly spins in
the plane perpendicular to �D. To show this, here we can de-
fine S′y

j = Sy
j cos γ − Sz

j sin γ , S′z
j = Sy

j sin γ + Sz
j cos γ [γ =

arctan(Dy/Dz )] and S′x
j = Sx

j . By substituting the correlation
functions with 〈S′a

i S′a
j 〉, as shown in Fig. 7(d), 〈S′x

i S′x
j 〉 and

〈S′y
i S′y

j 〉 oscillate in a similar pattern whereas 〈S′z
i S′z

j 〉 de-
cays rapidly to zero. The structure factor alters to Sa(q) =
〈∑i, j eiq(i− j)S′a

i S′a
j 〉/L, which is plotted in Fig. 7(f). Here Sz is

flattened but Sx and Sx still share the same peak. This confirms
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that S′z
j is now along the rotation axis �D, and S′x,y

j reveals the
spiral feature as expected.

VI. SUMMARY

In summary, we have studied the effective spin models
for 1D BHM with synthetic gauge fields in the strongly in-
teracting limit. We have shown how an effective spin model
can be derived through the method of adiabatic elimination.
The effective Hamiltonian for a generalized BHM is obtained,
showing the appearance of the DM interaction and the sym-
metric anisotropic coupling in an XYZ model. Typical cases
either with or without magnetic flux are demonstrated. We
have studied the phase diagram of the XYZ model with DM
interaction and transverse field. In this case, four phases are
identified: the xy-SP induced by the DM coupling along the ẑ
direction, the y-FM and y-AF as a result of dominant spin-spin
coupling along ŷ, as well as the x-PM due to the presence of
transverse field. With both SOCs and synthetic magnetic flux,
we have also studied the interplay between the anisotropic
coupling and the DM interaction with two components in

�D. Three phases are identified, including a SP with spins
spiraling in the plane perpendicular to �D, as well as yz-FM
and yz-AF caused by the anisotropic coupling.

It is worth noting that by releasing the constraints on diag-
onal hoppings, multicomponents appear in the DM interaction
and the symmetric anisotropic coupling, which may give rise
to richer phases. On the other hand, the adiabatic elimination
approach for effective Hamiltonian can be applied to Hubbard
model in two and higher dimensions. The corresponding spin
models are of further interest in studying intriguing magnetic
textures and phases.
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