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Estimating a fluctuating magnetic field with a continuously monitored atomic ensemble
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We study the problem of estimating a time-dependent magnetic field by continuous optical probing of an
atomic ensemble. The magnetic field is assumed to follow a stochastic Ornstein-Uhlenbeck process and it induces
Larmor precession of the atomic ground-state spin, which is read out by the Faraday polarization rotation of a
laser field probe. The interactions and the measurement scheme are compatible with a hybrid quantum-classical
Gaussian description of the unknown magnetic field, and the atomic and field variables. This casts the joint
conditional quantum dynamics and classical parameter estimation problem in the form of update formulas for
the first and second moments of the classical and quantum degrees of freedom. Our hybrid quantum-classical
theory is equivalent to the classical theory of Kalman filtering and to the quantum theory of Gaussian states. By
reference to the classical theory of smoothing and with the quantum theory of past quantum states, we show how
optical probing after time ¢ improves our estimate of the value of the magnetic field at time 7, and we present
numerical simulations that analyze and explain the improvement over the conventional filtering approach.
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I. INTRODUCTION

The quantum parameter estimation combines elements of
classical estimation theory with quantum measurement theory
to provide estimates of classical parameters or signals condi-
tioned on the outcome of measurements on quantum systems
[1]. In cases where probing is accomplished by measurements
on a quantum probe, classical Kalman filter theory can thus be
combined with the density matrix formalism to describe hy-
brid quantum-classical components, and yield the maximum
likelihood estimator of classical variables.

The estimation of a weak classical magnetic field is of both
theoretical and practical interest in high-precision metrology.
Atomic gases are excellent magnetic probes due to the Larmor
precession of the atomic spin, which can be probed by a laser
field [2]. The same probing, in turn, squeezes the collective
atomic spin degree of freedom [3] and improves the precision
compared to the standard counting statistics limits of inde-
pendent probe atoms. The problem can be treated by Kalman
filter theory [4,5]. For a recent, combined theoretical and ex-
perimental study, see [6]. In [7,8], a hybrid quantum-classical
Gaussian-state formalism was proposed where the atomic and
photonic degrees of freedom, as well as an unknown constant
magnetic field, were treated as harmonic oscillator quadrature
variables. In the absence of atomic dissipation, the effect of
atomic spin squeezing led to a 1/T3 rather than 1/T time
dependence of the variance of the estimate of a constant
magnetic field. Atomic dissipation can be included in the
formalism [9] and limits the degree of squeezing and prevents
the long-time 1/7° resolution.
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In [7,10], the theory was generalized to the case of a mag-
netic field that fluctuates according to an Ornstein-Uhlenbeck
(OU) process, and for which a hybrid Gaussian quantum-
classical distribution still applies. This Gaussian distribution
function is fully determined by the quadrature expectation val-
ues and covariances, which are evolving due to the interaction
Hamiltonian and conditioned on the measurement outcomes
until time 7. In [10], it was speculated and proven that the
use of measurement data acquired also after time ¢ could be
employed to improve, in hindsight, the estimate of the value
of the magnetic field at the earlier time 7.

For continuously monitored systems, filtering refers to the
estimation of a classical signal at time ¢ conditioned upon ob-
servations until time ¢, while smoothing refers to estimation of
the same quantity based on observations both before and after
t. In classical estimation theory, the forward Kalman-Bucy
filter thus represents the Bayesian updating with time of our
knowledge by the acquisition of new data. The combination of
forward and backward filters in the so-called Mayne-Fraser-
Potter two-filter smoother uses all data for a better estimate
and is also an integral component of Kalman filter theory
[4,11]. In [12-16], Tsang showed how estimation by both
classical filtering and smoothing can be generalized to the case
of Gaussian quantum probes. In the present article, we shall
present an alternative derivation with a starting point in quan-
tum measurement theory, i.e., quantum trajectories [17-20]
and the past quantum state theory [21]. The two approaches
yield identical results when the systems are restricted to Gaus-
sian phase-space distributions, while our quantum approach
may also be readily adapted to more general cases, which have
their classical counterparts in the so-called forward-backward
or o — B analysis of Hidden Markov Models [22-24].

The article is outlined as follows. In Sec. II, we introduce
the atomic magnetometer and we describe how its dynamics
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FIG. 1. Schematic of the physical setup. The atomic spins are
polarized along the x axis by optical pumping. A B field along the
y axis causes a Larmor precession of the atomic spins toward the
z axis. By the Faraday interaction, the z component of the atomic
spins causes rotation of the polarization of the probe field, which
is detected by intensity measurements of suitable linear polarization
components.

is captured by a few-mode harmonic oscillator description.
In Sec. III, we present the Gaussian-state description of the
unknown magnetic field and the collective quantum state of
the atoms subject to optical probing. In Sec. IV, we derive
the Gaussian-state mean values and covariance matrix for the
smoothing, or past quantum state, analysis of the measure-
ment record. In Sec. V, we present the numerical results of
our schemes and address their performance in different limits.
Section VI summarizes the paper and provides an outlook.

II. AN ATOMIC ENSEMBLE MAGNETOMETER

In this article, we model a unidirectional time-dependent
magnetic field B(¢) by an Ornstein-Uhlenbeck process, gov-
erned by a stochastic equation

dB(t) = —y,B(t)dt + JoprdW, (1)

where dW 1is an infinitesimal Wiener increment with mean
value 0 and variance dr. An example of B(¢) is shown by
the solid green curve in Fig. 2. The associated probability
distribution for the unknown value of the magnetic field obeys
a Fokker-Planck equation with constant friction and diffusion
terms, and an initial Gaussian distribution will remain Gaus-
sian for later times.

An ensemble of spin-polarized atoms in a physical setup,
such as the one shown in Fig. 1, permits real-time track-
ing of a time-dependent magnetic field B(r). We assume
N, identical two-level atoms described by the Pauli spin
matrices o; for the ith atom. We further assume that the
atomic gas is dilute so that scattering and interactions among
the atoms are negligible. The atoms are prepared by optical
pumping in the same internal quantum state, spin polarized
along the x direction. Mathematically, this allows us to treat
the collective polarization along the x axis classically (J;) =
Nat/2, (h = 1), while the off-axis polarization components
are quantum degrees of freedom and satisfy the commuta-
tion relation [J, J.] = iJ,. This inspires us to introduce the
effective canonical coordinate and momentum variables x, =

Jy /N Ux)s Par = J-/+/(Jx) with the standard commutation re-
lation [xy, pat] = i.

In the presence of the external magnetic field B, polarized
along the y direction (see Fig. 1), the collective spin precesses
toward the z axis, which in terms of the canonical atomic
variables corresponds to the time evolution,

Dat H> Pa — UTB, ()

during each infinitesimal time interval T, where u = B/ (J)
is given by the magnetic moment 8. Note that we assume
a weak magnetic field and short timescales so that the spin
precession due to the B field subtends a very small angle and
the linear approximation (2) applies throughout the probing
process.

In addition, the atoms interact with a continuous, linearly
polarized (along x) probe beam of light. The Faraday in-
teraction causes a rotation of the optical polarization that
is proportional with the atomic spin component J, [8]. We
adopt a simple description of the light-matter interaction by
discretizing the beam into a sequence of segments of light
with duration t. The Stokes operator for each segment of
light with N, photons has an x component which is effec-
tively classical, (Sy) = Npn/2, while we may introduce the
scaled canonical variables for the other two Stokes vector
components, Xph = Sy/+/{Sx), Pph = S;/+/(Sx), satisfying the
commutation relation [xpn, ppn] = i. Following [8], the light-
matter interaction in the Heisenberg picture is given by the
two update rules

Xat > Xat + K/TPphs Dat F> Pats 3)

Xph H> K\/?pal + Xphs Pph > Pphs “4)

where we introduce the coupling constant « =
(d*w/ AAcey)/Ny @, with d the atomic dipole moment, e the
photon frequency, A the detuning from atomic resonance, A
the area of the cross section of the light field, and ® = Ny, /7
the photon flux [25]. The dynamics of the atom and field
variables is thus described by the effective Hamiltonian

Ht = Kﬁpatpph + T Bxy, &)

where we recall that a new segment of light enters at each
new time interval of duration 7. Note that the atom-light
interaction term in (5) is of the order of /7, which reflects the
dependence of the vacuum field strength on the quantization
volume of A - ct.

III. GAUSSIAN-STATE FORMALISM FOR ESTIMATING
A TIME-DEPENDENT NOISY MAGNETIC FIELD

The Hamiltonian (5) and the Ornstein-Uhlenbeck process
(1) determine the evolution of the joint probability distribution
of the magnetic field and the atomic and optical quadrature
variables. This is accomplished by a density matrix p(t) =
f dB|B)(B| ® pg(t), in which the different candidate values
B of the classical magnetic field are treated as if they were
eigenvalues of a quantum observable with eigenstates popu-
lated in an incoherent manner, and the atomic spin and probe
field occupy the unnormalized quantum states pg(t) which
are correlated with the value of the B field. The probability
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distribution of the magnetic field is then given by the ex-
pectation value of the projection operator |B)(B|, and has the
formal expression P(B) = tr[|B)(B|p(t)] = tr,[pp(t)], where
tr, denotes the trace over the space of the atomic and field
degrees of freedom.

We represent p(t) by an effective hybrid classical-
quantum Wigner function W (y) with the five arguments y =
(B, Xat, Pat> Xph, pph)T, for which the integral over all but one
variable yields the marginal distribution for that variable. Due
to the linear character of the problem, the Wigner function
is Gaussian, and hence it is fully characterized by its mean
values (y) and its covariance matrix y with elements y;; =
2Re((y; — (yi))(y; — {¥;))). We shall now recall the evolution
of those quantities under the interactions and the measurement
dynamics.

Evolution of mean values and covariance matrix elements

We assume that the time-dependent magnetic field is not
known by the observer, who will thus have recourse to a prob-
abilistic description. That is, the Ornstein-Uhlenbeck process
is not represented by a stochastic equation, but by its effect
on the first and second moments of the Gaussian probability
distribution of the field and atomic variables.

Starting from the fully spin-polarized state, the incident
linearly polarized field, and prior Gaussian distribution for
the magnetic field with zero mean and variance V), the joint
Gaussian distribution is characterized by the vector of mean
values and matrix of covariances

{y) =(0,0,0,0,0), (6)
y = diag(2Vj,, 1,1, 1, 1). (7)

We partition the 5 x 5 covariance matrix y and mean value
vector (y) into blocks,

y= (é‘T g) ®)

(y") = (m", n"). 9)

Here, m and A denote the mean value vector and the 3 x 3
covariance matrix for the B field and the atomic variables
(B, Xat, pa)” , while n and B denote the mean value vector and
the 2 x 2 covariance matrix for the field variables (xpn, pph)T,
and C denotes the covariances between the optical field ob-
servables and the atoms and the B field.

To describe the continuous probing, we note that each light
segment approaching the atomic ensemble is not yet corre-
lated with the atoms and the B field, and hence we assume the
values

which we insert together with the current covariance matrix A
and mean values m in (8) and (9), respectively.

The mean value of B is damped by a rate y;,, which also
affects all covariance matrix elements involving B, and the
variance of B is furthermore subject to diffusive spreading
with rate 0. The Hamiltonian (5) similarly causes a linear
mixing of the mean values, and a corresponding mixing of the
covariance matrix elements.

This leads to the following update rules during a small time
interval 7:

(y) = S{y), (13)
y— SyST +1L, (14)
where
l—yt O 0 0 0
0 1 0 0 Kk JT

S = —UT 0 1 0 0 |1, (15)

0 0 w7 1 0

0 0 0 0 1

and L = diag(20,7, 0, 0, 0, 0).

After the interaction, the atoms and the light segment have
become correlated, which implies that the covariance matrix
has nonvanishing entries between their corresponding compo-
nents.

The light segment subsequently moves away from the
atoms and we may either disregard it, in which case the
remaining components are merely described by a Gaussian
distribution with mean values m and covariance matrix A,
or we may perform a projective measurement of the pho-
tonic quadrature xp, with a random measurement outcome Xy
(Gaussian distributed with a mean value n; and variance of
1/2 [26]). Due to the correlations in the Gaussian state, the
projective measurement on the optical field updates the mean
values and the covariances of the B field and atomic variables
according to

A — A—C@@Bn) C (16)
m — m + C(@B7)™ ((tms — 111), 0)7, (17)

where 7 = diag(1, 0) designates that we measure the first of
the two light quadratures, and ()~ denotes the Moore-Penrose
pseudoinverse. To lowest order in 7, (Bx )~ = diag(1, 0).
As each segment of the light beam interacts only infinites-
imally with the atomic system, the field variables can be
eliminated, and to first order in the time increment t, the

B — 15,0, (10) dynamics can be expressed in a closed set of equations for
C - 05 an the.mean values and the covarianc§s of the B field and atomic
x2 variables alone. Denoting the matrix elements of A by a;;, we
n — 0y, (12) get the deterministic update rule for A,
J
(I =2pv)an +205t (1 —=yp1)ax (1 —yT)aiz — utan aly  apan  apazn
A— (1 — yp7)an an + Kkt axy — UTay —«*t|anan  dd;  anan|. (18)
(I —wo)az — prayy  azx — prap  azz — pr(az +ag) a|3azs  axas3 a3,
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FIG. 2. The solid green curve shows a simulated field B(t),
fluctuating according to the Ornstein-Uhlenbeck process (1) with
parameters y, = 1.0 x 10° s7!, 05, = 2.0 x 10* pT?/s. The magnetic
field is coupled with strength & = 2.0 x 10° s~! to the atomic en-
semble, which is coupled with the strength «2 = 10* s~! to the
optical probe. By conventional forward filtering, the simulated detec-
tion record yields the estimate Bff ) of the magnetic field shown by the
dashed blue curve, while the past quantum state (PQS) (smoothing)
scheme yields the estimate EfPQS) shown by the dotted orange curve.

The expected mean outcome of the field measurement is
(Xms) = 11 = k4/Tm3, and the mean values for the magnetic
field and atomic observables, conditioned on a given outcome
Xms» are given by

(1 — ypr)my a3
m — my + kT (s — kc/Tm3) | a3 |. (19)
ms ass

Propagating these equations in subsequent steps of du-
ration T, we acquire or simulate the detection record and
determine the conditional dynamics of the atomic quantum
state and the estimate I?Ef ) of the current value of the magnetic
field B(¢). This estimate is given by the first component of m,
the vector of mean values, which depends on the stochastic
detection record. The dynamics of the covariance matrix is
deterministic and reaches a steady state irrespective of the
measurement outcomes. The collective atomic spin variables
and the B field are correlated and the conditional probability
distribution for B(¢) is a Gaussian with a variance given by
half of the first diagonal element of A. This variance is the
mean square error, (Azﬁ’t(f ) ), of our estimate,

BY =[m,];, (20)
(A2BY) = LA, 0. 1)

In Fig. 2, we show a simulated realization of the noisy
B(t) (solid green curve). The dashed blue curve shows our
estimate Eff ) by the procedure outlined above. We observe
an overall good agreement, but we also note that individual
spikes in B(¢) are not reproduced, while other spikes appear.
This reflects that the data acquisition is not fast enough to re-
solve rapid changes of B(¢), while the measurement shot-noise
fluctuations may cause erroneous variations in the magnetic
field estimate. Notably, the time dependence of the dashed
blue curve lags behind the solid green one. This is because
changes in B(¢) are accumulated over time in the value of the

spin precession angle and are only reliably discerned after a
suitable optical signal has been obtained.

IV. RETRODICTION OF THE MAGNETIC FIELD
AND ATOMIC STATE

In the previous section, we determined the joint Gaussian
probability distribution of the magnetic field and the atomic
collective spin at time ¢, conditioned on the probing data
obtained until time 7. In the quantum theory of measure-
ments, each interaction and probing event with outcome m;
is formally described by a positive operator-valued measure
(POVM) element, and the full optical detection process of
our scheme is described by applying a sequence of oper-
ators M,,,, including both the deterministic time evolution
of the state and the evolution conditioned on the measure-
ment outcomes m;. The joint probability for the occurrence
of the full sequence of measurement outcomes is the trace
of the corresponding operator product, P(my, my, ..., my) =
tr[M,,, . . .Mml,o(O)M,Ll ...M);N], while the joint probabil-
ity of all measurement outcomes and a projective mea-
surement of the magnetic field yielding the value B at
an intermediate time ¢t reads P(m;,my,...,B;,...,my) =
t[Myy ... |BY(B| ... My, p(OM;, ...|B)(B|...M] 1.

Note that if the optical probing stops just before
time ¢, the conditional quantum state at this time reads
p(t) X My ... My p(OM;, ..M/, and the inferred
conditional probability agrees with the conventional Born
rule, P(B) =tr[|B){B|p(t)]. In the case of continued
probing after t, we can use the cyclic property of
the trace and reorganize terms to write the joint
probability distributions as P(my,myp,...B;, ..., my) =
tr[|B) (BI(. . .Mmlp(O)M,fl] L)IBYBIC. . .M,TWM,,,N DL

Since the outcomes m; are the ones actually measured,
we infer the probability that the magnetic field would have
been projectively measured to have the value B, condi-
tioned on all prior and posterior detection events to be
proportional to tr[|B)(B|p(t)|B)(B|E(t)] [21], with p(t) =
[.. .Mml,o(O)M,Ll ...] and E(t) = (.. .MLNM,,,N ...), where
the ... in the expressions for p(t) and E(¢) represent the
sequences of POVM elements, until and after the time ¢,
respectively.

A. Backward evolution of the effect operator

The POVM operators for optical probing can be deter-
mined as integrals with Gaussian kernels (see, e.g., [27]),
but we shall have recourse to a simplified argument that uti-
lizes the more convenient representation of the operators p ()
and E(t) in terms of Gaussian mean values and covariance
matrices. This representation applies because both operators
are evolved by Gaussian preserving elements and hence both
have Gaussian Wigner functions [any operator on an effective
position and momentum operator phase space has a Wigner
function representation, and being a Hermitian and positive
operator, E(t) has a Wigner function with similar properties
as the one of a conventional quantum state p(¢)]. Indeed, the
time evolution of the p and the E operators are equivalent,
except that E(¢) evolves from the later towards the earlier
times. As a consequence, E(¢) is described by a Gaussian
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Wigner function, and its first and second moments evolve with
similar factors as the moments for p(z).

We describe E () by a covariance matrix y(¢) and a vector
of mean values, (yg) = (mg, ng), for which the evolution
from ¢ + t to ¢ yields

(Ye) = Se(ye), (22)

ye = SeveSE + 1L, (23)
|

where
1+pyt O 0 0 0
0 1 0 0 —kJT
S = Ut 0 1 0 0 , 24)
0 0 —kT 1 0
0 0 0 0 1

and L = diag(20,7, 0, 0, 0, 0).

Going through the matrix multiplications and eliminating the optical field components, we obtain the deterministic evolution
of the magnetic field and atomic components covariance matrix, backward in time from ¢ + t to ¢ for the operator E (¢).
Denoting the matrix elements of Ag by a;;, we get the deterministic update rule for Ag,

(I +2yp0)a + 20,1 (1 +ypt)ary (1 +ypt)aiz + pran aly  aiza;  ai3as3
Ap — (I + yp1)as; an + Kt axs + utay) —Kk*t|anan  ay axaszs |. (25)
(I+ypt)as) + utan  an + utaxn  ax+ pt(as +aiz) aj3azs  anas;  di

The centroid of the Gaussian Wigner function for E(¢)
depends on the measurement outcome x,s and is given by

(1 + ypr)m ais
mg — ny + kT s + k/Tm3) | a2 |,
ms ass

(26)

where we emphasize that in these equations, the matrix and
vector elements a;;, m; are the ones pertaining to A and mg,
andnotto A, = A and m, = min (18) and (19).

B. Past quantum state estimate of the time-dependent
magnetic field

Given the first and second moments of Gaussian states,
we have the information needed to construct the p(¢) and
E(¢) matrices, and may thus, in principle, determine the
probability distribution for the outcomes of any measurement
process at time ¢ conditioned on all previous and later mea-
surements. The evaluation of arbitrary operator expressions
from Wigner functions is, however, not a trivial one, and
to avoid a cumbersome translation between operator expres-
sions and their Wigner function phase-space equivalents, we
shall employ arguments to arrive at the desired result di-
rectly in terms of the conditional mean values and covariance
matrices.

First, we note that trg(|B)(B|p)= (B|p|B) and
trg(|B)(B|E) = (B|E|B), where trg denotes the partial trace
over the B degree of freedom, are operators on the atomic
spin Hilbert space. This leads to the observation that

Ppqs(B) o tr(|B)(B|p|B)(B|E)
tr,(B|p|B)(B|E|B), 27

where tr, denotes the reduced trace over the atomic collective
spin (oscillator) variables. The trace of a product of operators
(a scalar product on the space of operators) equals 277 times
the phase-space integral of the product of the corresponding
Wigner functions. Hence, we obtain

PPQS(B) (0.8 / dxatdpath(Bs Xat, pal)WE(Bs Xat, pat)- (28)

(

We now use the fact that the Wigner functions are Gaussian
distributions and write their product explicitly as

Hp,E(Bs Xat, Pat) = Wp(Bv Xats Pat)WE (B, Xat, Dat)
o e~ M) AT (y—my) ,—(y—mp) Az (y—mp),

(29)

where y = (B, Xa, pat)r, m, gy denote the displaced mean
values, and A, are the 3 x 3 covariance matrices of the
magnetic field and atomic spin components of y, in the Gaus-
sian distributions W,g). After elementary algebra, we can
rewrite the product I, ¢ in a single Gaussian form,

My r ei(y*mp,E)TA;vlg(Y*mpyE), (30)

with the new covariance matrix A, p and mean value m, ¢
given by

A=A+ AL 31)
m,r=A,r(A'm, +A;'mg). (32)

Therefore, in the PQS framework, the estimated magnetic
field and variance of its conditional distribution are given by
the first vector component and matrix element,

BI =1A7" + AZHT' A m, + AP mp)l, (33

(A2BI®) = LIA + AH . 34

Equations (33) and (34), together with the equations to de-
termine their constituents, are the main results of this article.
Given the probing record, they yield a Bayesian estimate of
the time-dependent magnetic field strength in the form of a
Gaussian distribution, where pr Q) is the estimate that has
the smallest mean-squared error (AZBfPQS)) with respect to
the actual value B(z). In Fig. 2, the dotted orange curve shows
the value of the PQS estimator given by Eq. (33) for the given
detection record. I?fp QS), indeed, follows the true value (the
solid green curve) of the simulated magnetic field B(¢) gener-
ated by the OU process (1) fairly well. Due to the use of the
entire detection record in the estimate of the field at any time ¢,
the estimate follows monotonic increases and decreases better
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FIG. 3. The two panels show how well a given time-dependent
B field (solid green curves) is estimated in 2000 independent sim-
ulations of the optical detection. (a) The blue band represents the
mean value and standard deviation of the quantum filter estimates.
(b) The orange band shows the mean value and standard deviation of
the time-dependent PQS estimator.

than the filter theory, while upward and downward spikes in
B(t) that are not well resolved by the optical probing cannot
be inferred from previous and later data. In the next section
we shall more quantitatively address the performance of the
forward filter and the past quantum state estimation.

V. PERFORMANCE OF FILTER AND PQS ESTIMATES

We have applied the quantum filtering and the PQS for-
malism to estimate a time-dependent stochastic magnetic field
from the optical probe signal. The example in Fig. 2 clearly
shows that the estimates Et(f ) and BfPQS) approximately follow
the true value of the field B(z). We also observe that BEPQS) is

smoother than Bl(f ). While causing backaction on the mean
value vectors m, (mg) as the time argument passes from
ttot+ 1t (from t + 7 to t), the stochastic contribution of
the photon shot noise to the measurement outcome in the
intervening interval merely changes from having an influence
on E(t + 1) to p(¢t + 7). This partly suppresses its effect on
the estimate (33) based on both p and E. While Bl(f ) (the
dashed blue curve in Fig. 2) visibly lags behind decreases and
increases in the true field B(¢) (the solid green curve), BEPQS)
(the dotted orange curve) performs well under such variations,
but it fails to resolve spikes in the true magnetic field B(¢).
To characterize the quantitative performance of our estima-
tors, we have simulated M = 2000 independent realizations
of the optical measurements on an atomic sample subject to
the same realization of the magnetic field B(¢). Figure 3(a)
shows the time-dependent average of the quantum filter es-

timator, where the half width of the blue band indicates the
standard deviation of the estimates (around their mean value)
due to photon shot noise. Figure 3(b) shows the corresponding
average time dependence and standard deviation for the PQS
estimator. These calculations clearly confirm the quantitative
superiority of the PQS estimator, but they also display the
systematic, average bias of the two methods.

The standard deviations shown by the blue and orange
bands in the figure do not represent the fluctuations of the
estimated field around the true B(¢), but our numerical sim-
ulations allow us to quantitatively address the quality of the
filter and PQS estimates. We can thus use our simulations to
evaluate the mean-squared error (MSE),

M

MSE(1) = % > IBY) —BO)Y, (35)
k=1

where 13’5? represents the filter estimate (20) for X = f and
the PQS estimate (33) for X = PQS.

In Fig. 4, the noisy thin blue (upper) and orange (lower)
curves show the MSE of the quantum filter and the PQS
estimator, respectively. The lower envelope of these noisy
curves shows the variances of the estimators (around the es-
timator mean values) represented by the width of the blue
and orange curves in Figs. 3(a) and 3(b), respectively. They
have almost constant values and suggest that the MSE has
an almost time-independent contribution from the fluctuations
due to the photon shot noise, while the time-dependent bias
of the mean estimators, B(f) = Ai/l ZQ/IZIEE?, is correlated
with the increases and decreases or the spikes of the true
field B(¢) and yields a main contribution to the estimation
error, MSE(t) = & 30| [BY) — B(t)I* + [B(t) — B()I*. In-
deed, the broad maxima in the thin blue curve in Fig. 4(a)
occur when the true field is increasing or decreasing in Fig. 3,
while the maxima of the thin orange curve in Fig. 4(b) coin-
cide with the spikes of the true field.

The thin dotted lines show the average MSE for the
quantum filter and the PQS estimator over 2000 indepen-
dent realizations of B(z). As the fluctuations in B(¢) occur
at random times, the average MSE is constant in time up
to fluctuations due to the finite sample. For comparison, the
dashed line segments in the right-hand side of the figure show
the variances of the Gaussian distributions, identified by our
deterministic theory for the covariance matrix for p and for
both p and E. These are identical with the results of the
forward Kalman-Bucy filter and the forward and backward fil-
ters combined in the Mayne-Fraser-Potter two-filter smoother
[12,13]. Our numerical calculations confirm that the average
MSE of the quantum filter and the PQS estimates are both
correctly determined by the covariance matrix. The reduction
in the mean-squared error by the PQS analysis is substantial
and, in Fig. 5, we compare the filter and PQS methods as
function of the timescale of the Ornstein-Uhlenbeck process
v, and the probing strength «2. With a given, finite probing
strength 2, the time evolution of the magnetic field is tracked
progressively better by both methods when y;, < 2. Itis in the
same regime that the PQS advantage over forward filtering is
maximal.
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FIG. 4. The (a) thin blue and (b) orange curves show the mean-
squared error (MSE) of 2000 simulations of the quantum filter and
PQS estimates for the true time-dependent magnetic field shown in
Fig. 3. The dashed lower envelopes of the mean-squared error show
the almost constant variance of the estimators (over the 2000 simu-
lated experiments). The dotted lines indicate the ensemble-averaged
mean-squared error over 2000 different realizations of B(t). The
values depicted by the dashed line segments in the right-hand side of
the figure show the variances given by Eqgs. (21) and (34), following
from our Gaussian-state formalism in the previous sections. These
agree perfectly with the ensemble-averaged mean-squared error, and,
to within the expected variation, they also agree with the time aver-
age of the thin blue and orange curves, i.e., the MSE for a single
realization of B(t), shown as the solid line segments.

VI. DISCUSSION

In this paper, we have developed a theory based on the
quantum filtering and PQS schemes for the estimation of
a time-dependent magnetic field generated by an Ornstein-
Uhlenbeck process. Our numerical simulation results confirm
and explain an enhanced precision of the estimate of the
time-dependent magnetic field by full measurement records
over the conventional quantum filtering approach. While we
studied a very specific and idealized model, it is readily
possible within the Gaussian formalism to incorporate extra
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FIG. 5. The theoretically determined variances of the conditional
Gaussian distribution for B are shown as a function of (a) y, and
(b) k2. The blue curves (numbers 1 and 3 from the top of the panel)
represent the filtering process, while the orange curves (numbers 2
and 4) describe the PQS scheme. Dots indicate numerical data and
lines are guides to the eye. In (a), we assume fixed values of k2 =
1072 ms~' (upper dashed blue and orange lines) and x* = 10 ms™!
(lower solid blue and orange lines). In (b), we assume fixed value of
¥ = 1.0 ms™! (upper dashed blue and orange lines) and y, = 50.0
ms~! (lower solid blue and orange lines). In both panels, o;/y;, = 1

T2 and = 200 ms™!.

dissipative terms and treat inhomogeneities in the system by
more degrees of freedom [9], to study other linear couplings
such as exchange of oscillator quanta between the system
and the probe, and to employ squeezing and phase-sensitive
amplification to the probe field [28].

Our hybrid quantum-classical theory is equivalent to the
classical theory of Kalman filtering and smoothing on the one
hand, and with the theory of quantum trajectories and past
quantum states on the other hand. We believe that the com-
bined insight from these two domains of precision metrology
may play a crucial role and may point to the use of further
theoretical methods in the very active field of high-precision
measurements and hypothesis testing with quantum systems.
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