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We study the triple-differential cross section (TDCS) for the electron-impact ionization of the highest occupied
molecular orbital of tetrahydrofuran at a projectile energy Ey = 91 eV. The experimental data were measured
using a reaction microscope, which covers a large part of the full solid angle for the secondary electron
emission with energies ranging from 6 to 15 eV, and projectile scattering angles ranging from —10° to —20°.

The experimental TDCSs are internormalized across all measured scattering angles and ejected energies. They
are compared with predictions from the multicenter distorted-wave (MCDW) approximation and a modified
MCDW-Nee method which includes the postcollision interaction (PCI) using the Ward-Macek factor. Additional
calculations were obtained using a molecular three-body distorted-wave (M3DW) approach which accounts
for PCI in an exact treatment. Generally, the MCDW-Nee and M3DW models show better agreement with
experiment than the MCDW calculations. This shows the importance of accounting for PCI for low-energy
outgoing electrons in electron-impact ionization processes.

DOI: 10.1103/PhysRevA.102.062813

I. INTRODUCTION

Electron scattering on atoms and molecules is important
in many areas of science and technology ranging from astro-
chemistry over atmospheric sciences to plasma physics [1-3].
Also, in medical radiation therapy damage to biological tissue
is caused not only by the primary radiation or particle but
to a large part by the abundant and low-energetic secondary
electrons with energies typically below 100 eV. It is well
established that these electrons play an important role in
producing DNA lesions either indirectly, e.g., by producing
reactive hydroxyl radicals from the radiolysis of water, or
directly via excitation and ionization reactions and by electron
attachment—all of which can initiate molecular bond break-
ing and subsequent dissociation [4—-10].

Methods to calculate and assess this radiation-induced
damage on the molecular level require accurate and possibly
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highly differential interaction data. Electron-impact ioniza-
tion can be characterized in a kinematically complete way
in so-called (e, 2¢) studies [11,12] where the two outgoing
electrons are detected in coincidence and the momentum
vectors of all final-state particles are obtained. The resulting
triple-differential cross section (TDCS) serves as a powerful
tool to test theoretical models that account for the quantum
few-body dynamics and to provide the input parameters for
the Monte Carlo simulations of electron track structures (see,
e.g., Refs. [13-18]).

Here, we consider tetrahydrofuran (THF), which is an
organic compound with the formula C4HgO. Owing to its
furanose ring structure, THF is often regarded as a molecular
analog of the deoxyribose sugar ring in the DNA back-
bone for the modeling of ionization and fragmentation of
biomolecules [19-24]. Therefore, there exist a number of
experimental and theoretical studies on elastic scattering of
low-energy electrons [19,25-29] as well as (e, 2¢) stud-
ies [13—18]. Colyer et al. [14] and Jones er al. [15] used
an impact energy of 250 eV and an ejected-electron en-
ergy of 10 and 20 eV, respectively. The experimental data
were compared with predictions of the molecular three-body
distorted-wave (M3DW) model [30,31] in which reason-
able agreement was obtained for the relative intensity of
the binary and recoil lobes except for the smaller scatter-
ing angle (6; = 5°) measured in these experiments [14,15].
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Recent calculations from a multicenter distorted-wave
(MCDW) model provided an improved description of the
experimental data for THF at 250 eV concerning both binary
and recoil lobes [18].

For lower-energy collisions which are of greater biological
interest, the M3DW was compared with experimental data for
26.5 eV ionization of THF with the ejected electron having an
energy of 3.5 eV and a range of scattering angle (15°, 25°, and
35°) [17] and fairly good agreement between experiment and
theory was found. Interestingly, for this energy, the spectrum
did not exhibit the normal binary and recoil peaks which
shows that, for low energies, the binary and recoil peaks are
mixed up due to the multicenter scattering potential. To the
best of our knowledge, all of the available (e, 2¢) TDCS for
THF were determined under coplanar kinematics where the
ejected electron is detected in the scattering plane defined
by the momentum vectors of the incident and the scattered
projectile. Other kinematics beyond the coplanar condition
are required to give a comprehensive understanding of the
ionization dynamics of THF.

In this paper, we performed kinematically complete ex-
periments for low-energy electron-impact ionization (Ey =
91eV) of THF using a reaction microscope (REMI) tech-
nique. This allows us to gain more insight into the ionization
dynamics due to the fact that TDCSs covering a large part for
the full solid angle for the ejected electron can be determined
[32—40]. The ionization of the highest occupied molecular
orbital (HOMO) of THF was determined by coincidence de-
tection of two outgoing electrons and the intact parent ion, i.e.,
THF™,

¢o + THF — THFY(HOMO™) + ¢; + e>. (1)

Here, ¢; (i =0, 1, 2) refers to the incident, the scattered pro-
jectile, and the ejected electron, respectively. As previously
identified, e.g., in Ref. [22], only ionization of the HOMO is
leading to the intact THF' while ionization of other orbitals
gives rise to fragmentation of the residual ion. The measured
TDCSs are internormalized for different kinematics, and thus
a single scaling factor is sufficient to put the experimental
data on an absolute scale. The kinematical conditions cover
projectile scattering angles 6; of —10°, —15°, and —20°, and
ejected-electron energies E, of 6 and 15 eV. The ionization
energy (IE) of the THF HOMO amounts to 9.8 eV [22],
and thus for Ey =91 eV the sum energy of the outgoing
electrons is E; + E; = 81.2eV. The experimental data are
compared with theoretical predictions from both the multi-
center distorted-wave model (MCDW) [41-43] and molecular
three-body distorted-wave models (M3DW) [30,31].

This paper is organized as follows: After a brief description
of the experiment in Sec. II, a brief introduction of the theo-
retical models is given in Sec. III. The comparison between
experiment and theory is discussed in Sec. IV before we draw
conclusions in Sec. V. Unless specified otherwise, atomic
units (a.u.) are used throughout this paper.

II. EXPERIMENTAL METHOD

The experiments were performed using a dedicated REMI
which was particularly designed for electron-impact exper-
iments. Details about the experimental setup have been

given elsewhere [22,44,45]. Here, a brief description is intro-
duced. A well-focused (~1-mm-diam) pulsed electron beam
is crossed with a supersonic gas jet and nonscattered electrons
were collected by the beam dump which is a central bore in
the electron detector. The pulsed projectile beam is emitted
from an electron gun consisting of a tantalum photocathode
which is irradiated by pulsed UV light (A = 266 nm) of 0.5 ns
duration and electrostatic focusing lens elements. The energy
width of the electron pulse is about 0.5 eV [22]. Using uniform
electric and magnetic fields (B = 7.0 G) which are parallel
to the projectile beam axis, the final charged state fragments,
i.e., electrons as well as ions, are projected in opposite di-
rections on two position- and time-sensitive multihit delay
line detectors. The field strength for electron extraction is
E = 1.5Vem™!. After 400 ns when the electrons have arrived
at the detector, the electric field is ramped up to 33 Vcm ™! for
extracting the fragment ions. The acceptance angle for detec-
tion of the electrons up to the energy of 15 eV is almost 47,
where small forward and backward angles and small energies
below 2 eV are excluded due to the presence of the beam
dump in the center of the electron detector. The collection
efficiency for the intact THF ' ion is almost 100%.

Experimental data are recorded by triple-coincidence mea-
surement of two outgoing electrons and the THF' ion, i.e.,
e, e, and THF" in Eq. (1). The momentum vectors of the
detected electrons and ions are reconstructed from the mea-
sured time of flight and position of the particles hitting the
detectors.

III. THEORETICAL MODELS

For comparison, TDCS calculations are performed using
the MCDW and the M3DW models. The details of these two
models have been described previously in Refs. [41-43] for
MCDW and Refs. [30,31,46] for M3DW, respectively. Only a
brief outline will be presented here.

A. MCDW model

The MCDW method is developed within the framework of
the first Born approximation (FBA) in which the continuum
wave function of the slow ejected electron is calculated in
the spatially fixed multicenter potential of the residual ion
under the sudden approximation and plane waves are used to
describe the incoming projectile and scattered electron. In the
usual scattering theory, the transition amplitude for a given
molecular orientation in the laboratory can be expressed as

T(Q) = (k¥ (ka; Rg' () [V )|k Wi (RG' (7)), (2)

where ko, ki, and k, represent the momentum vectors of the
incident, scattered, and ejected electrons, respectively. ko and
k describe the plane waves of the incident and scattered elec-
trons. The molecular orientation is defined by the Euler angle
Q= (a, B,y). |¥;) and |\Ilj(f)) represent the initial bound
wave function and the final state in which the ionized orbital
is substituted by the continuum wave function of the ejected
electron. r refers to the set of electronic coordinates. V' is the
interaction potential of incident electron and the molecular
target. With the help of the Bethe integral, Eq. (2) can be
simplified as a one-electron problem under the frozen-core
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approximation,

T(Q) ~ <f<>(k2;7291(r))|e”“

B Ilv Xn: 7, oK

where ) and ¢(R,' () are the continuum wave function
of the ejected electron which is solved under the multicenter
field of the recoil ion and the bound wave functions of the
active electron. The term eX” represents the scattering from
the active electron in the target and the term ), Z,e/X % /N
represents the scattering from the nuclei with N being the
number of electrons in the target. In experiment, the molecular
orientation cannot be determined and an averaging over all the
molecular orientations is needed theoretically to produce the
TDCS,

¢(RQ‘(r))>, 3)

1 kiky 1

TDCS _ Kiky 1
Q2m) ko 872

/ IT(Q)%dS2. @)

With low-energy electron impact, the correlation of the two
outgoing electrons and residual ion will be important. The full
final-state Coulomb interaction, which is normally called the
postcollision interaction (PCI), can be included through the
famous Gamow factor (N,,.) [47],

ﬂ/kab

_zy N4
Nee = |e > - lJ/)| = ke — 1

(5)
where ['(1 — iy ) is the gamma function, k., = pvgp, w = 1/2
is the reduced mass for the two electrons, v, is the relative
velocity between the two outgoing electrons, and y = 1/v,; is
the Sommerfeld parameter. Hereafter, the MCDW calculation
without the PCI effect is referred to as MCDW while MCDW-
Nee denotes such a calculation including the PCI effect.

B. M3DW model

For the M3DW calculation, all of the three continuum elec-
trons are described by a distorted wave. The direct-scattering
amplitude is given by

T = (X1 k1, 70) x5 (Ko, r)Cr2(ro))IW (1) xo (Ko, 1o)),
(6)

where ko, ki, and k, are the wave vectors for the initial,
scattered, and ejected electrons, respectively. X(T (ko, rp) is an
initial-state continuum distorted wave and the (+) indicates
outgoing-wave boundary conditions. x; (ki,ro)x, (ka,r1)
are the scattered and ejected-electron distorted waves with
incoming-wave boundary conditions, and the factor C,(ro;)
is the final-state Coulomb-distortion factor between the two
electrons normally called the PCI. The perturbation W =
V; — U;, where V; is the initial-state interaction potential be-
tween the incident electron and the neutral molecule, and U;
represents the spherically symmetric interaction between the
projectile and the active electron which is used to calculate
the initial-state distorted wave XJ (ko, ro). Here, ¢(ry) is the
initial bound-state Dyson orbital averaged over all molecular
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FIG. 1. (a) Relative population of two conformers C, and C;
for THF as a function of temperature. Orbital images of the
HOMOs for conformers (b) C, and (c) C,. The electron momen-
tum profiles for conformers (d) C, and (e) C; . The equilibrium
geometries were optimized by MP2/aug-cc-pVTZ and the wave
functions were calculated by the Becke three-parameter Lee-Yang-
Parr (B3LYP)/aug-cc-pVTZ functional.

orientations. The TDCS can be obtained from

1 kk
[T |* + | Toxe|* + | Tair —

5 TDCS _
(2n)5 ko

Texc!l, (1)

where the exchange scattering T« is calculated similarly to
Tyir except that the particles 1 and 2 are interchanged in the
final-state wave function.

IV. RESULTS AND DISCUSSION
A. Conformation analysis of THF

There are two conformers for THF with C, and C;
point group symmetry [48,49] with slightly different bond-
ing angles as shown in Figs. 1(b) and I(c). In order to
obtain the energies we optimized these two conformers
with second-order Mgller-Plesset perturbation theory (MP2)
using the augmented correlation-consistent polarized va-
lence triple zeta (aug-cc-pVTZ) basis set. The population
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distributions can be determined from the energy difference of
these two conformers and the temperature with the Boltzmann
distribution [48],

f=gent, )

where g is the symmetry factor which is 1 for each of the
conformers, and kg and T are the Boltzmann constant and
the temperature, respectively. E; is the total energy includ-
ing the electronic energy (E,), zero-point energy (ZPE), as
well as the Gibbs free energy (G), i.e., E; = E, +ZPE + G.
The Gibbs free energy is defined by G = H — TS, where
H and S are enthalpy and entropy, respectively. The zero-
point energy, enthalpy, and entropy are determined by the
frequency calculation which is performed by the same method
as the geometry optimization. The population distribution as
a function of temperature of the two conformers is shown in
Fig. 1(a). Approaching 0 K, the C, conformer is the stablest
one whose population decreases with increasing temperature.
The branching ratio of the C, to C; conformer is about 45% :
55% at room temperature, which is consistent with the pre-
vious studies [48]. In this work, the averaged temperature of
the target is estimated to be 30 K by analyzing the recoil ion
momenta of THF". The branching ratio of 80% : 20% for the
C, to C; conformer is obtained. Figures 1(b) and 1(c) show
the optimized geometries of the C, and C; conformers for THF
and orbital images of their HOMOs calculated using the Gaus-
sian package [50]. It can be seen from Figs. 1(b) and 1(c) that
the HOMOs are composed of oxygen 2p lone-pair orbitals.
The calculated electron momentum profiles are presented in
Figs. 1(d) and 1(e), which show p- and s-p-type momen-
tum profiles for the HOMO of the C, and C; conformers,
respectively.

B. General comparison of M3DW and MCDW approaches

The calculated TDCSs for the HOMO of each conformer
are presented in Fig. 2 for the scattering plane under two
kinematics. One is close to the Bethe-ridge condition with
0 = —20° (g =091 a.u.) and E; = 15eV (k, = 1.05 a.u.)
[see in Figs. 2(b) and 2(d)]. For the Bethe-ridge condition
the magnitude of the ejected-electron momentum is roughly
equal to the momentum transfer g and, thereby, the reaction is
most likely due to a collision of the two free electrons while
the residual ion acts as a spectator [51]. Under this kinematic
condition, the binary peak shows generally a minimum for
the p-type orbital (i.e., the HOMO of ;) or a maximum
for the s-p-type orbital (i.e., the HOMO of Cy) along the
momentum transfer g direction [11], while for the kinemat-
ics falling below the Bethe-ridge condition, i.e., 6; = —10°
(g =0.56 a.u.) and E, = 15eV (k, = 1.05 a.u.) in Figs. 2(a)
and 2(c), the binary peak shows generally a maximum for
both p- and s-p-type orbitals [11]. This behavior is seen in the
results of the MCDW calculations. For M3DW, however, the
calculated TDCSs for the HOMO of the C, and Cy conformers
are almost identical to each other. This illustrates the fact that
the orientation-averaged molecular orbital method used in the
M3DW calculations may smear out the characteristics of the
ionized orbitals.
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FIG. 2. MCDW (dashed lines), MCDW-Nee (solid lines), and
M3DW (dashed-dotted lines) calculated TDCSs in the scattering
plane for the HOMO of C, (left column) and C; (right column) con-
formers of THF under the kinematics of §; = —10° and E, = 15eV
(top row), and 6, = —20° and E, = 15eV (bottom row). lonization
energy IE and projectile energy E, are 9.8 and 91 eV, respectively.
The vertical arrows indicate the momentum transfer direction g and
its opposite —gq.

C. 3D TDCS and definition of cutting planes

The summed theoretical TDCS of two conformers will
be used in the following discussions to compare with the
experimental data. Figure 3 presents the theoretical three-
dimensional (3D) surface plot of the TDCSs at a projectile
scattering angle of 8; = —10° as a function of the emission di-
rection of the slow ejected electron with E, = 6 eV calculated
using the MCDW-Nee model. In this 3D plot, the TDCS for a
particular direction is defined as the distance from the origin
to the surface. The projectile (ko) enters from the bottom and
is scattered to the left with momentum vector 121 (hence the

T Conformers:
0 C2 + 0 Cs
k, 0% Ca+20%C

MCDW-Nee: 0, =-10", E=6 eV

FIG. 3. Theoretical MCDW-Nee three-dimensional image of the
TDCSs at a projectile scattering angle of 8, = —10° and ejected-
electron energy E, = 6eV. lonization energy IE and projectile
energy Ey are 9.8 and 91 eV, respectively. The theoretical results are
calculated including the two conformers of THE.
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minus in the notation for the scattering angle ;). These two
vectors define the scattering xz plane as indicated by the blue
solid frame in Fig. 3. The asymmetric kinematic condition is
adopted where the fast outgoing electron can be safely consid-
ered as the scattered projectile and the momentum transferred
to the target ¢ indicated in Fig. 3 is defined as § = ko — ki.

Two basic features are observed in the 3D TDCS. Electrons
emitted roughly in the direction of the momentum transfer
form the well-known binary lobe while electrons emitted in
the opposite direction form the recoil lobe. The binary lobe
can be explained as the binary collision between the projectile
and target electron while the recoil lobe is due to backward
rescattering of the ejected electron in the molecular potential.
At the present low impact energy (91 eV), the PCI effect is
strong (as expected) and, consequently, the repulsive force
between the two electrons rotates the binary peak to larger
scattering angles relative to the momentum transfer direction.
Compared to the 3D TDCS for water molecules at a similar
impact energy [40,52], the present result depicts a modified
binary peak shape as well as filling of the minimum separating
the binary from the recoil lobe leading to a somehow isotropic
distribution. This might result from the multicenter nature of
the residual ion potential.

For a quantitative study of TDCS over a large range of
the measured phase space we present cuts through the 3D
TDCS for the three different planes of the ejected elec-
tron as indicated in Fig. 3. In addition to the scattering
plane, the half-perpendicular plane and the full-perpendicular
plane are defined as follows: The half-perpendicular yz plane
(green frame) contains the incoming beam axis and is per-
pendicular to the scattering plane. The full-perpendicular xy
plane (red frame) is perpendicular to the incoming projectile
beam direction. The studied kinematic conditions correspond
to scattering angles of 6, = —10°, —15°, and —20° and
ejected-electron energies E, = 6 and 15 eV, respectively. The
experimental cross sections are not absolute: The different
kinematics are measured in the same experimental run and
thus are cross normalized. Thereby, a single common factor
is sufficient for normalization. The experiment and MCDW,
MCDW-Nee results are normalized to the binary lobe of the
M3DW calculation at the scattering angle of 6; = —10° and
ejected-electron energy of E; = 15eV [see Fig. 4(b)]. This
factor was subsequently applied to all other kinematics and
planes.

D. TDCS:s for the three cutting planes

In Figs. 4-6, the experimental cross sections are presented
as a function of the ejected-electron emission angles. The
scattering plane (Fig. 4) cuts through the binary and the recoil
lobes and it contains the momentum transfer vector indicated
in the diagrams by arrows. In this plane, the well-known
binary and recoil patterns can be better observed at a higher
ejected energy of E; = 15eV (right column), in particular for
the scattering angle of 6; = —10° [Fig. 4(b)], while for E, =
6 eV (left column) these two patterns tend to overlap, making
it difficult to distinguish between them.

In the half-perpendicular plane (Fig. 5), there is an indi-
cation of a three-lobe structure, i.e., a central maximum at
6, = 180° and two maxima at 6, ~ 90° and 270°, which can

3l @ . 81=:100]  [(b) 0y =-10° ]
pus ¥ E2=6eY Ex=15eV
2_,% §i i./\. ‘, %#\55% |
TR e R
<

3
s
]
(6]
o
'—
0 . Fe
1 \ 8, =-20° | 0_6,()91=_-20 M o —
" ,I\. E,=6¢eV E;=15eV MCDW - -
VAR . MCDW-Nee
! ' f\ r, r ,l\
) S A I 3 1
. o N\ L "
N » _ L]
a2,

0 0
0 60 120 180 240 300 360 0 60 120 180 240 300 360
Electron ejection angle 8, (deg)

FIG. 4. Comparison between experimental TDCS (solid circles
with error bars), with MCDW (dashed lines), MCDW-Nee (solid
lines), and M3DW (dashed-dotted lines) calculations for electron-
impact (Ey = 91 eV) ionization of the HOMO of THF presented
as a function of the ejected-electron (e;) emission angle at scat-
tering angles 6; = —10° (top row), —15° (middle row), and —20°
(bottom row) for ejected-electron energies E, = 6eV (left column),
and 15 eV (right column), and ionization energy IE = 9.8 eV. The
vertical arrows indicate the momentum transfer direction ¢ and its
opposite —g. The results are for the scattering plane, i.e., the xz plane
of Fig. 3.

be more clearly seen for the ejected-electron energy of 6 eV
in the left columns of Fig. 5. It can be seen in the 3D plot of
Fig. 3 that this plane cuts through the binary lobe which results
in two symmetric maxima at 6, ~ 90° and 270°, respectively,
which may result from high-order projectile-target interac-
tions [53]. In addition, the recoil lobe gives rise to the central
maximum at 6, = 180°. In this plane PCI acts strongest for
emission angles near 0° and 360°.

In the full-perpendicular plane (Fig. 6), the ejected elec-
tron’s polar angle is fixed to 6, = 90° and the azimuthal angle
¢» is varied. In this plane, the experimental angular acceptance
covers the entire angle range, i.e., ¢, from 0° to 360°, and
the cross sections are again symmetric with respect to 180°.
The experimental TDCSs show less structures compared to
the other two planes. Here, a maximum intensity is observed
at ¢, ~ 0°, particularly for the lower ejected energies (left col-
umn), which corresponds to the binary lobe, while the recoil
lobe at ¢, ~ 180° shows a minimum or a flat distribution. In
this plane the influence of PCI appears to be small over the
entire angular range.

The experimental TDCSs in the scattering plane, i.e., the
xz plane of Fig. 3, are compared with the theoretical MCDW,
MCDW-Nee, and M3DW results in Fig. 4. For all kinematics,
the MCDW and MCDW-Nee calculations exhibit double-lobe
structures, the binary lobe near q and the recoil lobe near
—q directions which generally reproduce the experiment. The
MCDW calculation provides too high of an intensity at the
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FIG. 5. Same as Fig. 4 but for the half-perpendicular plane, i.e.,
the yz plane of Fig. 3.

electron ejection angle 6, near 0° which is in the vicinity of
the scattered projectile direction. The MCDW-Nee gives an
improved description of the experimental TDCS by inclusion
of the PCI effect. On one hand, the intensities of the TDCS at
6, = 0° and 360° are reduced. On the other hand, due to the
repulsive force between the two outgoing electrons, the binary
peak is shifted to larger angles for all kinematic conditions.
The MCDW-Nee shows better agreement with experiment
than MCDW, indicating that the PCI effect is very important
for low-energy experiments.
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FIG. 6. Same as Fig. 4 but for the full-perpendicular plane, i.e.,
the xy plane of Fig. 3.

For the M3DW results, in addition to the binary and re-
coil lobes, there are additional structures which partly fit the
experimental data at a low ejected energy of 6 eV. For an
incident projectile energy of 250 eV [14,15,18], the M3DW
provided a fairly good agreement with experiment concern-
ing the relative intensity between binary and recoil lobes,
except for a few cases. Overall, both M3DW and MCDW-Nee
agree qualitatively with the experimental data in the scattering
plane.

Figure 5 shows the comparison of TDCS between ex-
periment and theoretical calculations in a half-perpendicular
plane, i.e., the yz plane in Fig. 3. In this case, a symmetric
TDCS is required about 8, = 180°, which is indeed seen in
both theory and experiment. Concerning the angular depen-
dence of cross sections at 6, near 0°, the MCDW-Nee is
in much better agreement with experiment than the MCDW,
indicating the strong PCI effect near the projectile forward
direction. Here, the MCDW predicts a flat distribution at 6,
near 180° and a maximum at 6, near 0°. In all panels, the ob-
served two maxima at 6, ~ 90° and 270° are not reproduced
by either the MCDW or the MCDW-Nee calculations. The
M3DW theory is able to reproduce the observed three-lobe
structure, while deviations in the magnitude of the three-lobe
structure are visible for the case of ; = —10° and —15° in
the top and middle rows of Fig. 5.

Figure 6 shows the TDCS in the full-perpendicular plane,
i.e., the xy plane. The MCDW and MCDW-Nee models are
in fairly good agreement with the experiment. The almost
identical results of the MCDW and MCDW-Nee indicate
that the PCI effect is rather small in this plane which was
also observed in the results of CO, at the impact energy
of 100 eV [54]. As for M3DW calculations, the predicted
TDCS intensities are in general agreement with experiment.
The M3DW predicts a structure which is generally not seen
in the experimental data although there is some indication of
the structure in the —15° data for 6 eV. Concerning the overall
TDCS distributions, the MCDW and MCDW-Nee models are
better than M3DW in this plane.

V. CONCLUSION

We reported a comprehensive study of the electron-impact
ionization dynamics of the HOMO of THF molecules at a low
projectile energy of 91 eV. The relative abundance of 80% :
20% for the C, to C; conformers for THF was determined
based on the supersonic gas jet condition in the experiment.
The measured three-dimensional triple-differential cross sec-
tions (TDCSs) obtained experimentally were internormalized
across all scattering angles of 8; from —10° to —20° and
ejected-electron energies of E, from 6.0 to 15.0 eV, thus
providing a stringent test for the theoretical models. The
experimental data were compared with predictions from the
MCDW, MCDW-Nee, and M3DW models.

The MCDW model provides reasonable agreement with
experiment only for the TDCS in the full-perpendicular plane,
where the PCI effects do not play a significant role. The
predictions from the MCDW-Nee and M3DW models, where
PCI is accounted for via the Ward-Macek approximation for
MCDW-Nee and using an exact treatment of PCI for M3DW,
improve the results in the scattering and half-perpendicular
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planes. This clearly indicates that PCI effects play a very im-
portant role in the present low-energy ionization of molecules.
However, there is a systematic discrepancy between MCDW-
Nee and experiment in the half-perpendicular plane where the
observed two peaks at 6, ~ 90° and 270° are not predicted
by the MCDW-Nee model while they are predicted by the
M3DW model. The M3DW predicts significant oscillations
in the TDCS which agree partly with the measurements in
the scattering plane and for the £, = 6 eV kinematics. These
oscillation structures may result from interference of the inte-
grated complex waves. It is also to be noted that in the MCDW
method the transition matrix is calculated in the molecular
frame and the TDCS is obtained by taking an analytical
average over all molecular orientations. In the M3DW ap-
proach, the molecular orientation averaging is accounted for
in the transition matrix where the orientation-averaged initial
bound-state Dyson orbital is adopted.

Finally, we point out that the two calculations using
MCDW-Nee and M3DW models differ from each other
in both the relative shape and the magnitude of the cross

sections. This illustrates the fact that the theoretical treatment
of the electron-impact ionization of molecules is very com-
plicated and the results are very sensitive to the details of the
model employed. Both MCDW-Nee and M3DW calculations
are far from satisfactory for reproducing the triple-differential
cross sections of the THF molecule at low projectile energy.
More sophisticated models which can calculate more accurate
distorted waves or replace plane waves with distorted waves
[40,52,55] are required to describe the ionization dynamics of
complex molecules.
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